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PREFACE

Geophysical fluid mechanics (GFM) is a branch of theoretical physics concerned with natural fluid
motion on a rotating and gravitating planet or star, making use of concepts and methods from
classical continuum mechanics and thermodynamics. The primary inspiration for the subject
comes from the motion of fluids in the earth’s atmosphere and ocean, though the principles
and methods are also applicable to extra-terrestrial planetary fluid flows. Geophysical fluids
are in near rigid-body motion with the rotating planet, thus prompting a description from
the rotating (non-inertial) planetary reference frame. Body forces from gravity plus planetary
rotation (Coriolis and centrifugal) are fundamental features of the motion, as are contact forces
from stresses (pressure and friction). We limit attention to the motion of a single phase of matter
(gas or liquid), with the study of multiphase geophysical fluid mechanics, which is relevant to a
moist atmosphere, outside our scope. Electromagnetic forces, important for the study of plasmas
and astrophysical fluid motions, are also ignored.

Geophysical fluid flows manifest over a huge range of space and time scales, with linear
and nonlinear interactions transferring information across these scales. Physical insights into
such flows typically result from examining a hierarchy of conceptual models using a variety of
methods and perspectives. Some models are formulated within the context of a perfect fluid
comprising a single material constituent with fundamental processes limited to the reversible
and mechanical. Some models consider constant density fluids, as commonly considered in
classical hydrodynamics. Other models are posed using a real fluid that is comprised of multiple
matter constituents exposed to irreversible process such as mixing of momentum through viscous
friction, mixing of matter through matter diffusion, and/or the mixing of enthalpy through
conduction. Some models ignore rotation, and thus tacitly apply to flows with length scales too
short to feel the Coriolis acceleration, whereas others ignore buoyancy to focus on the dynamics
of a homogeneous rotating fluid.

We develop geophysical fluid mechanics from a mathematical physics perspective, with a
grounding in fundamentals offering a robust and versatile framework for exploring the gamut
of special cases and approximations encountered in applications. Topics are approached by
establishing general principles prior to the examination of case studies. Consistent with this
approach, our treatment focuses on developing the mechanics of geophysical fluid motion,
with that focus supporting theoretical explorations that often extend beyond that required for
phenomenological purposes. Correspondingly, we embrace the opportunity to examine physics
through multiple lenses that render a variety of complementary insights. In a nutshell, if a
physical system can be formulated and analyzed in more than one way, then we do so if it
enhances pedagogy and exposes layers of understanding. As a result, brevity is sacrificed to
support exposition and exploration.

The presentation is based on the premise that skills in theoretical physics are optimally taught
by nurturing physical reasoning, with physical reasoning supported by mathematical precision
coupled to the elucidation of concepts using words and pictures. Correspondingly, the presentation
is both deductive and descriptive. The deductive approach supports a precise understanding
through the use of elementary physical notions that are expressed mathematically. The descriptive
approach builds skills in reasoning along with the ability to articulate physical ideas using words
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and pictures that complement the maths. Readers are supported by development of salient
physical concepts and mathematical methods in the process of building understanding. With
sufficient study, this book should be accessible to the advanced undergraduate student or
entering graduate student in fields such as applied mathematics, astrophysics, atmospheric
physics, engineering, geophysics, ocean physics, planetary physics, and theoretical physics.

We generally offer details to mathematical derivations. Doing so nurtures the mathematical
skills required for the budding theorist, with the reader strongly encouraged to work through
the various derivations to fully embrace each detail and concept. Exposing mathematical details
also helps to unpack many of the physical concepts encapsulated by equations. It is notable
that the concepts encountered in this book generally accord with common experience, thus
affording a means to check on the validity of the maths. Furthermore, as we are studying physics,
mathematical equations must satisfy dimensional consistency, with this constraint offering the
physicist a powerful tool for exposing spurious mathematical statements.

We consider this book’s intellectual journey as one taken together by the author and reader,
thus motivating use of the first person plural pronouns we and us. We furthermore cultivate the
deductive and descriptive approaches by embracing the synergism between physics and maths,
whereby physics informs the maths and maths reveals the physics. This synergism is facilitated
by a presentation style inspired by Mermin (1989), who identified the following characteristics
for the clear articulation of mathematical physics.

• rule 1: All displayed equations are given numbers to facilitate cross-referencing. Addi-
tionally, any equation supporting another equation or a discussion is itself afforded an
equation number.

• rule 2: Cross-referenced equations are referred to by their equation number as well as
descriptive phrases or names (e.g., “the vector-invariant velocity equation (40.33)” rather
than “equation (40.33)”). Coupling maths to words supports learning and reduces the
need to flip pages to view the cited equation.

• rule 3: Equations are part of the prose and are thus subject to punctuation.

Concerning the book’s title
The study of rotating and stratified geophysical fluid motion largely started in the first half
of the 20th century, and has evolved much over its history. During recent decades the study
has seen particular evolution through deepening physical foundations, refining mathematical
formulations, increasing the intellectual and predictive value of numerical simulations, extending
applications across terrestrial and planetary systems, and expanding observational and laboratory
measurements and techniques. What has emerged is a recognition that a fruitful study of rotating
and stratified fluid flows makes use of ideas that go beyond the traditional notions of geophysical
fluid dynamics (GFD). A contemporary practitioner develops insights by weaving together
concepts and tools from mathematics, classical mechanics, fluid mechanics, thermodynamics,
scalar mechanics, numerical simulations, laboratory experiments, field measurements, and data
science. Acknowledging this broadening of the practice motivates the term mechanics in this
book’s title, rather than the more focused dynamics. It is a minor change in verbiage that
reflects a broadening of the perspective pursued here.

Two pillars of theoretical geophysical fluid mechanics
We conceive of two pillars to theoretical geophysical fluid mechanics that are synergistic, thus
offering lessons, guidance, and feedback to the other. The elements pillar of geophysical fluid

page x of 2158 geophysical fluid mechanics



mechanics comprises the physical and mathematical formulation of conceptual models used to
garner insight into rotating and stratified fluid motion. This pillar is concerned with setting
the stage by deductively and descriptively exposing how physical concepts are mathematically
expressed to describe geophysical fluid flows. We provide a thorough treatment of the element
pillar in part since it is commonly offered only a terse treatment in other books. We emphasize
that the elements pillar is far more than equation manipulation, although one certainly must
become adept at that task. Instead, at its core, the elements pillar allows the physicist to
reveal the fundamental physical concepts in a precise mathematical manner. Doing so supports
understanding while building the foundations for applications encountered in the emergent
phenomena pillar. The emergent phenomena pillar of geophysical fluid mechanics studies
solutions to equations that describe phenomena, such as waves, instabilities, turbulence, and
general circulation, all of which emerge from the fundamental equations based on first principles.
These phenomena can emerge in manners that are far from simple to understand deductively,
particularly when considering nonlinear behavior such as turbulence. Our treatment of the
emergent pillar is limited to waves and instabilities, all of which are treated using the methods
of linear mathematical physics.1

Some themes found in this book
This book covers a number of topics in theoretical geophysical fluid mechanics. Throughout, we
encounter a number of themes that appear in various guises, with the following offering a brief
survey.

Causation and budgets

A great deal of this book is concerned with deriving and understanding equations that describe
the evolution of fluid properties, with such equations (differential or integral) derived from
physical principles such as Newton’s laws of motion, Hamilton’s principle of stationary action,
Noether’s theorem, thermodynamic laws, mass conservation, and vorticity mechanics. These
budget equations form the theoretical foundation of continuum mechanics. As part of this
development we often seek information about what causes fluid motion, making use of a variety
of kinematic and mathematical frameworks. The causality question is posed when studying the
equation of motion, which says that acceleration (motion) arises from a net force (the cause of
motion). Even though seemingly a clear decomposition of cause and effect, this fundamental
statement of Newtonian mechanics offers little more than the definition of a force. We break
the self-referential loop, and thus make physical progress, after specifying the nature of the
force (e.g., gravitational, electromagnetic), as well as by offering properties of these forces as per
Newton’s third law (the action/reaction law).2

In geophysical fluid mechanics, we sometimes refer to time evolving budget equations as
evolution equations or, more commonly, prognostic equations, with terms in the prognostic
equation referred to as time tendencies. For prognostic equations, knowledge of the processes
contributing to the net time tendency enables a prediction of flow properties. The question arises
how to practically determine the tendencies acting in the fluid, particularly when tendencies are
generally dependent on the flow itself. This question is not always simple to answer. Such is the
complexity and beauty inherent in nonlinear field theories such as fluid mechanics, where cause
and effect are intrinsically coupled.

1The further one moves along the axis of nonlinearity, the more Sisyphean the task of connecting fundamental
processes to emergent phenomena. This perspective is lucidly discussed by Anderson (1972).

2For more on this perspective of Newton’s laws, see Chapter 1 of Symon (1971) or Chapter 2 of Marion and
Thornton (1988).
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We can sometimes make progress by turning the problem around, whereby kinematic
knowledge of the motion offers inferential knowledge of the processes contributing to the motion.
This situation is exemplified by pressure forces acting within a non-divergent flow whereby
pressure provides the force that acts, instantaneously and globally, to maintain the constraint
that the velocity is non-divergent.3 We may also make use of constraints that restrict the flow
in manners that assist in prediction and understanding.

Constraints

Determining the forces, either directly or indirectly, provides physical insight into the cause of
fluid flow and its changes. This approach is sometimes referred to a momentum-based viewpoint
since it is based on working directly with the momentum equation (i.e., Newton’s second law of
motion). However, we are commonly unable to deduce the forces due to complexities inherent in
nonlinear field theories. Furthermore, there are many occasions when we are simply uninterested
in the forces. In these cases, we are motivated to use constraints that can allow us to sidestep
forces but still garner insights into the motion.

One example of a constraint concerns the inability of fluid to flow through a solid static
material boundary. To understand how this constraint impacts the macroscopic fluid motion,
we do not need to understand details of the electromagnetic forces that underlie the resistance,
at an atomic level, to this motion. Instead, we simply impose the kinematic boundary condition
whereby the component of the velocity that is normal to the boundary vanishes at the boundary.
The forces active within the fluid, no matter what flavor they may take, are constrained to
respect the kinematic boundary condition. Another example concerns the study of vorticity
developed in Part VII of this book. A variety of vorticity constraints offer the means to deduce
flow properties without determining forces. Indeed, the vorticity-based viewpoint often provides a
framework that is more versatile in practice than the momentum-based approach, thus prompting
the importance of vortex mechanics in this book.

Associations and balances

Besides seeking causal relations pointing toward the future, many basic questions of fluid
mechanics arise either instantaneously, as in the constraints maintaining non-divergent flows, or
when the flow is steady, in which case properties at each point in space have no time dependence.
In steady flows, the net acceleration, and hence the net force, vanish at each point within the
fluid, although the fluid itself can still be moving (steady flows are not necessarily static). For
steady flows we are unconcerned with causality since time changes have been removed. In this
manner, the steady state equations are diagnostic rather than prognostic. Diagnostic relations
thus provide mechanical statements about associations between physical processes that manifest
as balances. The geostrophic balance is the canonical association in geophysical fluid mechanics,
where the horizontal Coriolis force is balanced by the horizontal pressure gradient force. Another
balance concerns the vertical pressure gradient and its near balance with the weight of fluid above
a point in the fluid, with this hydrostatic balance approximately maintained at the large scale
even for moving geophysical fluids. Further associations arise when studying steady vorticity
balances, with the Sverdrup balance a key example that is commonly used in ocean circulation
theory.

We summarize the above by saying that diagnostic equations are concerned with the way
things are, whereas prognostic equations point to how things will be. So although a predictive
theory requires prognostic equations that manifest causal relations, an understanding of how

3For non-divergent flow, pressure acts as the Lagrange multiplier enforcing flow non-divergence. See Section
48.2 for details.
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fluid motion appears, and in particular how it is constrained, is revealed by studying diagnostic
relations that expose associations through balances.

Mathematical transformations between kinematic perspectives

Geophysical fluid flows are complex. Hence, it proves useful to avail ourselves of a variety of
methods and perspectives that support a mechanistic description of the motion. Many methods
are associated with distinct kinematic lenses that reveal particular facets of the flow that might
be less visible using alternative lenses. Examples include the Eulerian (spatial) and Lagrangian
(material) kinematics used throughout fluid mechanics; the dual position space (x-space) and
wavevector space (k-space) used for wave mechanics; the variety of vertical coordinates used for
vertically stratified flows; and the analysis of motion in property spaces exemplified by watermass
or thermodynamic analysis. We make use of these perspectives throughout this book, and offer
the mathematical tools needed to transform between them.

Newtonian mechanics and Hamilton’s principle

Throughout this book we pursue the maxim: If there is more than one way to formulate a problem,
then pursue them! A canonical example concerns the complementary perspectives available from
Newtonian mechanics and Hamilton’s principle of stationary action. Each offers consistent results
yet approaches mechanics from fundamentally distinct conceptual and operational perspectives.
In a Newtonian approach to fluid mechanics, governing differential equations are formulated
using a continuum version of Newton’s law of motion, in which forces (causes) and accelerations
(effects) are articulated as a means to understand and predict the flow. The alternative approach
of Hamilton’s principle of stationary action approaches mechanics via a variational formulation
involving the action. Hamilton’s principle says that the action functional is extremized by
the physically realized system. The action is the space-time integral of the difference between
kinetic and potential/internal energies, and by extremizing the action we reveal the governing
Euler-Lagrange differential equations. The Euler-Lagrange equations are identical to Newton’s
equations for those cases where Newton’s equations are available,4 and yet the route to deriving
these equations is very distinct. It is by pursuing these disinct paths that we uncover new
insights and develop distinct tools for analysis.

Hamilton’s principle is not typically covered in fluid mechanics books. This absence contrasts
to its ubiquity of Hamilton’s principle in other areas of theoretical physics. There are historical
reasons for this disconnect, some of which are discussed in the introduction to Part IX of this
book. We have chosen to include facets of Hamilton’s principle in this book with the hope
that doing so partially remedies the disconnect.5 More specifically, we include Hamilton’s
principle since it provides novel perspectives on the fundamental equations of geophysical fluid
mechanics, and renders insights and tools for the study of emergent phenomena such as waves
and instabilities. The reader interested in a serious pursuit of theoretical mechanics should, at
some point, make friends with Hamilton’s principle. The effort is nontrivial as it requires brain
muscles not exercised when studying Newtonian mechanics. But the conceptual and technical
payoff is significant.

4Hamilton’s principle yields the Maxwell’s equations of electromagnetism. Indeed, it is used throughout
modern physics in areas far beyond those of Newtonian mechanics.

5There certainly are examples where Hamilton’s principle is discussed in fluid mechanics books, with Salmon
(1998), Olbers et al. (2012), and Badin and Crisciani (2018) notable examples that have inspired this author.
Even so, these books remain the exception rather than the norm. As a result, the broader geophysical fluid
mechanics community, even those pursuing theoretical aspects, are largely unaware of the beauty and power
of Hamilton’s principle. This situation contrasts to nearly every other area of mechanics, in which Hamilton’s
principle is a central part of the theoretical development.
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Non-dimensionalization and scale analysis

Mathematical symbols describing a physical system generally have physical dimensions. Examin-
ing the physical dimensions of an equation supports an understanding of the physical content of
the equation, and provides a powerful means to identify errors in mathematical manipulations.
It is for this reason that we prefer to expose physical dimensions throughout this book, rather
than the alternative approach of working predominantly with non-dimensional equations. Even
so, scale analysis, as realized through non-dimensionalization, offers an essential tool for deriving
mathematical equations used to describe particular flow regimes.

There are two general types of dimensional scales that we use to non-dimensionalize a
mathematical physics equation. The first is the external scale, with examples in this book being
the gravitational acceleration, Coriolis parameter, and specified background or reference state.
External scales are set by the geophysical parameter regime in which the flow occurs, and as such
they are under direct control of the theorist. The second is the emergent scale, which emerges
from the flow itself. Emergent scales, such as the length scale and velocity scale of the flow,
are specified by the subjective interest of the physicist though they are not under their direct
control. That is, we choose to focus on flows with a particular scale for purposes of examining
the corresponding equations that describe that flow regime. A key example concerns our study
of planetary geostrophy and quasi-geostrophy in Part VIII of this book, where we choose to
focus on flows of a particular scale where the Coriolis acceleration is of leading order importance.

We thus consider the operational aspects of scale analysis to be largely subjective in nature.
Namely, we approach the analysis with a subjective bias towards the flow regime of interest,
which in turn affects choices for non-dimensional parameters that lead to the corresponding
asymptotic equations that describe the regime. Hence, scale analysis is deductive while being
strongly guided by our subjective interests.

Geophysical Fluid Mechanics and Climate Science
Fluid mechanics has a history of applications that span science and engineering, from blood
flow to the stability of stars and the evolution of galaxies. A key 21st century application of
geophysical fluid mechanics concerns the questions of earth system science associated with the
uncontrolled greenhouse gas experiment pursued by industrialized civilization’s carbon centered
energy use. Leading order questions about climate warming have been sufficiently addressed to
recognize that the planet has reached a crisis point threatening many features of the biosphere.
Even so, mechanistic answers to a number of questions remain at the cutting edge of research.
What will happen to the atmospheric jet stream and storm tracks in a world without summer
Arctic sea ice? Will tropical storms be more powerful in a warmer world? What are the patterns
for coastal sea level rise and their connections to large-scale ocean circulation? What are the
key processes acting to bring relatively warm ocean waters to the base of high latitude ice
shelves? How stable are the ocean and atmosphere’s large-scale overturning circulations and their
associated heat transport? Are there feasible and sustainable climate intervention options that
equitably reduce the negative impacts of climate warming without introducing new problems?
These questions, and countless others, constitute key intellectual challenges of climate science in
particular and Earth system science more generally.

Numerical circulation models, observational field campaigns (both in situ and remote), and
laboratory experiments, are core platforms for Earth system science. Many of these platforms
have reached a level of maturity allowing them to vividly reveal details of the complex and
multi-scaled nature of planetary fluid flow. Geophysical fluid mechanics is key to the design of
observational field campaigns and novel laboratory and numerical experiments, and it provides
the intellectual framework for developing mechanistic analyses and robust interpretations of
measurements and simulations. In this way, geophysical fluid mechanics furthers predictive
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capability for weather and climate forecast systems and it enhances confidence in projections for
future climate. In a world of increasingly large volumes of simulated and measured data, we
conjecture that the marriage of fundamental physical theory to data science tools will enable the
significant science and engineering advances needed to address key questions of Earth system
science.

About the cover

I took the cover photo of an iceberg, ocean, clouds, and sea bird (can you find the bird?) in the
Orkney Passage region of the Southern Ocean during a research cruise from March-May 2017
aboard the British ship James Clark Ross. I am grateful to Alberto Naveira Garabato, the chief
scientist on this cruise, for taking me to this amazing part of the planet. Although I largely
pursue theoretical research, experiences with seagoing field research have greatly enhanced my
scientific viewpoint and profoundly deepened a connection to the natural forces and phenomena
that are in part described by geophysical fluid mechanics.

Gratitudes

This book greatly benefited from interactions with students in the Princeton University Atmo-
spheric and Oceanic Sciences Program. In particular, parts of this book serve as the basis for
the two-semester graduate course, AOS 571 and AOS 572, as well as for a variety of special
topics classes (AOS/GEO 585) and lecture series. Further inspiration was offered by students,
postdocs, and fellow researchers and scholars encountered on my path. I also thank those who
provided specific suggestions, corrections, and comments on various drafts of this book, whose
names are too many to list.

I am grateful for having been part of the unique research and learning environment cultivated
at NOAA’s Geophysical Fluid Dynamics Laboratory (GFDL), where I worked from 1993 until
2025, as well as Princeton University’s Atmospheric and Oceanic Sciences (AOS) program, where
I have taught and mentored since 2014. The focus of my research concerns ocean physics and
the ocean’s role in climate. The community at GFDL and Princeton AOS provide an ideal
setting for those interested in broadening scientific perspectives while diving deep into particular
research areas. As part of my research and mentoring in this community, I have encountered
thinkers whose style, questions, and insights have taken root in my work. This work has also
afforded me the opportunity to travel the world to interact with colleagues whose wisdom and
love of the scientific endeavor are infectious and inspiring. Throughout these interactions, I
have entered into trusting and non-judgmental spaces where deep learning and understanding
arise. Partaking in these spaces, where heart and mind meld, has been among the most fulfilling
experiences of my life.

Developing a book of this nature is a not a simple endeavor. It starts modestly, grows over
time, and eventually becomes a passion and obsession. I was particularly drawn to writing
during the COVID-19 pandemic that kept the world largely sequestered at home, and I am
grateful that my life situation allowed for this work to safely flourish during these otherwise
very difficult times. Writing this book has been an exercise in rational thought that exemplifies
the maxim “to write is to learn”, as articulated by Zinnser (1993). It was furthermore fed by
spiritual food from meditation, yoga, family, and community. In particular, each step of this
project was supported by my wife, Adi, and our son, Francisco. I am deeply grateful for their
patience and trust as I satisfied the goal of writing this book through countless nights, weekends,
and holidays. I treasure being part of this family and I dedicate this work to you two amazing
human beings.
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Caveats and limitations
This book remains a work in progress not yet ready for publication. There are many loose threads
detailed at the start of many chapters. In addition, here are items targeted for completion prior
to release of this book to a publisher.

• Mathematical topics

– linear operator theory

– Cartesian, cylindrical, and spherical harmonics

– Lie derivative following Section F.3 of Tromp (2025a)

– Frenet-Serret equations for three-dimensional flow as in Section 15.3.4 of Dahlen and
Tromp (1998).

• Application of Hamilton’s principle

– Referential flow using Hamilton’s principle

– waves and mean flow interactions

– shallow water and Hamilton’s principle

– semi-geostrophy and Hamilton’s principle

– quasi-geostrophy and Hamilton’s principle

– Ray theory using Hamilton’s principle as in Tracy et al. (2014)

• Wave mechanics

– equatorial shallow water waves

– Rossby wave packets and motion in non-homogeneous background

– Laplace’s tidal equations and spherical harmonnics

• Flow stability

– Charney problem of baroclinic instability

– Arnold’s stability theorem

– Rayleigh-Benard convection

• Miscellaneous

– More exercises

– More figures

– Continued refinement to notation

– Continued scrutiny from readers

– Glossary for this chapter, similar to that done by Thorne and Blandford (2017),
placed at the end of each chapter. Besides defining the terms, point to the section
where the term is defined and used more thoroughly. Have a bold index term for the
glossary entries. Build a full book glossary from the chapter glossaries.
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A GUIDE TO THIS BOOK

No book is an island, with this book generously making use of other books, review articles,
research papers, and online tutorials. Many readers find value in studying a subject from a
variety of perspectives and voices, thus justifying the proliferation of books with overlapping
subject matter. Sometimes it is merely one or two sentences that allow for an idea or concept to
click within the reader’s brain, whereas other topics require the full gamut of detailed derivations
and discussions coming from multiple voices. For these reasons we provide pointers to written
and/or video presentations that offer supportive views on material in this book. Many further
resources are available through a quick internet search.

There is no pretense that any reader will penetrate all topics in this book, nor read this
book cover-to-cover. This recognition is particularly apparent in a world where research and
educational agendas often spread rather than focus attention. Hence, an attempt has been made
to facilitate picking up this book at a variety of starting points. For that purpose, each chapter
is written in a reasonably self-contained manner and with a brief guide at the start of each
chapter listing pre-requisite material. As such, some equations and derivations are reproduced in
more than one place, thus obviating the need to back reference. Certainly each chapter cannot
be fully self-contained since this is a book with material building from earlier chapters. We thus
make generous use of cross-referencing to point out allied material treated elsewhere in the book.

Organization
This book is organized into parts according to their particular focus, with each chapter starting
with a brief guide to the material and pointing to dependencies to other chapters. Some chapters
focus on topics required for a basic understanding of the subject and offer exercises to test that
understanding. Other chapters offer monograph style topics that further the foundations and
exemplify applications largely taken from a selection of the author’s research interests. Not all
topics are treated equally, with some topics probed deeply whereas others are given little more
than a superficial treatment. Indeed, there are even more topics that are omitted. Each of these
shortcomings reflect on the author’s limited energy and experience, rather than a judgement of
importance for any given topic.

mathematical methods and concepts

In Part I of this book, we study a suite of mathematical topics that are of use for studying
geophysical fluid mechanics. These chapters concern topics found in applied mathematics and/or
mathematical physics texts. However, we approach the material with a distinctively geophysical
fluid mechanics perspective. Many readers can skim these chapters without sacrificing too much
from later chapters, assuming they have a working knowledge of Cartesian tensors (Chapter 1)
as well as vector differential and integral calculus (Chapter 2). Where unfamiliar mathematics
topics arise in later chapters, the reader is encouraged to return to this part of the book to help
develop the necessary skills.

The chapters in this part of the book serve the needs of readers aiming for mathematical
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acuity in a physical setting. Quite simply, mathematics is the best language for doing theoretical
physics such as that developed in this book. So although we do not argue that all of the
mathematical apparatus studied here are indispensible for “getting an answer”, the physicist
finds merit in developing a well honed mathematical brain by nurturing efficient, and often
elegant, ways to think about physics. Those aiming to become a practitioner of geophysical fluid
mechanics will benefit from a variety of mathematical methods such as those offered in this part
of the book.

classical mechanics

In Part II we survey topics in classical mechanics with a distinctively geophysical fluids perspective.
Here we encounter the motion of particles moving around a rotating planet using methods
from both Newtonian mechanics and Lagrangian mechanics, as well as notions from classical
field theory that form the foundation for continuum mechanics and wave mechanics. Many
students entering a course on geophysical fluid mechanics have just a cursory exposure to classical
mechanics, so that material in Part II aims to partially remedy this limited exposure.

kinematics of fluid flow

Mechanics is comprised of kinematics (the study of intrinsic properties of motion) and dynamics
(the study of forces and energies causing motion). In Part III we initiate a study of fluid
mechanics by focusing on the kinematics of fluid flow and matter transported by that flow. Our
treatment exposes both the Eulerian and Lagrangian viewpoints and emphasizes the variety of
kinematic notions and tools key to describing fluid motion. We also encounter facets of material
transport as described by the tracer equation, thus laying the foundation for tracer mechanics
pursued in Part XIII. Fluid flow, and the transport of matter within that flow, have many
features fundamentally distinct from point particle and rigid body motion, and it takes practice
to intellectually digest these differences.

Quite often a course in geophysical fluid mechanics skims over fluid kinematics, preferring
instead to focus on dynamics. Indeed, some kinematic topics can seem esoteric on first encounter,
particularly the study of Lagrangian kinematics. However, an incomplete understanding of fluid
kinematics can lead to difficulties appreciating facets of fluid dynamics. The reader is thus
encouraged to fully study the kinematics chapters, and to revisit the material as the needs arise
in later chapters.

thermodynamics

We study equilibrium thermodynamics in Part IV of this book, assuming little to no prior
exposure to the subject. We pay particular attention to the role of gravity in modifying the
treatment of thermodynamic equilibrium states, with gravity an essential facet of geophysical
fluids and yet a force commonly ignored in standard treatments. However, we ignore phase
transitions, thus making this part of the book a mere introduction to the study of a moist
atmosphere. A reader can skip this part of the book with minimal disruption to later chapters.
Even so, thermodynamics is an incredibly rich subject that is central to how we think about
geophysical flows, in particular how energy moves through fluid systems. We thus consider
thermodynamics forms a central pillar in our treatment of geophysical fluid mechanics.

dynamics of geophysical fluid flow

In Part V we encounter the foundational topics of geophysical fluid dynamics. Within these
chapters we study how Newton’s laws of mechanics and the principles of thermodynamics are
used to describe fluid motion on a rotating and gravitating planet. We approach the subject by
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focusing on how forces that act on fluid elements lead to accelerations and thus to motion. These
forces act both throughout the volume of a fluid element (body forces from gravity, Coriolis,
and centrifugal) as well as on the boundary of a fluid element (contact forces from pressure and
friction). We also complement the Newtonian approach, which focuses on forces, with Hamilton’s
Principle, which focuses on energy.

shallow water mechanics

In Part VI we study the mechanics of a shallow water fluid, with a shallow water fluid comprised
of hydrostatically balanced homogeneous fluid layers. The layers are also typically assumed
to be immiscible, so that interactions between layers occur only via mechanical forces from
pressure acting at the layer interfaces. The shallow water fluid allows us to focus on rotation and
stratification without the complexities of vertically continuous stratification and thermodynamics.
Many physical insights garnered by studying shallow water fluids extend to more realistic fluids,
thus making the shallow water model very popular among theorists and teachers. Indeed, Zeitlin
(2018) provides an example of just how far one can go in understanding geophysical fluids with
shallow water theory.

vorticity and potential vorticity

In Part VII we develop the concepts of vorticity and potential vorticity. Vorticity plays a role in
the motion of all geophysical fluids since motion on a rotating planet provides a nonzero planetary
vorticity even to fluids at rest on the planet. This feature of geophysical fluids contrasts to many
other areas of fluid mechanics, where irrotational flows are commonly encountered. Potential
vorticity is a strategically chosen component of the vorticity vector that melds mechanics
(vorticity) to thermodynamics (stratification). Material conservation properties of potential
vorticity are striking and render important constraints on fluid motion. Indeed, perhaps the
most practical reason to study vorticity concerns the various constraints imposed on the flow
moving on a rotating and gravitating planet. These constraints provide conceptual insights and
predictive power.

nearly geostrophic balanced flows

Balanced models are introduced in Part VIII, with our attention limited to the shallow water and
continuously stratified versions of quasi-geostrophy and planetary geostrophy. Balanced models
generally remove the horizontally divergent motions associated with gravity waves, thus allowing
a focus on the large-scale vortical motions. Balanced models have a rich history among theoretical
geophysical fluid studies, providing insights into both laminar oceanic flows through planetary
geostrophy, and wave-turbulent atmospheric and oceanic flows through quasi-geostrophy.

linear wave mechanics

In Part X we study a variety of geophysical waves and associated mathematical methods used for
their characterization. We include waves not commonly included in a book on geophysical fluids,
such as sound and capillary waves, with these waves included due to their ubiquity in the natural
environment as well as their pedagogical value. Most focus, however, is given to waves arising
from the Coriolis acceleration (inertial waves, planetary Rossby waves, topographic Rossby waves)
and gravitational acceleration (surface gravity waves, internal gravity waves). Furthermore,
we study linear waves and their corresponding wave packets, first studying their behavior in
a homogeneous background environment where Fourier methods are available. Thereafter, we
introduce the methods needed to study linear waves on a gently varying background, including
the methods of geometrical optics and wave action where Fourier methods are not suited.
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flow instabilities

In Part XI we study instabilities that arise in geophysical fluid motions. We distinguish two
classes of fluid instabilities: local or parcel instabilities versus global or wave instabilities. Local
instabilities are afforded a local necessary and sufficient condition to determine whether the fluid
base state is unstable to perturbations. In contrast, global instabilities arise from the constructive
interference of waves and so involve the solution of an eigenvalue problem to determine properties
of unstable waves. At most, a necessary condition can be derived to determine whether a global
instability exists. Our study of fluid instabilities introduces a suite of case studies that foster
analysis and conceptual methods to establish a foundation for further study. Geophysical fluid
instability analysis remains an active area of research, with insights into the suite of primary
and secondary instabilities providing compelling stories for how the ocean and atmosphere work.

generalized vertical coordinates

In Part XII we provide a thorough and unified treatment of the generalized vertical coordinate
description of geophysical fluid mechanics. The chapters dive into details of the maths, kinematics,
dynamics, and applications. This material is central to many current research activities, including
subgrid scale parameterizations and the design of numerical atmosphere and ocean models.

scalar fields

For Part XIII of this book, we unpack the mechanics of scalar fields with a focus mostly on the
ocean. Here we consider active tracers (temperature and salinity), passive tracers, and buoyancy.
Much of this study forms the basis of tracer mechanics, which has proven very important for the
ocean since it is generally very difficult to measure vector fields such as velocity and vorticity,
whereas tracer distributions are far more readily measured. We also consider facets of sea level
analysis in this part of the book.

Written and spoken communication
To thrive in research and teaching requires one to master elements of both written and spoken
communication. Here we offer a few pointers.

clear thinking leads to clear communication

Clear communication is the sign of clear thinking. Some people communicate better in writing,
where one has the opportunity to carefully organize thoughts and refine the writing style. Others
are better at speaking, where spontaneous and interactive reflections and experience can bolster
the clarity of a presentation.

As inspiration for both the clear and obscure, pick up one a textbook or lecture notes and
analyze the presentation for clarity. Where is the presentation confusing? Where is the material
crystal clear? Then pick up a journal article and perform the same analysis. What is appealing?
What is unappealing? Then go to the internet and find a science or engineering lecture, old or
new. What makes the speaker engaging and clear, or boring and obscure?

Empathy is key

Empathy is a basic facet of effective communication and teaching, where the writer, speaker, or
teacher places their mind inside that of an interested and smart reader or listener. Identify with
their quest to understand new ideas and to comprehend the foundations and assumptions. Are
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the assumptions justified based on the audience? How compelling is the scientific story? Are
missing steps crucial to understanding or easily dispensed with for streamlining the presentation?

clarity helps, but some material is just tough

Although poor communication hinders our ability to digest new ideas and concepts, it is also
important to appreciate that some material is tough no matter how well it is communicated.
We should aim to make a subject matter as simple as possible, but not simpler (paraphrasing
Einstein). Furthermore, it sometimes takes a few generations of teaching before some scientific
material can be sufficiently digested to allow for the core conceptual nuggets to be revealed. As an
example, try reading Newton or Maxwell’s original works as compared to a modern presentation
of Classical Mechanics or Electromagnetism. So as we strive for clear communication, we cannot
presume that clarity is sufficient to remove the struggles everyone experiences when learning.

Pointers on physics problem solving
Most people are not born with a priori physics problem solving skills. Rather, it takes extensive
practice to develop the necessary brain muscle. Here are some general pointers to keep in mind
when diving into a physics problem, whether it is for a class or the basis of a broader research
question.

check for dimensional consistency

The symbols we use in mathematical physics correspond to geometrical objects (e.g., points,
vectors, tensors) describing a physical concept (e.g., position in space, velocity, temperature,
angular momentum, stress). Hence, the symbols generally carry physical dimensions. The
physical dimensions we are concerned with in this book are length (L), time (T), mass (M),
and temperature. We do not consider electromagnetism. Physical dimensions of the equations
must be self-consistent. For example, if one writes an equation A = B, where A and B have
different physical dimensions, then the equation makes no sense physically. Something is wrong.
Although not always sufficient to uncover errors, dimensional analysis is an incredibly powerful
necessary step in debugging the maths.

check for tensorial consistency

In the same way that mathematical equations in physics need to maintain dimensional consistency,
they must also respect tensor rules. For example, the equation A = B makes mathematical
sense if A and B are both scalars. Likewise, A = B makes sense if A and B are both vectors.
However, if both A and B are vectors, then the equation A = ∇·B does not make sense because
the left hand side is a vector and the right hand side is a scalar. A more subtle example is when
A is a vector yet B is an axial vector. In this case, A remains invariant under a change from
right hand to left hand coordinates whereas B flips sign. Maintaining basic tensorial rules can
be considered the next level of sophistication beyond dimensional analysis.

use words and pictures

Words and pictures are important elements in explaining a physical concept and/or a problem in
physics. Hence, it is good practice to liberally sprinkle sentences in between the key equations
for the purpose of explaining what the maths means using clear English. Here are some practical
payoffs to the student for this style of presentation.
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• The process of explaining the maths using words and pictures requires one to dive deeper
into the logic of a physics problem. Doing so often reveals weak points, incomplete or
unmentioned assumptions, and errors. This process is a very important learning stage in
preparing to stand in front of an audience to present results and to answer questions. It is
a key facet of research and teaching.

• Physics teachers are often more forgiving of math errors if you convince the teacher that
you have a sensible physical understanding of the problem. Plain English and pictures are
very useful means for this purpose.

there is often more than one path to a solution

In physics, there is often more than one path to a solution to a problem or the formulation
of a concept. Pursuing distinct paths offers novel physical and mathematical insights, exposes
otherwise hidden assumptions, and simply allows one to double-check the veracity of a solution.
Some of the most profound advances in physics came from pursuing distinct formulations. One
example concerns the distinct formulation of mechanics offered by Newton (1642-1746), and
then later by Lagrange (1736-1813) and then Hamilton (1805-1865). Had Lagrange or Hamilton
rested on the merits of their predecessors, we may well have had a very different intellectual
evolution of 19th and 20th century physics.
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PRINCETON UNIVERSITY AOS 571 AND AOS 572

Princeton University’s AOS 571 and AOS 572 are two courses that focus on geophysical
fluid mechanics. The first semester, AOS 571, is concerned with developing conceptual and
mathematical foundations of the subject by studying elemental features of planetary fluid motion,
and by providing a mathematical physics basis for understanding these patterns. The second
semester, AOS 572, makes use of the foundations from AOS 571 to study emergent phenomena
arising from waves and instabilities.

details of your teacher and the course

Dr. Stephen M. Griffies
SMG@princeton.edu

https://stephengriffies.github.io/

Worked homeworks to be uploaded onto Canvas before class on the due-day.
Class materials are enabled via Canvas.
Class communication is enabled via Ed Discussion.
AOS 571 class lectures were recorded during Covid shutdown (autumn 2020),
and they are available on Canvas.

.1 Class structure and expectations
Our goal for this two-semester sequence of courses is develop an understanding of basic geophysical
fluid mechanics, and in doing so to learn how to formulate and to solve problems. To help reach
these goals, we study selected chapters from this book. Note that you will be expected to read
far more material than covered in class.

As with any other topic in physics, garnering an understanding and appreciation of geophysical
fluid mechanics can require effort and practice. To help that process, you are expected to read
the assigned material, work through the derivations, and hand-in homework exercises. You
will have many opportunities to develop the necessary brain muscle assuming you maintain the
discipline to keep up with the material. Please ask questions, preferably in class, when you are
unsure of anything.

cultivating a safe space for healthy learning

A fundamental feature of any class concerns the learning environment. My aim as class teacher
is to foster an inclusive, friendly, generous, patient, and non-judgmental space for learning.
Key principles that support this space include equity, diversity and inclusion, each of which
are intrinsically valuable and an essential feature of ethical research and education. We also
acknowledge and honor past generations whose efforts, some of which were garnered through
force and oppression, have led to the rewarding environment in Princeton where we study
and conduct research. It is our sincere hope that practicing the above principles will support
present and future generations in a way that helps to heal past injustices. Cultivating this
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.2. SOME POINTERS FOR THE PROBLEM SETS

safe and grateful space supports deep learning while genuinely appreciating contributions from
individuals without regard to race, ethnicity, culture, religion, sexual orientation, gender identity
and expression, physical ability, age, socioeconomic status or nationality. As a participant in
this space, we each celebrate diversity and nurture an inclusive and friendly community that is
optimized for shared learning and mutual understanding.

For many, this class will require a tremendous amount of effort. It will require much focus
and energy to master the material even for those with an established background. Regardless
your background, talents, or interests, I am here to help. So please reach out if you are struggling.
I also encourage you to develop working relations with your classmates. Homework exercises
can be done collaboratively, and working with others offers great opportunities for learning.

Even if you prefer to work alone, I ask that you develop some form of a relation with one
or more of your classmates. Part of this recommendation is based on the need to informally
monitor our mutual health, particularly given that graduate school can be stressful. Even so, it
can be a time for building deep friendships and community as we share in the process of learning
how to thrive as budding researchers and scholars.

class lectures and class book

The class lectures closely follow selected material from Griffies (2025). Prior to each class, you
are expected to read through the assigned sections and view the assigned videos. During class we
will discuss salient points from the readings and videos. To allow sufficient time for interactive
discussion and questions, not all of the assigned reading material will be directly covered in
class. Hence, you are expected to read and to understand more material than is covered on the
chalkboard. Correspondingly, you are welcome to bring any questions related to the reading to
the class, even if the material was not covered in class.

The pace of the lectures will be gauged by questions during the class and my sense for how
well you are grokking the material. You are encouraged to follow lectures by having a copy of
the class book on-hand, preferably electronically to conserve paper.

please disconnect electronics from internet during class

To support your learning and teaching experience, and those of your classmates, please ensure
that you turn all electronic devices into airplane mode so that you are not tempted to divert
attention to non-class issues. To get the most from the lectures and class time requires focused
attention and active participation.

.2 Some pointers for the problem sets
Here we consider some context for the class problem sets, which are an important part of learning
the material.

aim for a balance between thorough and brief

There is often a conflict between showing full mastery of a problem and keeping the solution
write-up brief. In general, there is no need to re-derive equations already presented in the book.
Proper referencing of the equation is all that you need; i.e., tell me something like “starting from
equation (X.YY) from Griffies book draft dated DD.MM.YY.” Additionally, when presenting
a derivation, you may choose to show just the key steps rather than all intermediate steps.
Determining what is a “key” step is largely up to you, but it should be something you learn to
do in time. Nonetheless, you are encouraged to show more than one approach to a solution.
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.2. SOME POINTERS FOR THE PROBLEM SETS

questions for points of clarification

Questions for points of clarification will be entertained if you feel the problem is ill-posed or if
you are totally lost. Email through Ed Discussion is the most efficient means to communicate
to me. Responses will generally be sent back through Ed Discussion so that all students can
see the response, thus keeping everyone with the same information. Correspondingly, questions
within 24 hours of the deadline are generally not entertained so to ensure that all students have
time to see the response.

mistakes offer important opportunities for learning

Everyone makes mistakes, some more than others. The toughest part is the self-imposed shame
or embarrassment. Please try to keep a positive mind about your mistakes. As you will discover,
mistakes offer significant opportunities for learning. I am a poster-child for this process!

So do not be overly anxious if you find many marks on your homeworks and exams. Rather,
aim to use mistakes as learning opportunities. That is how life in academics (life in general!)
works. Furthermore, be completely honest with yourself to candidly identify weaknesses. I will
do my best to work personally with you if something remains uncertain or you feel there is a
weakness in your skills that needs some extra help. Please seek help should you wish it. And
finally, please do question my marks should you feel they are unfair or incorrect. I am prone to
mistakes in my grading.

presentation of the solution: please use LATEX

Please write clearly and legibly. I strongly encourage you to learn and to use LATEX as this
mark-up language is an indispensible tool for writing documents with or without mathematics.
Indeed, LATEX is required for all AOS 572 assignments, so it is wise to start using it for AOS
571. If you choose to hand-write your solutions, then please ensure that the equations and words
are clearly written. In my experience, sloppy hand-writing generally leads to graders who are
less forgiving of errors. You must convince the grader that you understand the solution and
present the maths in a legible manner.

deadlines are strict in order to be fair to everyone

Please do your best to be on time with handing in homeworks and exams, with disasters, personal
tragedy, and significant accidents the only excuses for late assignments. Fairness to those meeting
the deadlines is the fundamental reason to insist on this rule. Additionally, I generally aim to
grade the homework soon after everyone hands it in, and then to provide solutions for quick
feedback. Doing so helps to identify issues and obstacles sooner rather than later. If someone is
given extra time, then that delays the feedback time, thus eating into the learning experience
for everyone else.

In brief: a homework problem will receive zero credit if handed in late, with rare
exceptions.

general rubric for marking your work

Problem sets are marked using the following general rules, with grading less forgiving as the
class progresses through the year. The following mistakes are marked by an increasing amount
moving through the list.
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.3. COURSE MATERIAL AND STRATEGIES FOR THRIVING

points about grading your work

1. sign errors: Sign errors are a nuisance. We all must spend time to uncover them.
One means of detecting errors is to try explaining the maths to yourself or someone
else. Does the result make sense? If not, then perhaps there is a sign error. I am
generally not too upset with sign errors if they have minimal physical relevance.
But when they indicate a physical misconception then I will mark it more harshly.

2. math errors: Math errors, such as those associated with basic calculus mistakes,
are generally marked.

3. dimensional and tensorial errors: I am relatively unforgiving of dimensional
mistakes and tensorial inconsistencies.

4. physically missing the point: Evidence of physically missing the point will
generally invoke the most negative marks depending on the depth of the misconcep-
tion. The best way to convince me you grasp the basic physics is to use words and
pictures. If the maths is missing or totally wrong, but you present some sensible
words and pictures, then that will help earn some credit.

.3 Course material and strategies for thriving

The course material consists of a class book plus a selection of online videos. Ideally, the book
material is to be read and the videos viewed prior to each class. Salient points related to the
material will be presented during class on the chalkboard, along with further discussion and
questions. We will not cover all the material in class that is expected to be learned as part of
the reading assignments and problem sets. Since there is no laboratory portion of this class,
it is very important to view the various videos linked to each lecture. More generally, you are
strongly encouraged to peruse this library of classic videos that have stood the test of time for
their pedagogy on various topics in fluid mechanics. Additionally, the Homsy Multi-media Fluid
Mechanics lectures offer an incredibly valuable tool for basic fluid mechanics concepts. The full
content of Homsy is available online through the Princeton University library.
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.4. GRADES FOR AOS 571

strategies for thriving in this course

• essentials from Prof. Bazett for the start of the semester

– View this 12-minute lecture on study tips.

– View this 12-minute lecture on how to learn effectively.

– View this 19-minute lecture on how to write LATEX documents using Overleaf.

• prior to each class

– Review material from previous lecture (5 to 10 minutes).

– View assigned videos (5 to 45 minutes).

– Read assigned class book sections (30-120 minutes).

• after each class

– Reread class book material and review assigned videos.

– Identify questions for class discussion or during Q & A session.

– As needed, view recorded class lecture from 2020 to fill in gaps.

– Work assigned exercises alone and then gather with classmates to discuss and
complete.

• questions: Address questions by reaching out during class, after class, during office
hours, during group gatherings, or via Ed Discussion. There are no silly questions!

.4 Grades for AOS 571

AOS 571 class grade = problem sets (75%) + final exam (25%)

Worked problem sets are due on Canvas prior to the start of class when they are due. Each
problem set normally is allocated one week for completion, unless otherwise noted. Students
can make use of any resources for solving problem sets, including other people. Clarification of
questions can also be obtained via email to me. If you find a solution from a source other than
your own head, then be sure that you fully understand both the essence and the detail of the
solution. Although you are encouraged to discuss the problems with other students, you are
cheating yourself if you merely parrot another person’s answer without fully grokking it yourself.

There is no pretense that the exercises offered in class are clearly formulated. Indeed, a
certain degree of ambiguity reflects the status quo in research, where formulating a novel and
insightful question is generally the most difficult part of the research process. Additionally,
the solutions may not be 100% correct or ideal from a pedagogical perspective. Rather, they
represent a work in progress. If mistakes or ambiguities are found, then please share your
questions and concerns.

There is a takehome final exam during exam period. You are asked to do the work as a
solo student, with no help or consultation from another human. However, you can make use of
books, notes, online resources, etc. The questions are generally taken from published papers
with relevant references provided to the student.
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.5. AOS 571 COURSE OUTLINE

.5 AOS 571 course outline
Here we offer specifics of the course material covered during AOS 571. There are 24 class lecture
periods of 80-90 minutes each. Most of the following topics take a full class, though some are
shorter and some are longer.

0. Lecture-0 consists of pre-class study of the course introduction and mathematics refresher.
It is assumed that each student knows this material when starting the first lecture, so
please be prepared. And yes, there is a lot of pre-class reading. But for many, this reading
will be review from previous classes and so it should be relatively simple.

• Watch this 9-minute video from Prof. Hall introducing some basic images from
terrestrial fluid flows.

• Watch this 16-minute video from 3Blue1Brown on the divergence and curl operations
with examples taken from fluid mechanics.

• Read the preface to this book.

• Read Chapter 1 on Cartesian tensors.

• Read Chapter 2 on vector calculus.

• Read Chapter 11 on Newtonian particle mechanics.

• Read Chapter 16 on the continuum approximation used for describing fluids as a
continuous media.

1. Geophysical particle mechanics

• Chapter 13: kinematics of a particle moving around a rotating sphere, including
position, velocity, acceleration, Cartesian and spherical coordinates, rotating reference
frame, Coriolis acceleration, planetary centrifugal acceleration

• Chapter 13: dynamics of a particle moving around a rotating sphere using Newton’s
equation of motion, rotating reference frames, gravitational geopotential

• Watch the first 5-minutes from this UCLA Spin Lab video on Coriolis effect.

• Exercises 11.1, 13.3, 13.4, 13.7.

2. Symmetries, conservation laws, and constrained motion

• Chapter 14: mechanical energy, potential momentum, inertial oscillations, axial
angular momentum

• Exercises 14.1 and 14.2.

3. Fluid kinematics

• Chapter 17: Eulerian and Lagrangian fluid kinematics, Galilean invariance, material
time derivative, flow lines

• 4-minute video on Eulerian and Lagrangian descriptions from Prof. Hogg

• 27-minute video on Eulerian and Lagrangian descriptions from Prof. Lumley.

• Exercises 17.2, 17.4, and 17.7.

4. Mass conservation

• Chapter 19: continuity equation, mass budget for fluid elements and finite regions,
kinematic boundary conditions
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.5. AOS 571 COURSE OUTLINE

• 5-minute video on mass conservation from Prof. Hogg.

• Exercises 19.1, 19.2, 19.3, and 19.4

5. Tracer conservation

• Chapter 20: barycentric velocity, tracer equation, budgets for infinitesimal fluid ele-
ments, budgets for finite fluid regions, Leibniz-Reynolds transport theorem, boundary
conditions

6. Kinematics of non-divergent flows

• Chapter 21: scalar streamfunction, vector streamfunction, area and volume conserva-
tion, meridional-depth overturning circulation

• 4-minute video on streamlines from Prof. Hogg.

• Exercises 21.4, 21.5, 21.6, 21.8, 21.9

7. Momentum dynamics

• Chapter 24: momentum dynamics, accelerations, contact forces, body forces, special
forms of the momentum equation, axial angular momentum

• 6-minute video on momentum from Prof. Hogg.

• Exercises 24.2, 24.4 and 24.7

8. Stress in fluids

• Chapter 25: stresses and the stress tensor, linear momentum budget, relating stress
to strain, form stress, boundary conditions

• 2.5-minute video on stress and strain from Prof. Hogg.

• 8-minute video on stress from Prof. Hogg.

• Exercise 25.1

9. Energy dynamics and filtered equations

• Chapter 26: kinetic energy, gravitational potential energy

• 8-minute video on hydrostatic pressure from Prof. Hogg.

• Exercises 26.2, 26.3, and 26.6.

10. Pressure in fluids

• Chapter 27: primitive equations, hydrostatic approximation, hydrostatic pressure

• Chapter 28: pressure form stress

• Exercises 27.1, 27.2

11. The Boussinesq ocean

• Chapter 29: oceanic Boussinesq approximation, hydrostatic scaling, pressure and
non-divergent velocity

• Exercises 29.2, 29.4, 29.5

12. Buoyancy

• Chapter 30: Archimedes’ principle, buoyancy, stratification, gravitational stability,
mass density for perfect and realistic fluids
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.5. AOS 571 COURSE OUTLINE

• 49-minute video from Prof. Lewin for an overview of buoyancy as well as other features
of fluid mechanics.

• Exercises 30.1, 30.4

13. Geostrophic mechanics

• Chapter 31: Rossby number, geostrophy, planetary geostrophic equations, Taylor-
Proudman, thermal wind, isopycnal form stress

• 30-minute video from Prof. Fultz for an overview of rotating fluids.

• 4-minute video from the UCLA SpinLab for examples of Taylor columns.

• Exercises 31.1, 31.2

14. Natural coordinates and Ekman mechanics

• Chapter 32: natural coordinates for horizontal (tangent plane) flow; centripetal,
centrifugal, and Coriolis accelerations; exact geostrophic flow; inertial motion of fluid
particles; cyclostrophic balance; gradient wind balance

• Chapter 33 on Ekman mechanics: natural coordinates, spiral motion across isobars,
non-dimensionalization and the Ekman number, net mass transport

• Start around the 23-minute mark of this video from Prof. Fultz for his discussion of
Ekman layers.

• Exercises 33.1, 33.2

15. Formulation of shallow water models

• Chapter 35: thickness equation, momentum equation, reduced gravity model, stacked
shallow water layers, shallow water layer in a rotating tank

• 30-minute video on shallow water model from Prof. Hall.

• Exercises 35.1, 35.5

16. Shallow water dynamics

• Chapter 36: geostrophy, thermal wind, form stress, mechanical energy including
available potential energy

• Exercises 36.2, 36.7, 36.8

17. Vorticity and circulation

• Chapter 37: vorticity and circulation

• 23-minute video on vorticity from Prof. Shapiro (part 1 of 2)

• Exercises 37.2, 37.3, 37.4, 37.5, 37.6.

18. Two-dimensional non-divergent barotropic vorticity model

• Chapter 38: two-dimensional barotropic vorticity model; properties of this model.

• Exercises 38.5, 38.6

19. Shallow water vorticity and potential vorticity

• Chapter 39: shallow water vorticity and potential vorticity

• Exercises 39.3, 39.4
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20. Vorticity mechanics

• Chapter 40: vortex lines and tubes, Kelvin’s circulation theorem, mechanics of
baroclinicity, stretching and twisting of vortex lines, β-effect

• 21-minute video on vorticity from Prof. Shapiro (part 2 of 2).

• 5-minute video on vortex rings and Helmholtz’s theorems from the Physics Girl.

• Exercises 40.4, 40.5, 40.8, 40.11

21. Potential vorticity mechanics

• Chapter 41: Ertel potential vorticity, PV evolution with friction and other irreversible
processes.

• Exercise 41.1

22. Balanced models I (single layer)

• Chapter 43: Buckingham’s Π theorem, asymptotic expansion in terms of small Rossby
number, shallow water planetary geostrophy and quasi-geostrophy

23. Balanced models II (continuous stratification)

• Chapter 44: asymptotic derivation of continuously stratified planetary geostrophy
and properties of these equations.

• Chapter 45: asymptotic derivation of continuously stratified quas-geostrophy and
properties of these equations.

.6 Grades for AOS 572

AOS 572 class grade = problem sets (60%) + final report/presentation (40%)

The style of the problem sets is just as in AOS 571, but with one important addition:

all problem sets must be prepared using LATEX.

This requirement supports your skills in preparing scientific documents using LATEX, preferably
making use of your Princeton Overleaf account. It will also prepare you for the written report.

Rather than a final exam, you will prepare a final project for AOS 572. The project consists
of a written report on a non-original topic (i.e., it is not research) and a corresponding tutorial
presentation emphasizing a portion of the written report. The topic of the final project is to
be decided by the student and teacher and it concerns a topic directly related to waves and/or
instabilities, with the topic chosen no later than mid-term. The topic either is one that is not
covered in the class, or one that is pursued in much more depth than covered in class. Grades
are based on mastery of the subject, skills at pedagogically communicating the subject using
written and oral methods, and ability to answer fair questions from anyone in the audience.

Here are further details for the project.

• written report = 30% of class grade

1. The report surveys the physics and maths of the chosen topic in a manner allowing
it to be taught to AOS 572 students. There should be deductive/pedagogical math
derivations along with physical principles and connections to topics in other AOS
classes. Citations should be given for all sources.
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2. The report is not original research. Rather, it represents an intelletually digested view
of a topic from the literature that is pedagogically connected to material covered in
the class.

3. The report is not purely descriptive. Instead, it must meld the three pieces of clear
mathematical physics: words, equations, and schematics.

4. Figures can be original or taken from other books and papers.

5. The report must be typeset in LATEX using Overleaf and using the provided LATEX
template.

6. The report should be no less than 20 pages (excluding references), and no more than
30 pages total.

7. A thorough report draft (via Overleaf) is due no later than one week prior to the oral
presentation, thus allowing the teacher to offer feedback to be addressed in the final
draft.

8. Start writing soon after the middle of the semester. Homework assignments will
lighten then (though not vanish) to allow time for the report.

9. Feel free to discuss with others the content of the report. However, 100% of the
writing and presentation must originate from each respective student. Do not use use
any generative artificial intelligence for generating the report.

10. Refer to Mermin (1989) and Griffies et al (2013) for specific pointers on writing styles.
Marks will be taken off when ignoring these styles.

11. Grading rubric

(a) intro/background (20)

(b) concepts/methods (60)

(c) pedagogy/clarity/style (20)

• oral presentation = 10% of class grade

1. The presentation is to the full class (and any interested visitors) using a chalkboard
with zero electronic media (i.e., no slides and no videos). Eliminating all electronic
media focuses efforts on the intellectual content of the report and the presentation
rather than tweaking presentation aesthetics. It also provides important experience
for working on the chalkboard rather than “hiding” behind electronic slides.

2. The presentation should be designed to last 15 minutes without interruptions. It is
not simple to stand in front of a class and convey information. So you are strongly
encouraged to practice the presentation beforehand to optimize time and clarity.

3. The 15 minute presentation is not intended to cover the full written report. Rather,
the purpose is to teach the class just one or two key concepts from the report. Teaching
requires a tremendous amount of study and practice. Be humble with goals for the
15 minute lecture.

4. After the presentation, 15 minutes is then devoted to questions from students, visitors,
and the teacher.

5. All students must be present for all presentations.

• grading rubric

1. intro/background (20)

2. concepts/methods (20)
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3. pedagogy/speaking skills (20)

4. understanding: presentation (20)

5. understanding: questions (20)

.7 AOS 572 course outline
Here we offer specifics of the course material covered during AOS 572, which is roughly organized
as 2/3-waves and 1/3-instabilities.

1. Fourier analysis

• Chapter 8: Fourier analysis

• This video, also from 3Blue1Brown provides a visual introduction to Fourier trans-
forms.

• This video from 3Blue1Brown provides a visual introduction to Fourier series.

• Exercises 8.1 and 8.2

2. Plane waves and wave packets

• Chapter 49

• Exercises 49.1, 49.3, 49.4.

3. Acoustic waves

• Chapter 51

• The second half of this video offers an introduction to acoustic waves.

• Exercises 51.1, 51.2

4. Surface gravity and capillary waves (Part I)

• Chapter 52

• Exercises 52.2, 52.3

5. Surface gravity and capillary waves (Part II)

• Chapter 52

• Exercises 52.5, 52.7

6. Inertial waves

• Chapter 53

7. Two-dimensional barotropic Rossby waves I

• Chapter 54

• Exercises 54.1 and 54.2

8. Two-dimensional barotropic Rossby waves II

• Chapter 54

9. Shallow water waves I

• Chapter 55
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• The first half of this video offers an introduction to shallow water waves.

• Exercises 55.1 and 55.5

10. Shallow water waves II

• Chapter 55

• 14-minute video on gravity waves from Prof. N. Hall

• Exercises 56.1 and 56.2

11. Internal gravity waves I

• Chapter 57

• Tank experiment from Prof. Peter Rhines’ lab

• Simulations from Prof. Dale Durran

12. Internal gravity waves II

• Chapter 57

• Exercise 57.1

13. Forced internal gravity waves

• Chapter 58

• Exercises 58.1 and 58.2

14. Centrifugal instability

• Chapter 59

• Sections 17.1 and 17.2 of Cushman-Roisin and Beckers (2011)

15. Inertial instability and symmetric instability

• Chapter 59

• Section 17.2 of Cushman-Roisin and Beckers (2011)

• Exercises 59.1, 59.2 and 59.3

16. Rayleigh-Taylor instability

• Chapter 60

• Wikipedia for Rayleigh-Taylor

17. Kelvin-Helmholtz instability

• Chapter 60

• Sections 9.1 of Vallis (2017)

• Wikipedia for Kelvin-Helmholtz

18. Horizontal shear instability I

• Section 54.5

• Chapter 61

• Section 3.12 of Smyth and Carpenter (2019)

• Sections 9.2-9.3 of Vallis (2017)
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• Chapter 10 of Cushman-Roisin and Beckers (2011)

19. Horizontal shear instability II

• Chapter 61

• Section 3.12 of Smyth and Carpenter (2019)

• Sections 9.2-9.3 of Vallis (2017)

• Chapter 10 of Cushman-Roisin and Beckers (2011)

• Exercise 61.2

20. Stratified shear instability

• Chapter 61

• Section 11.7 of Kundu et al. (2016)

• Sections 14.1 and 14.3 of Cushman-Roisin and Beckers (2011)

• Chapter 4 of Smyth and Carpenter (2019)

21. Quasi-geostrophic waves

• Chapter 62

• Chapter 8 of Smyth and Carpenter (2019)

• Sections 9.4-9.8 of Vallis (2017)

• Sections 17.3-17.6 of Cushman-Roisin and Beckers (2011)

• Rotating tank experiment from Prof. Wing

• Rotating tank experiment from MIT

22. Baroclinic instability II

• Chapter 62

• Chapter 8 of Smyth and Carpenter (2019)

• Sections 9.4-9.8 of Vallis (2017)

• Sections 17.3-17.6 of Cushman-Roisin and Beckers (2011)

23. Baroclinic instability III

• Chapter 62

• Chapter 8 of Smyth and Carpenter (2019)

• Sections 9.4-9.8 of Vallis (2017)

• Sections 17.3-17.6 of Cushman-Roisin and Beckers (2011)

24. A survey of turbulence

• Chapters 11 and 12 of Vallis (2017)

• Turbulence and the 5/3 spectrum from 3Blue1Brown

• Rayleigh-Bernard convection generated turbulence as simulated using Dedelas

• 3d turbulence video from Prof. Stewart

• MicroHH simulations

• Steve Brunton lecture
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• Decaying two dimensional turbulence

• Forced two dimensional turbulence from Prof. Ed Zaron

• Two dimensional turbulence and cascade from Prof. Ryan Abernathey

• Shallow water turbulence from Prof. Ed Zaron

• Geostrophic turbulence from Prof. Bill Young

• CM2.6 surface temperature simulation

• Neverworld2 shallow water simulations
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Part I

Mathematical methods

1



We assume that readers of this book have a wide range of prior exposure to and penchant
for mathematical physics. For example, many graduate students in the atmospheric and oceanic
sciences might have seen elements of vector calculus during their first and/or second year of
undergraduate studies (or perhaps even in high school), but may have used these methods
only sporadically in subsequent years. This situation is distinct from those having a degree in
physics or engineering, whose mathematical training is nurtured throughout their undergraduate
and graduate years. Those not having received a thorough mathematical physics/engineering
undergraduate training must fill gaps to intellectually digest the physics in this book. This
situation motivates writing the chapters in this part of the book, which offers an eclectic suite of
mathematical concepts and tools to help in the study and practice of geophysical fluid mechanics.

Concerning the value and importance of mathematical physics

When considering the impressive skill of numerical simulations of geophysical flows now
common in the 21st century, the analytical training received by a 20th century theoretical
scientist and engineer may seem like an unnecessary relic. Why bother to become adept at
the huge variety of methods and tricks for deriving and/or analytically solving equations of
mathematical physics? One answer is simply that such knowledge and skills provide a wealth
of fundamental physical understanding. Namely, mathematics remains the most precise and
powerful language of physics. So anyone presuming to do physical science or engineering must
have some level of skills in mathematics. Quite simply, to sidestep a training in mathematical
methods risks missing a huge opportunity to grok the physics. Namely, conceptual insights
arise from the use of mathematics to expose the physical and geometrical meaning of physics
equations, even for those equations that cannot be analytically solved. From this perspective,
we propose that there is a growing, not declining, need for practitioners to understand the
physical principles and mathematical methods at the heart of the compelling pictures generated
by ever-increasingly powerful computers, satellites, and in situ measures of geophysical fluid
flows.

The depth to which one can pursue mathematical physics goes far beyond that presented in
this book. For example, a modern mathematical treatment of continuum mechanics makes use of
differential geometry and differential forms as presented in such books as Schutz (1980), Frankel
(2004), and Tromp (2025a). However, to develop familiarity and trust with differential forms
requires a nontrivial intellectual investment. At best, we offer glimpses of that approach through
forays into tensor analysis, with pointers to such approaches in the literature to motivate the
interested reader to dive deeper by accessing the literature.

physics provides relations between geometric objects

Mathematical objects of use for the study of fluid mechanics include scalar fields (e.g.,
temperature, mass density, specific entropy), vector fields (e.g., velocity, vorticity), and second
order tensor fields (e.g., diffusion tensor, stress tensor, moment of inertia tensor). These and
other fields have a value at each point in the continuous space and time used in continuum
mechanics. Furthermore, their existence is independent of the arbitrary coordinate choices used
for the mathematical description. In the study of geophysical fluid mechanics, we use physical
principles to develop differential equations relating geometric objects referred to here as tensors.
Mathematical tools of analysis are then used to compute the numbers required to compare
with experiments and field measurements, and to formulate discrete equations for numerical
simulations.

Our perspective can be summarized by “physics as geometry”, which forms a foundation to
theoretical physics such as that detailed in Thorne and Blandford (2017) and Tromp (2025a).
This perspective has both conceptual and practical use for our study throughout this book. In
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this part of the book we develop certain mathematical tools of geometry and analysis that are
later used to formulate theoretical geophysical fluid equations and conceptual models. Our aim
is to develop mathematics to help both pack and unpack the physics encapsulated by equations,
pictures, and words. This aim extends to those cases where closed form analytical solutions are
unavailable, which is the norm for nonlinear field theories such as fluid mechanics or even in
many cases when the equations are linearized. Such qualitative and conceptual tools are of great
value for the analysis of numerical simulations and field measurements.

tensor analysis and geophysical fluid mechanics

There are many occasions where a geophysical fluid system is more physically transparent
when using a particular coordinate description or reference frame. However, there is no a priori
coordinate choice that fits all cases. Thus, being adept at transforming from one mathematical
description to another eases the study and pays huge dividends to the practioner. Tensor analysis
is the proven means for systematically performing such transformations, thus motivating its use
in fluid mechanics and other areas of continuum mechanics. In its more abstract realization via
differential (or exterior) forms (not pursued in this book), tensor analysis provides the means to
mathematically express physical ideas without any display of coordinate artefacts, thus exposing
the underlying physical and mathematical essence.

The following offers an incomplete list of geophysical fluid systems where various coordinate
descriptions or reference frames are encountered, and thus where tensor analysis can be put
to use. Granted, many of these physical systems can be studied without the formalism of
tensor analysis. However, by doing so one often encounters clumsy manipulations that obfuscate
the underlying physical concepts. Indeed, imagine the tedium required to write continuous
field equations in multiple dimensions prior to vector analysis.6 That situation is akin to the
tedium and awkward nature required to work across multiple coordinate systems and reference
frames absent the formalism of tensor analysis. Hence, an adept use of vector analysis and its
generalization to tensor analysis reveals how maths can inform the physics and how physics can
is embodied by the maths.

• relating eulerian and lagrangian kinematics: There is a duality in fluid kinematics
between Eulerian and Lagrangian descriptions of fluid motion. To develop an understanding
of this duality we make use of tensor analysis to facilitate the transformation between the
two kinematic descriptions. Whereas Cartesian coordinates offer a complete description for
Eulerian kinematics, Lagrangian kinematics requires general tensor analysis (Chapters 3
and 4) since fluid particles deform with the fluid motion and thus render a non-orthogonal
coordinate description.

For many purposes in continuum mechanics, one can pursue a description of motion without
the choice of an origin, thus making use of some general results from differential geometry
and tensor analysis. Our pursuit is less ambitious since we always have in mind a fluid
system on a rotating planet or laboratory placed in a background Euclidean space with
universal Newtonian time. Hence, for our puposes we acknowledge that there is a natural
origin for a spatial description (e.g., planetary center or fixed location in the laboratory).

• approximately spherical planet: Geophysical fluids move on an approximately
spherical planet, making spherical coordinates the preferred choice for studying planetary
flows.7 The surface of a sphere is non-Euclidean object that is embedded in a background

6The original treatment of electrodynamics by Maxwell was before the notations of vector analysis were
invented by Gibbs, Heaviside, and others. Hence, reading Maxwell’s original maths is, by today’s standards,
tedious and challenging.

7Staniforth (2022) provides compelling arguments for moving beyond spherical coordinates for realistic
atmospheric and oceanic modeling.
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Euclidean space. We make use of tensor methods to transform between planetary Cartesian
coordinates (origin at the center of the planet) and spherical coordinates. Notably, spherical
coordinates are locally orthogonal, so that one can, if desired, make use of spherical
coordinates without the machinery of tensor analysis. Even so, having two ways to develop
the spherical equations provides useful pedagogy when learning tensor analysis since results
are readily checked with prior experience.

• rotating tank: Rotating laboratory fluids move in a circular tank, with cylindrical
polar coordinates respecting symmetry of the domain. We make use of tensor methods to
transform between Cartesian and cylindrical polar coordinates when considering rotating
tank systems. Cylindrical polar coordinates are locally orthogonal, so that the comments
above about spherical coordinates also hold here.

• rotating reference frame: Geophysical fluids move around a rotating earth and
the fluid maintains a nearly rigid-body motion. Terrestrial observers also move in near
rigid-body motion with the planet. We are thus motivated to study geophysical fluids from
a rotating reference frame. We use rudimentary tensor methods to transform between a
fixed inertial frame and the non-inertial rotating reference frame, with this transformation
revealing non-inertial accelerations (planetary Coriolis and planetary centrifugal) that
impact on the observed fluid flow.

• Galilean transformations: Geophysical fluids move in a space-time defined by univer-
sal Newtonian time (all clocks measure same time) and Euclidean space, with the product
of these two defining Galilean space-time. When studying fluid motion it can be convenient
to move from one Galilean reference frame to another, with the movement referred to as a
Galilean transformation. Tensor methods are quite useful to develop the mathematical
relations between two Galilean reference frames.

• stratified fluids and generalized vertical coordinates: Geophysical fluids move
in a gravitational field that acts to stratify the fluid according to its local buoyancy (high
buoyancy fluid sits above low buoyancy fluid). When there is a one-to-one invertible
relation between the height and the buoyancy, then it can be useful to describe the vertical
position of a fluid element according to its buoyancy rather than its height. This buoyancy
or “isopycnal” vertical coordinate choice leads to a non-orthogonal coordinate description of
the fluid motion. There are other vertical coordinates that can be of use for other situations,
such as the terrain following coordinates commonly used for atmospheric simulations and
coastal ocean models. Transforming between Cartesian coordinates and such generalized
vertical coordinates is greatly facilitated by the use of general tensor analysis.

Our use of tensor analysis is minimized both to reduce the necessary mathematical overhead
for the reader, and because much of the physics in this book is suitably displayed with Cartesian
coordinates, in which case tensor analysis and vector calculus are nearly identical. Furthermore,
even in those cases where tensor analysis has an obvious benefit, such as the generalized vertical
coordinates of Part XII, we do not pursue the full power of tensor analysis since doing so requires
more development of the mathematical formalism than warranted for this book.

summary of the math chapters

Some of the chapters in this part of the book are essential for nearly all subsequent chapters
(e.g., Chapters 1 and 2), with the bulk of this book accessible to those with a strong undergraduate
training in multivariate calculus and the rudiments of analytic geometry. Other chapters target
those interested in penetrating various special topics presented in this book. Readers are
encouraged to take a close look at each chapter if only to know where to find topics of use later
in the book or later in one’s career.
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• cartesian tensor algebra: Chapter 1 is a synopsis of Cartesian tensor analysis. This
topic provides a systematization of ideas from Cartesian geometry and linear algebra.
Material in this chapter is essential for nearly every topic in this book.

• cartesian tensor calculus: Chapter 2 extends the algebraic ideas from Chapter 1 to
differential and integral calculus. This chapter provides a resume of multivariate or vector
calculus of use for fluid mechanics. Material in this chapter is essential for nearly every
topic in this book.

• general tensor introduction: Chapter 3 provides an introduction to general tensor
analysis and its applications to geophysical fluids. The discussion is accessible to anyone
who has read Chapters 1 and 2, as it builds directly from that earlier discussion. Chapter
3 is highly recommended for all readers of this book, even for those who do not wish to
study details of general tensors in Chapter 4.

• general tensor analysis: Chapter 4 extends the Cartesian tensor algebra and calculus
from Chapters 1 and 2 to allow for arbitrary, or general, coordinates. This chapter is
essential for the mathematics underlying non-Cartesian coordinates, such as spherical
coordinates, generalized vertical coordinates (Part XII of this book), and Lagrangian/-
material coordinates (e.g., Chapters 17 and 18). Note that we retain the assumption
that all tensors are embedded within a background Euclidean space, which offers some
simplification relative to that needed to study topics such as general relativity.

• partial differential equations: Chapter 6 provides a summary of linear partial
differential equations (PDEs) commonly encountered in mathematical physics. Even
though the equations of fluid mechanics are nonlinear, their linear counterparts offer much
insight into fluid behavior, with particular applications to the study of waves, instabilities,
and tracer transport.

• Dirac delta: Chapter 7 develops properties of the Dirac delta generalized function, which
provides one of the most magical tools available for the theorist. The Dirac delta has
particular use in the study of Fourier analysis and Green’s functions.

• fourier analysis: Chapter 8 summarizes salient points from Fourier series and Fourier
transforms. We make particular use of Fourier analysis in the study of wave mechanics in
Part X of this book.

• green’s functions: Chapter 9 surveys Green’s function methods used to solve linear
partial differential equations. Green’s function methods build on the superposition principle
possessed by linear systems, and they foster insights into both the mathematical and
physical content of linear differential equations.

• variational calculus: Chapter 10 offers an introduction to the calculus of variations,
which proves of great use for our study of mechanics via Hamilton’s Principle.

• geometry of curves and surfaces: Chapter 5 introduces rudimentary differential
geometry used to characterize curves (such as fluid particle trajectories) and surfaces (such
as isopycnals) embedded in a background Euclidean space. Here we encounter such notions
as normal and tangent directions as well as the curvature of a surface.

In closing this introduction, we quote from page 1 of the classical text on theoretical physics
by Morse and Feshbach (1953). Their perspective and goals have inspired and guided the
chapters in this part of the book.

CHAPTER . PRINCETON UNIVERSITY AOS 571 AND AOS 572 page 5 of 2158



.7. AOS 572 COURSE OUTLINE

Our task in this book is to discuss the mathematical techniques which are useful
in the calculation and analysis of the various types of fields occurring in modern
physical theory. Emphasis will be given primarily to the exposition of the interrelation
between the equations and physical properties of the fields, and at times details of the
mathematical rigor will be sacrified when it might interfere with the clarification of
the physical background. Mathematical rigor is important and cannot be neglected,
but the theoretical physicist must first gain a thorough understanding of the physical
implications of the symbolic tools [they are] using before formal rigor can be of help.
Other volumes are available which provide the rigor; this book will have fulfilled its
purpose if it provides physical insight into the manifold field equations which occur
in modern theory, together with a comprehension of the physical meaning behind
the various mathematical techniques employed for their solution.
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Chapter 1

TENSOR ALGEBRA

A mathematical study of geophysical fluid flow makes use of Galilean relativity, which is built
from Newtonian universal time (all clocks in the universe measure the same time) and flat
Euclidean space (the intrinsic curvature vanishes). This Galilean space-time structure induces the
familiar Euclidean norm or metric when measuring the spatial distance between two points. That
is, the Euclidean space measures distance using Pythagorus’ theorem. This Pythagorean method
to measure distance holds even when the points are restricted to non-Euclidean manifolds (e.g.,
point on a sphere or points on an arbitrary surface such as a constant buoyancy surface), so long
as those manifolds are embedded within the Euclidean background space. We can thus make
use of Cartesian coordinates as the starting point for a mathematical formulation of geophysical
fluid mechanics, whether using Eulerian or Lagrangian kinematics (Chapters 17 and 18) or
generalized vertical coordinates (Part XII).

Tensors are geometric objects that have no concern for coordinate system nor origin. As
noted above, we are concerned with tensors living in three-dimensional Euclidean space as well
as tensors living on a non-Euclidean manifold (e.g., a sphere or an isopycnal) that is embedded
within Euclidean space. The study of Cartesian tensors restricts attention to tensors described by
Cartesian coordinates in Euclidean space, or for tensors on flat surfaces embedded in Euclidean
space. The isomorphism between three-dimensional Euclidean space and the space of three-
dimensional real numbers allows one to associate each point of Euclidean space, x ∈ E3, with
unique Cartesian coordinates, x ∈ R3, for that point. This isomorphism renders a connection
between geometry and analysis, thus offering two perspectives on the equations of mathematical
physics.

Transformations to alternative coordinates are made if they offer insight to symmetry of
the flow and/or the geometry of the space on which the flow occurs. For Cartesian coordinate
systems with the same origins and of equivalent handedness, such transformations are related by
rotations, which are orthogonal transformations. More general transformations to non-Cartesian
coordinates are the topic of general tensor analysis, with details provided in Chapters 3 and 4.

In this chapter we introduce tensor analysis with a focus on algebraic relations. Our treatment
shares much with the mathematical physics literature, such as Chapter 2 of Aris (1962), Chapter
1 of Segel (1987), and Chapter 2 of Lovelock and Rund (1989) (whose use the term affine tensors
rather than Cartesian tensors). Additionally, we provide a particular emphasis on the distinction
between tensors as geometric objects versus their subjective representations using coordinates,
with this emphasis of fundamental importance particularly when working with general tensors.
We also introduce the notion of a one-form as a tensor that is dual to vectors, and in turn
we distinguish covariant and contravariant tensor representations. The distinctions between
one-forms and vectors are not central to this book, since the two representations are connected
through the metric tensor, which we always assume is available for our use.

The extra bit of formalism associated with covariant and contravariant tensor representations
is not needed for Cartesian tensors, so that most textbook treatments of Cartesian tensors ignore
it. However, it serves our purpose to smooth the transition to the general tensors studied in
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Chapters 3 and 4. Indeed, for that purpose we typically write gab as the representation of the
metric tensor, which for Cartesian tensors reduces to the Kronecker symbol, gab = δab.

chapter guide

This chapter is a prerequisite for nearly every chapter to follow. It should be accessible to
those having a working knowledge of linear algebra.

We make use of covariant index notation for the representation of tensors (indices placed
downstairs), as well as the contravariant index notation (indices placed upstairs).a For
Cartesian coordinates in Euclidean space, there is no numerical distinction between
covariant and contravariant index placements (see Section 1.4.5). Even so, we make
use of the covariant/contravariant notation in anticipation of its use for general tensors
in Chapters 3 and 4 (see in particular Section 3.5). This notation also facilitates the
Einstein summation convention, in which repeated indices are summed over their range.
So although this chapter focuses on Cartesian tensors, we keep our eye on their more
general cousins, with a particular aim to reveal those assumptions suited to Cartesian
tensor analysis yet that are unsuited to general tensor analysis.

aThe mnemonic “co-low” helps remember the index placement.
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1.1 Loose ends
• Move from δab to gab so to get used to the general coordinates. That will make life easier
when move to chapters 3 and 4.

1.2 Points, positions, and notation

Consider a point, P ∈ E3, living in three-dimensional Euclidean space. As a geometric object, a
point has an existence that is independent of any coordinate representation. Now let x be the
position for this point relative to an arbitrary origin. Once an origin is fixed, the position, x,
also has an existence that is independent of coordinates, and so we consider x ∈ E3. Namely, the
position for a point in Euclidean space is a line segment with an arrow pointing from the origin
to the point. In this manner, the point, P, and its position, x, have no concern for coordinate
systems. Even so, to make use of geometric objects for analysis requires specifying a set of
coordinates, and in this chapter we focus on Cartesian coordinates.

1.2.1 Cartesian representation of the position
The isomorphism between Euclidean space and the real numbers allows us to associate a unique
Cartesian coordinate representation, x ∈ R3, for the position of every point in Euclidean space.
We write this Cartesian coordinate representation as

x = x̂x+ ŷ y + ẑ z x ∈ E3 (1.1a)

x = (x, y, z) x ∈ R3. (1.1b)

These equations state that each position, x ∈ E3, has a unique coordinate representation, x ∈ R3,
with the coordinate representation written here using three-dimensional Cartesian coordinates.
A Cartesian coordinate representation is provided by an ordered triplet of real numbers, (x, y, z).
Each element of the triplet measures the coordinate distance (with physical dimensions of length)
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z

y

x

x

P

Figure 1.1: An arbitrary point in Euclidean space, P ∈ E3, has an objective existence independent of a subjective
choice of coordinate system used to describe its position. Its position, x, relative to a chosen origin has an existence
independent of the orientation of the coordinate system. The position is here represented by a right-handed
Cartesian coordinate system according to x = x̂x+ ŷ y+ ẑ z, with the coordinate representation, x = (x, y, z) ∈ R3.
The Cartesian basis vectors are given by the normalized triplet of unit vectors (x̂, ŷ, ẑ). There is a continuous
infinity of possible Cartesian coordinate systems that are rotated with respect to the one shown here.

along the axes defined by their corresponding Cartesian unit vectors, (x̂, ŷ, ẑ), with these unit
vectors pointing in directions of increasing coordinate values. The Cartesian unit vectors are a
right-handed set of linearly independent vectors that form a basis for three dimensional Euclidean
space.1 As such, the position for any point in Euclidean space can be represented in terms of
these three basis vectors.

1.2.2 A soft convention for upright versus slanted notation

We use an upright symbol for a geometric object living in Euclidean space. The position, x ∈ E3,
is an example (in LATEX, the upright is written \mathbf{x}), as are the tensors introduced later.
The corresponding slanted symbol is used for a coordinate representation of the position, x, or
of a tensor, with coordinate representations living in the space of real numbers (using LATEX, the
slanted boldface is written {\bm x}). Each coordinate representation is realized by specifying
a subjectively chosen set of coordinates. For this chapter the coordinates are Cartesian with
x ∈ R3 and with each coordinate having a physical dimension of length. So in summary, the
upright notation is used for the position and for tensors, and the slanted notation is used for
their coordinate representations.

The distinction between an upright and slanted version of a symbol is fundamental con-
ceptually, in that it distinguishes tensors as geometric objects from their coordinate specific
representations. Even so, the distinction is not critical in practice since an equation can be
generalized from a specific set of coordinates (e.g., Cartesian) to arbitrary coordinates, so long
as the equation respects the tensor rules discussed in Section 3.1.2.

1.2.3 Indices and Einstein’s summation convention

Coordinate representations of the position and of tensors require indices to distinguish the
various objects that appear in tensor analysis. The practioner of tensor analysis becomes quite
adept with the rules of index gymnastics, and we nurture the necessary brain-muscle in this
chapter.2 The choice for where to place indices follows a convention that originates from that
used for the position. This convention then sets the stage for subsequent usage with tensors.

1The unit vectors are sometimes denoted (î, ĵ, k̂) in the literature. We do not use that notation in this book.
2See Section 3.5 for a summary of the rules.
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We choose to write the coordinate representation of the position as

x = x̂x1 + ŷ x2 + ẑ x3 =

3∑
a=1

ea x
a = ea x

a, (1.2)

with the superscripts acting as tensor labels rather than as multiplicative powers. The final
equality in equation (1.2) introduced the Einstein summation convention, in which we drop the
summation symbol while repeated indices are summed over their range. Although seemingly
trivial, the summation convention proves central to a variety of tensor manipulations, and so it
is important to make friends with it. The second equality in equation (1.2) introduced a generic
notation for the basis vectors

e1 = x̂ and e2 = ŷ and e3 = ẑ, (1.3)

with this notation allowing us to succinctly write the coordinate representation as x = ea x
a.

We emphasize that the indices denote components of a specific coordinate representation,
xa = (x1, x2, x3), as well as members from the set of basis vectors, ea = (e1, e2, e3). These
labels are not multiplicative powers nor partial derivative operations.3 Furthermore, placement
of the downstairs tensor indices on the basis vectors pairs with the upstairs indices placed on
the coordinate representations of the position. Such index placements establish a convention
that is used for tensors.

1.2.4 Alternative Cartesian coordinates

We have thus far written x as the Cartesian coordinate representation of the position, x. Now
consider an alternative Cartesian coordinate system in which the position is represented by x.
In Section 1.10 we work through the mathematics of the transformation between the two sets
of Cartesian coordinates, x and x. For now we use the existence of this alternative coordinate
system to exemplify the distinction between a geometric object (e.g., the position), versus
its coordinate representation. Namely, the position for a particular point in space, x, can be
represented in either of the following equivalent manners

x =

3∑
a=1

ea x
a with x = (x1, x2, x3) (1.4a)

x =

3∑
a=1

ea x
a with x = (x1, x2, x3). (1.4b)

That is, the position, x, points from the origin to the point P, and it can be represented using
any number of Cartesian coordinates, with two such coordinates here written as x and x. Since
both coordinate sets are Cartesian, their respective basis vectors, ea, and ea, are orthonormal.

1.3 Tensors

We extend the study of points and their positions in Section 1.2 to now consider tensors as
geometrical objects that live in E3 or a suitable submanifold. Just like the position for a point,
each tensor has a coordinate representation that allows for its use in analysis. Importantly, a

3In this book we generally eschew the notation where partial derivatives are denoted by a subscript. One
exception occurs in our discussion of the evolution of mass density in Sections 72.2 and 72.3.
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tensor has no dependence on either the choice for coordinates nor the choice for origin.4 In
this section we introduce the Kronecker tensor, which is the unit tensor, as well as vectors and
one-forms.

1.3.1 Kronecker (unit) tensor
The Cartesian basis vectors each have unit magnitude (normalized), meaning that their scalar
products satisfy5

x̂ · x̂ = ŷ · ŷ = ẑ · ẑ = 1, (1.5)

which can be written more generally as

ea · eb = δab, (1.6)

with δab the Kronecker symbols, which form the (0, 2) Cartesian representation of the Kronecker
tensor, also known as the unit tensor, which is given by6

ea · eb = δab =

{
1 if a = b
0 if a ̸= b.

(1.7)

As seen in Section 1.4, the Kronecker tensor provides the Cartesian coordinate representation of
the metric tensor for Euclidean space. In Section 4.1 we introduce alternative representations
for the metric based on the use of general coordinates.

Use of a hat over a vector in equation (1.3) signifies that the vector is normalized to unity.
For Cartesian coordinates we generally work with the normalized basis vectors (1.3), or their
orthogonal transformations related by a rotation (Section 1.10). Indeed, a normalized vector can
change only through rotation since by definition it remains of unit norm and so cannot change
its magnitude (see Section 2.1.4). For general tensors, we sometimes find it more convenient
to work with unnormalized basis vectors. Hence, the basis vectors, ea, are not assumed to be
normalized and so are not adorned with a hat.

1.3.2 Vectors as tensors
The position, x, identifies locations in space relative to a chosen origin, and it is commonly
referred to as the position vector. However, we reserve the term “vector” for a particular
example of geometric objects (i.e., tensors) that are independent of coordinates as well as origin.
Geometrically, we define a vector as a line segment with an arrow that points in a particular
direction. In this manner, a vector has no concern for any subjectively chosen origin. We
encounter a number of vectors in physics, such as the velocity, acceleration, and force.

It is notable that the velocity is the time derivative of the position of a point particle that
moves through space, and the acceleration is the second time derivative. Taking a time derivative
of the position removes dependence on the origin. So although the position of a point particle is
not a tensor, its time derivative is a first order tensor, as is the acceleration. This result hints at
the nature of vectors as living in the tangent space to points on a manifold, which is a concept
we return to in Section 4.2.3 when studying general tensors.7

4The position, x, depends on the arbitrarily chosen origin. Consequently, the position is not a vector (a first
order tensor). This distinction is easily forgotten since the position is often referred to as the “position vector”.
See Section 1.3.2 for more on this point.

5The Cartesian scalar (or dot or inner) product is discussed more formally in Section 1.4.
6The notation (0, 2) signifies the number of upstairs or contravariant indices, 0 here, and the number of

downstairs or covariant indices, 2 here.
7The flow map or motion field introduced in Section 18.2 is the generalization of position and trajectory to

continuum matter. Like the position, the flow map is not a tensor, though its time derivative, the velocity field, is
a tensor.
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Following the notation for the position and its coordinate representation, we use an upright
bold symbol, F, for a vector and write its coordinate representations with a slanted F :

F = F a ea ∈ E3 and F = (F 1, F 2, F 3) ∈ R3. (1.8)

The coordinate components, (F 1, F 2, F 3) are dependent on the choice for coordinate basis
vectors. As there is one index on the components of a vector, they are referred to as first order
tensors. Furthermore, the contravariant representation of a first order tensor (i.e., as a vector) is
referred to as its (1, 0) representation.

1.3.3 One-forms as the dual to vectors
Equation (1.8) represents the first order tensor, F, in terms of a suite of basis vectors, ea, and
the contravariant coordinate representation, F a. We define one-forms as the duals to vectors in
a manner analogous to how row and column vectors are dual objects in linear algebra.8 We do so
by introducing a basis of one-forms, written as ea, with the upstairs index chosen to distinguish
from the downstairs index used for the vector basis, ea. Following Figure 2.8 of Misner et al.
(1973) and Figure C.6 of Tromp (2025a), we offer the following geometric interpretation of a
basis of one-forms as a dual to a basis of vectors. Namely, a particular member of a vector basis
corresponds geometrically to a unit length line segment with an arrow pointing in the direction of
increasing coordinate value. A member of a one-form basis has the dual geometric interpretation
as a surface or sheet whose outward normal direction is given by the corresponding basis vector.

Equation (1.8) offers a coordinate representation of a first order tensor in terms of a vector
basis, ea. If we insist on a tensor as a geometric object, then we can also represent the same
tensor in terms of a set of basis one-forms, in which case

F = Fa e
a ∈ E3. (1.9)

We say that the first order tensor, F, is here represented in terms of a one-form basis, ea, with the
covariant expansion coefficients, Fa, providing the corresponding (0, 1) coordinate representation
of the tensor.

1.3.4 Scalar product and the duality condition
Using the language of Misner et al. (1973), we say that a one-form eats a vector to produce a
scalar. Equivalently, a vector eats a one-form and also produces the same scalar. We realize
this machine analogy by defining the scalar product as follows.9 Namely, we define a scalar
product between a first order tensor represented as a vector, F = F a ea, and a first order tensor
represented as a one-form, G = Ga e

a, as

F ·G = (F a ea) · (Gb eb) = F aGb (ea · eb). (1.10)

To proceed, assume the vector basis and one-form basis satisfy the following duality condition

ea · eb = δa
b = δba. (1.11)

8The introduction of one-forms has little practical motivation for Cartesian tensors since there are no numerical
distinctions between one-forms and vectors (as shown in Section 1.4.5). So why add this extra bit of formalism?
It turns out that one-forms are needed when working with general tensors, with the associated formalism further
detailed and motivated in Section 4.2. We introduce the extra baggage in the study of Cartesian tensors to
anticipate the treatment with general tensors. It also offers a means to help keep track of the index notation. The
added formalism is not onerous after a bit of head-scratching, and it is well worth the price in support of the
transition to general tensors.

9Section 4.2 furthers this approach and offers a bit more clarity. Here we are a bit informal in order to avoid
going too deep into the flowering weeds.
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We here introduced δa
b = δba, which is the representation of the Kronecker delta where one

index is downstairs and the other is upstairs. In Cartesian tensors, this representation of the
Kronecker tensor is numerically identical to δab introduced by equation (1.7)

δab = δa
b = δba =

{
1 a = b
0 a ̸= b.

(1.12)

Furthermore, the identity δa
b = δba means that the Kronecker tensor is symmetric; i.e., swapping

which index comes first (i.e., rows and columns when expressed as a matrix) does not alter the
tensor.10 Making use of duality condition leads to the equivalent expressions of a scalar product
between a vector and one-form

F ·G = (F a ea) · (Gb eb) = F aGb ea · eb = F aGb δa
b = F aGa. (1.13)

The result is indeed a scalar since the indices are contracted. Returning to the geometric picture
from Section 1.3.3, the duality condition (1.11) says that the scalar product of a vector basis
element and one-form basis element equals to unity if the vector basis is the outward normal to
the one-form basis, whereas the scalar product is zero otherwise.

1.4 Distance and metric

In defining the Cartesian unit vectors, (x̂, ŷ, ẑ), to have unit magnitudes, we presumed knowledge
of how to measure the magnitude of a vector. We here make this notion precise.

1.4.1 Distance between points

Consider two points in Euclidean space, P and P + dP, where the differential, d, symbolizes a
small increment in space. These two points are specified by their respective positions, x and
x+ dx. Representing these positions using a particular set of Cartesian coordinates renders

x = x = xa ea and x+ dx = (xa + dxa) ea. (1.14)

Euclidean space is afforded a metric whereby the squared distance between two points is measured
via Pythagoras’ theorem

[distance(P,P+ dP)]2 = (x+ dx− x) · (x+ dx− x) definition of distance (1.15a)

= dxa dxb (ea · eb) coordinate representation (1.15b)

= dxa dxb δab basis orthonormality (1.6) (1.15c)

= (dx1)2 + (dx2)2 + (dx3)2 expanding the sum (1.15d)

= (dx)2 + (dy)2 + (dz)2 use familiar x, y, z notation. (1.15e)

Evidently, the Kronecker or unit tensor, I, which has Cartesian coordinate representation δab,
provides the means to compute distances in Euclidean space when using Cartesian coordinates.
We thus say that the Kronecker delta provides the Cartesian representation of the Euclidean
metric tensor.

10The duality condition (1.11) is analogous to the orthogonality between a row vector basis and column vector
basis.
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1.4.2 Use of more general notation for the metric tensor

The Kronecker symbols, δab, are but one of the many representations available for the metric
tensor applicable to Euclidean space. We encounter a number of other representations when
using, for example, spherical coordinates, cylindrical polar coordinates, generalized vertical
coordinates, and Lagrangian coordinates. For these other coordinates we need a more general
expression for the metric. For this purpose we write the metric tensor representation as gab, so
that

gab
Cartesian

= δab for Euclidean space with Cartesian coordinates. (1.16)

Although we are mostly concerned in this chapter with Cartesian tensors, we introduce the more
general expression for the metric tensor to readily expose those results that hold for general
tensors.

1.4.3 Magnitude of a vector

By defining the distance between two points, we now have the means to define the squared
magnitude of an arbitrary vector

|F|2 = F · F = F a F b (ea · eb) = F a F b gab
Cartesian

=

3∑
a=1

F a F a, (1.17)

with the final equality holding for Cartesian tensors with gab = δab. Correspondingly, we have
the scalar product between two vectors

F ·G = F aGb (ea · eb) = F aGb gab
Cartesian

=
3∑

a=1

F aGa, (1.18)

which we already encountered in Section 1.3.4. Given our expression for the scalar product and
the magnitude of vectors, we can introduce a geometrical interpretation by defining the angle
between the vectors according to

cosϑ ≡ F ·G
|F| |G| =

F aGb gab√
F c F d gcd

√
GeGf gef

. (1.19)

Though a bit pedantic, the use of distinct indices within each of the terms emphasizes that
each of the scalar products is self-contained. We illustrate this equation in Figure 1.2 for
Cartesian coordinates. It is useful to verify that this definition is consistent with −1 ≤ cosϑ ≤ 1.
Furthermore, note that this definition of an angle between two vectors makes use of the metric
tensor, thus emphasizing that angles on a manifold, just like distances, require a metric.11

1.4.4 Relating covariant and contravariant tensor representations

When a manifold has a metric tensor, then we can seamlessly transfer between the covariant and
contravariant representation of a tensor. In this manner, the metric tensor links the one-forms

11This point about the need for a metric tensor might seem pedantic to those having only worked with
Euclidean space with Cartesian coordinates, where the formalism of linear algebra and calculus tacitly builds in
the Kronecker metric from the start. However, the study of calculus can be generalized to differential manifolds
that have no metric. For example, the mathematics of thermodynamics is based on differential manifolds that
have no metric, and thus no sense for distance or angles between two points in thermodynamic space (see Schutz
(1980) and Frankel (2004) for discussions). Nurser et al. (2022) offer another example for studies of fluid motion
in continuous property spaces rather than Euclidean space.
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F

G
ϑ

F ·G = |F| |G| cosϑ

Figure 1.2: Illustrating the geometry of the scalar product (also known as the dot product or inner product)
between two arbitrary vectors, F ·G = |F | |G| cosϑ.

and vectors so to make their distinction important conceptually yet unimportant in practice.
We here introduce the formalism for this conversion.12

The operational means to convert between the covariant to contravariant expressions of a
tensor arises through contraction of a tensor with the metric tensor, where contraction refers
to summation over a common index. For Cartesian coordinates on Euclidean space, we saw in
Section 1.4 that the metric tensor is represented by the Kronecker tensor. To raise and lower
indices on Cartesian tensors, one contracts with the metric tensor, so that, for example,

F = F a ea contravariant representation (1.20a)

= (gab Fb) (gac e
c) raise/lower indices with metric, gab and its inverse, gab (1.20b)

= gab gac Fb e
c rearrange (1.20c)

= Fa e
a gab gac = δbc. (1.20d)

For the case of Cartesian tensors, with gab
Cartesian

= δab and gab
Cartesian

= δab, these relations are no
more than a repackaging of results already presented in earlier subsections. But what we have
identified here is the role of the metric tensor in moving an index from downstairs to upstairs,
and that is what we mean by converting between the covariant and contravariant representations.
This operation holds for any representation of the metric, as indicated here by use of gab and its
inverse, gab. In particular, we can trivially move an index up if contracted with another index
that moves down, so that the scalar product is given by the equivalent expressions

F ·G = F aGa = FaG
a. (1.21)

Again, all of these manipulations hold for general coordinates when using a general coordinate
representation of the metric tensor.

1.4.5 Covariant and contravariant are identical for Cartesian tensors

As seen in Section 1.4.1, the Kronecker tensor is the metric tensor for Euclidean space using
Cartesian coordinates. As a result, there is no distinction for Cartesian tensors between covariant,
contravariant, one-form, etc. For example, consider the identity

Fa = δab F
b, (1.22)

which is how we lower an index to obtain the covariant representation, Fa, from the contarco-
variant representation, F b. Since δab vanishes unless a = b, where it equals unity, we have, for

12The conversion is superfluous for Cartesian tensors since there is no distinction between covariant and
contravariant, which is exhibited in Section 1.4.5. Even so, let us agree to play the game in support of the general
tensor case where the distinction is important.
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each index a, the following identity
Fa = F a. (1.23)

This identity holds for all Cartesian tensors, such as the basis vectors and basis one-forms are
identical

e1 = e
1 = x̂ and e2 = e

2 = ŷ and e3 = e
3 = ẑ. (1.24)

Hence, there is no need to distinguish upstairs and downstairs indices when working with
Cartesian tensors. Even so, we continue to play the game given the need for a distinction when
considering general tensors.

1.5 Tensor fields
To make use of tensor analysis for studying continuum mechanics requires the use of tensor
fields, with a tensor field providing a tensor at each point in space and time. Space and time
relations between tensor fields arise from physical theories expressed by differential and integral
equations.

1.5.1 Scalar fields
A physical scalar field, F, provides a number with physical dimensions at each point in space
and time. Example physical scalar fields encountered in this book include temperature, mass
density, buoyancy, salinity, humidity, and mechanical energy. Consider a point, P ∈ E3, that has
a position, x. The scalar field, F, has a value written

F(x, t) = scalar property, F, evaluated at position x and time instance t. (1.25)

Now choose a particular set of spatial coordinates, x ∈ R3. The scalar field, F, as sampled at a
point represented by coordinates x and at time t, is specified by evaluating a function

F (x, t) = property F measured using coordinates x and time t. (1.26)

As per the notational convention introduced in Section 1.2.2, we here use the upright, F, for the
scalar field, whereas the slanted, F , symbolizes the scalar field represented by a scalar function
that depends on the chosen Cartesian space coordinates.

Bringing equations (1.25) and (1.26) together, we say that with x as the Cartesian coordinate
expression for the position, x, then

F (x, t) = F(x, t) with x the coordinate representation of x. (1.27)

If we instead choose another set of coordinates, x, then the property F sampled at a spatial
point represented by coordinates x is specified by another function,

F (x, t) = property F representated by coordinates x and time t. (1.28)

If the two sets of Cartesian coordinates represent the same position, x, then

F(x, t) = F (x, t) = F (x, t). (1.29)

The distinction between a scalar field, F(x, t), and scalar function, F (x, t), is conceptually
fundamental. Even so, in practice the distinction is somewhat pedantic, and so it will be ignored
when it is safe to do so.
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1.5.2 Vector fields

The vector field, F(x, t), provides a vector at each point in space, indicated by the position,
x, and each instance in time, t. Example vector fields considered in this book include velocity,
acceleration, and forces. Choosing a particular coordinate representation of a vector field leads
to the representation

F(x, t) = F (x, t). (1.30)

The right hand side provides a vector function, F , that represents the vector field, F, with
the vector function specific to the chosen Cartesian coordinates, x. Another set of Cartesian
coordinates, x, generally requires a distinct vector function, F , that renders an alternative
representation of the vector field F(x, t),

F(x, t) = F (x, t). (1.31)

Just as found for scalar fields in equation (1.29), we have the identity for vector fields and their
vector function representations

F(x, t) = F (x, t) = F (x, t). (1.32)

In Section 1.10 we detail the mechanics of how to transform coordinate components of the
vector field written using two sets of Cartesian coordinates, and in Chapter 4 we do the same for
general coordinates. Each component, F a, of a vector field, when written in terms of a particular
set of coordinates, is itself a function of those coordinates

F (x, t) = F a(x, t) ea. (1.33)

However, each component function, F a(x, t), cannot be considered a scalar field since the vector
components transform according to the coordinate transformation rules detailed in Section 1.10,
with these transformation rules distinct from those holding for a scalar field. This point is very
basic to tensor analysis, and yet it can be readily overlooked upon first encounter.

1.6 Second order tensors and tensor products

The metric tensor, stress tensor (Chapter 24), moment of inertia tensor (Section 37.9.4) and
diffusion tensor (Chapter 69) are examples of second order tensors encountered in this book.
Second order tensors have a coordinate representation given by any of the equivalent expressions

T = T ab ea ⊗ eb = T ab ea ⊗ eb = Ta
b ea ⊗ eb = Tab e

a ⊗ eb, (1.34)

with T ab, T ab, Ta
b, and Tab the variety of coordinate representations of the second order tensor,

T. This expression for a general second order tensor allows us to write the Kronecker or unit
tensor in the form

I = δab ea ⊗ eb = δab ea ⊗ eb = δa
b ea ⊗ eb = δab e

a ⊗ eb, (1.35)

as well as the metric tensor

g = gab ea ⊗ eb = gab ea ⊗ eb = ga
b ea ⊗ eb = gab e

a ⊗ eb, (1.36)

where the metric and its inverse satisfy the identities

gac gcb = gab = δab and gac gcb = ga
b = δa

b. (1.37)
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Notably, there is not a scalar product between the basis vectors in equations (1.34) or (1.35).
Rather, the ⊗ symbol represents the tensor product of the basis vectors and/or basis one-forms.
The tensor product generalizes the outer product of linear algebra, with components given by

(ea ⊗ eb)ij = (ea)i (eb)j . (1.38)

1.6.1 Three representations of a second order tensor
Equation (1.34) provides three distinct representations for the second order tensor. We define
these representations as

T♮ = T ab ea ⊗ eb = Ta
b ea ⊗ eb natural or (1, 1) representation (1.39a)

T♯ = T ab ea ⊗ eb sharp or (2, 0) representation (1.39b)

T♭ = Tab e
a ⊗ eb flat or (0, 2) representation. (1.39c)

1.6.2 More on the tensor product
Consider two arbitrary vectors, A and B, and form a second order tensor by taking their tensor
product

A⊗B = AaBb ea ⊗ eb = AaBb ea ⊗ eb = AaB
b ea ⊗ eb. (1.40)

It can prove useful to organize elements of the tensor product for a particular coordinate
representation according to the rules of matrix multiplication

A⊗B =

 A1

A2

A3

 [B1 B2 B3] =

 A1B1 A1B2 A1B3

A2B1 A2B2 A2B3

A3B1 A3B2 A3B3

 . (1.41)

This example makes it clear that the tensor product between two tensors is not commutative,

A⊗B ̸= B⊗A, (1.42)

but instead it satisfies
(A⊗B)T = B⊗A, (1.43)

where the T superscript is the transpose operation (swapping index locations). Likewise, consid-
ering the horizontal basis vectors for Cartesian coordinates renders the following tensor products

e1 ⊗ e1 = x̂⊗ x̂ =

 1 0 0
0 0 0
0 0 0

 e2 ⊗ e2 = ŷ ⊗ ŷ =

 0 0 0
0 1 0
0 0 0

 (1.44a)

e1 ⊗ e2 = x̂⊗ ŷ =

 0 1 0
0 0 0
0 0 0

 e2 ⊗ e1 = ŷ ⊗ x̂ =

 0 0 0
1 0 0
0 0 0

 , (1.44b)

and similar results when including e3 = ẑ.

1.7 Vector cross product
The vector cross product provides a means to measure area associated with two vectors and
to specify the orientation of that area. Note that when the vectors have physical dimensions
distinct from length, then their vector cross product is not the area as a squared length. Even
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so, the geometric interpretation remains, only with the physical dimensions adjusted accordingly.
We here introduce the vector cross product, focusing on the Cartesian expression. We require a
bit more nuance for the case of general tensors, with details presented in Section 4.8. Even so,
the algebraic relations derived here also hold for general tensors.

1.7.1 Orienting an area via the Levi-Civita tensor

Consider a flat plane defined by any two of the Cartesian basis vectors, ea and eb where a ̸= b.
We seek a means to specify what side of the plane is up and what side is down. Doing so allows
us to orient objects within space.13 Notably, there is no objective means for this specification,
since “up” and “down” are subject to our chosen orientation. Therefore, we must choose a
convention. For that purpose, we follow the right hand rule, in which the out-stretched thumb,
index, and middle fingers of the right hand orient the three Cartesian basis vectors.

We algebraically specify the right hand rule for the basis vectors through the relation

ea × eb = ϵabc e
c. (1.45)

The left hand side introduces the vector cross product of two basis vectors, with the × symbol
used for the product. The right hand side identifies the vector cross product as a one-form. That
is, as seen in Section 1.7.4, the cross product of two (1, 0) tensors produces a (0, 1) tensor.

The cross product (1.45) introduced the Levi-Civita tensor, whose Cartesian components are
given by the totally anti-symmetric permutation symbol

ϵ123 = 1 (1.46a)

ϵabc =


1, even permutation of abc (123, 312, 231)

−1, odd permutation of abc (321, 132, 213)

0, all other abc.

(1.46b)

Exchanging any two indices is an odd permutation and results in a sign swap

ϵabc = −ϵbac = −ϵacb =⇒ ϵ123 = −ϵ213. (1.47)

In contrast, the cycling of indices is an even permutation and it preserves the sign

ϵabc = ϵcab = ϵbca =⇒ ϵ123 = ϵ312 = ϵ231. (1.48)

Correspondingly, the vector cross product changes sign when its elements are commuted

ea × eb = ϵabc e
c = −ϵbac ec = −eb × ea. (1.49)

1.7.2 Axial (or pseudo) vector

The vector cross product defines a one-form whose coordinate representation changes its sign
upon changing from a right handed to left handed orientation of the coordinate system. One
often sees the term axial vectors or pseudo vectors used for this one-form. The angular velocity
is a prominent pseudo vector encountered in this book.

13There are surfaces, such as the Möbius strip and Klein bottle, that are not orientable. We only consider
orientiable surfaces in this book.
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1.7.3 Orthogonality relations between cross products
The permutation symbol ensures that ea × eb is orthogonal to both ea and eb. To prove this
property we write

ea · (ea × eb) = ea · ϵabc ec equation (1.45) (1.50a)

= ϵabc δa
c duality (1.11) (1.50b)

= 0 ϵabc δa
c = 0. (1.50c)

The final equality holds since ϵabc = −ϵcba whereas δac = δca, with a vanishing double contraction
of an anti-symmetric tensor and a symmetric tensor.14 The same procedure shows that eb · (ea×
eb) = 0. Hence, the one-form defined by the vector cross product of two vectors is orthogonal
to both of the vectors. Evidently, the vector cross product is oriented orthogonal to the plane
defined by the two vectors, with a direction determined by the right hand rule.

1.7.4 Vector product of two arbitrary vectors
The expression (1.45) for the vector product of two basis vectors renders the vector product of
two arbitrary vectors

P×Q = P a ea × Qb eb (1.51a)

= P aQb ea × eb (1.51b)

= P aQb ϵabc e
c (1.51c)

= (P 2Q3 − P 3Q2) e1 + (P 3Q1 − P 1Q3) e2 + (P 1Q2 − P 2Q1) e3. (1.51d)

For a particular representation, we can write the vector product in the form of a determinant

P ×Q = det

 e1 e2 e3

P 1 P 2 P 3

Q1 Q2 Q3

 . (1.52)

As with the basis vectors, the vector product is orthogonal to both of the individual vectors,
such as

P · (P×Q) = (P d ed) · (P aQb ϵabc ec) (1.53a)

= P a P dQb ϵabc δ
c
d (1.53b)

= P a P cQb ϵabc (1.53c)

= 0, (1.53d)

where the final equality follows since the product, P c P a, is symmetric on the labels ac (P c P a =
P a P c), whereas ϵabc is anti-symmetric on these same labels.

1.7.5 Geometric interpretation of the vector cross product
The expression (1.51d) leads to the identity

|P×Q|2 = |P|2 |Q|2 − (P ·Q)2 (1.54a)

= |P|2 |Q|2 (1− cos2 ϑ) (1.54b)

= |P|2 |Q|2 sin2 ϑ, (1.54c)

14We further illustrate this property for matrices in Exercise 1.2.
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P×Q

Q

P

ϑ

Figure 1.3: The magnitude of the vector product between two vectors is given by the product of their magnitudes
and the sine of the angle between them, |P × Q| = |P| |Q| sinϑ. This magnitude equals to the area of the
parallelogram formed by the two vectors. The vector cross product is a one-form that is directed perpendicular to
the plane determined by the two vectors and oriented according to the right hand rule. The right hand rule is
found by placing the fingers of the right hand along the first vector, P. Closing the fingers in the direction of the
second vector, Q (as here depicted by the arrow on the arc for the angle ϑ), then ensures that the thumb provides
the orientation for the vector cross product, P×Q.

where we used the scalar product expression (1.19) to introduce the angle subtended by the two
vectors. Trigonometry indicates that the area of the parallelogram defined by the two vectors, P
and Q, is given by |P| |Q| sinϑ. Hence, the vector cross product has a magnitude given by this
area

area(P,Q) = |P| |Q| sinϑ = |P×Q|. (1.55)

Since P×Q is a one-form orthogonal to the plane defined by P and Q, we can write the vector
product in the purely geometric manner

P×Q = n̂ area(P,Q) = n̂ |P| |Q| sinϑ, (1.56)

where n̂ is a unit normal one-form (also known as the normal direction) that points normal to
the area and in a direction given by the right hand rule. This formula is illustrated in Figure 1.3.

1.7.6 Decomposing the vector cross product
To further our geometric interpretation of the vector cross product using Cartesian coordinates,
let P be the vertical unit vector, P = ẑ. The vector cross product then produces

Qẑ⊥ = ẑ ×Q (1.57a)

= ẑ × [Q− (ẑ ·Q) ẑ] (1.57b)

= (ẑ × x̂) (x̂ ·Q) + (ẑ × ŷ) (ŷ ·Q) (1.57c)

= ŷ (x̂ ·Q)− x̂ (ŷ ·Q). (1.57d)

By construction, Qẑ⊥ is in the horizontal plane and it is perpendicular to the horizontal projection
of Q

Qẑ⊥ · ẑ = 0 and Qẑ⊥ ·Q = 0 =⇒ Qẑ⊥ · [Q− (ẑ ·Q) ẑ] = 0. (1.58)

Hence, Qẑ⊥ is geometrically computed by rotating the horizontal component of Q by π/2 radians
counter-clockwise about the ẑ axis. That interpretation holds for all coordinate directions:

x̂×Q = ẑ (ŷ ·Q)− ŷ (ẑ ·Q) = project Q to y-z plane + rotate π/2 CCW around x̂ (1.59a)
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ŷ ×Q = x̂ (ẑ ·Q)− ẑ (x̂ ·Q) = project Q to z-x plane + rotate π/2 CCW around ŷ (1.59b)

ẑ ×Q = ŷ (x̂ ·Q)− x̂ (ŷ ·Q) = project Q to x-y plane + rotate π/2 CCW around ẑ. (1.59c)

This geometric interpretation may appear a bit arcane. However, it serves to couple the analytical
to the geometrical, and so supports our understanding. We also encounter it in various guises
particularly when studying vorticity in Part VII of this book.

1.8 Measuring volume
The vector cross product offers a means to measure area defined by two vectors. We now see
how it can be of use to measure the volume determined by three non-parallel vectors. This result
has particular relevance to the volume element used for integration over space. As for the vector
cross product in Section 1.7, we require a bit more nuance for the case of general tensors and
present details in Section 4.5. So the material in the present section assumes Cartesian tensors.

1.8.1 Volume defined by three vectors
Consider the scalar product of an arbitrary vector, R, with the vector product of two vectors,
(P ×Q) ·R. This scalar product projects that portion of the vector, R, onto the direction
parallel to the normal to the plane defined by P ×Q. Given that |P ×Q| is the area of the
parallelogram defined by P and Q, we see that (P×Q) ·R is the volume of the parallelepiped
defined by the three vectors.

The sign of the volume depends on the orientation of the three vectors, P, Q and R. We
assign a convention so that the volume is positive if the vectors are oriented in a right hand
sense. Ignoring this convention, we can simply place an absolute value around the triple product
to ensure a positive volume.

R

P×Q

Q

P

Figure 1.4: Three linearly independent vectors determine a volume given by |(P×Q) ·R| = |(R×P) ·Q| =
|(Q×R) ·P|. We see this identity geometrically by noting that the area of the base is given by |P×Q|, so that
the volume of the parallelepiped is given by the base area times the height, |(P×Q) ·R|. Cyclic permutation
then leads to the equality with the other two expressions.

We prove cyclic symmetry of (P×Q) ·R through the following manipulations

(P×Q) ·R = (P a ea ×Qb eb) ·Rd ed expose coordinates and basis vectors (1.60a)

= P aQb (ea × eb) ·Rd ed rearrange (1.60b)
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= P aQb (ϵabc e
c) · edRd vector product as per equation (1.45) (1.60c)

= P aQb ϵabc (e
c · ed)Rd rearrange (1.60d)

= P aQb ϵabc δ
c
dR

d duality: ec · ed = δcd = δd
c (1.60e)

= P aQb ϵabcR
c d index is contracted: δcdR

d = Rc (1.60f)

= Rc P aQb ϵabc rearrange (1.60g)

= Ra P bQc ϵbca relabel: a→ b and b→ c and c→ a (1.60h)

= Ra P bQc ϵabc even permutation: ϵbca = ϵabc (1.60i)

= (R×P) ·Q redintroduce boldface notation. (1.60j)

This identity yields the geometric result illustrated in Figure 1.4

volume(P,Q,R) = (P×Q) ·R = (R×P) ·Q = (Q×R) ·P. (1.61)

1.8.2 Cartesian volume element for integration

We need the volume of an infinitesimal region when performing an integration over space. When
making use of Cartesian coordinates we need the volume of a rectangular prism defined by
infinitesimal distances along each of the Cartesian coordinate axes. We thus set

P = x̂ dx and Q = ŷ dy and R = ẑ dz, (1.62)

in which case the volume element is

dV = (P×Q) ·R = dx dy dz (x̂× ŷ) · ẑ = dx dy dz. (1.63)

This expression for the volume element could have been written down without the formalism of
a vector triple product. However, in Chapter 3 we find the expression, (P×Q) ·R, provides a
useful starting point to derive the volume element using arbitrary coordinates.

1.8.3 n−space volumes and the Levi-Civita tensor

Let us now combine the geometric specification (1.56) of the vector product as a means to
measure area, with the algebraic specification (1.51d), and do so by writing

2-volume = ϵ(P,Q) = ϵab P
aQb = det

[
P 1 Q1

P 2 Q2

]
. (1.64)

In this equation, ϵab is the totally anti-symmetric second order tensor, whose Cartesian component
expression can be organized as a 2× 2 matrix[

ϵ11 ϵ12
ϵ21 ϵ22

]
=

[
0 1
−1 0

]
. (1.65)

In words, the first equality in equation (1.64) states that the ϵ-tensor in two dimensions takes
two vectors as its argument and produces a 2-volume (i.e., an area). The three dimensional
generalization yields

3-volume = ϵ(P,Q,R) = ϵabc P
aQbRc = det

 P 1 Q1 R1

P 2 Q2 R2

P 3 Q3 R3

 . (1.66)
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Suppressing the first vector argument in the 3-volume produces the surface area one-form defined
by the other two vectors

surface area one-form = ϵ( ,Q,R). (1.67)

By construction, the vectorial surface area is orthogonal to both Q and R since

ϵ(Q,Q,R) = ϵ(R,Q,R) = 0. (1.68)

1.9 Practice with the Cartesian Levi-Civita tensor

The Levi-Civita tensor is a versatile tool for deriving identities in tensor algebra. We illustrated
some of these features in the previous discussion and here illustrate some more, assuming
Cartesian tensors. These examples, and others in this chapter, generally expose elements of the
index gymnastics involved with tensor manipulations. A bit of practice readily allows one to
skip many of the steps that are exposed in the following.

1.9.1 Contractions of the Levi-Civita tensor

Explicit substitution readily verifies that the identity

δdf ϵbcf ϵaed = ϵbc
d ϵaed = δba δce − δbe δca. (1.69)

If c = e then this identity reduces to

ϵbe
d ϵaed = 2 δba. (1.70)

We make use of these, and related, identities throughout this book.

1.9.2 Double vector product

The triple cross product can be derived according to

P× (Q×R) = P aQbRc ea × (eb × ec) (1.71a)

= P aQbRc ea × (ϵbcd e
d) (1.71b)

= P aQbRc ϵbcd ea × ef δdf (1.71c)

= P aQbRc ϵbcd δ
df ϵafg e

g (1.71d)

= P aQbRc ϵbc
f ϵfga e

g (1.71e)

= P aQbRc (δbg δca − δba δcg) eg (1.71f)

= (P ·R)Q− (P ·Q)R, (1.71g)

where we used

ϵbcd δ
df ϵafg = δdf ϵdbc ϵafg = ϵf bc ϵafg = ϵf bc ϵfga = δbg δca − δba δcg, (1.72)

which corresponds to the identity (1.69).
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1.9.3 Scalar product of two vector products
We make further use of the Levi-Civita identity (1.69) to derive the following identity for the
scalar product of two vector cross products

(P×Q) · (R× S) = (ϵabc P
aQb) (ϵdef R

d Se) ec · ef (1.73a)

= P aQbRd Se δcf ϵabc ϵdef (1.73b)

= (P ·R) (Q · S)− (P · S) (Q ·R). (1.73c)

1.10 Transforming the representations of Cartesian tensors
The Cartesian basis vectors are mutually orthogonal, and once their orientation is chosen they are
fixed in space. However, the choice of orientation is arbitrary.15 We can consider an alternative
specification to the Cartesian basis vectors by performing a linear transformation according to

ea = Ra
a ea. (1.74)

This expression introduced components to the transformation matrix, Ra
a, that moves tensors

between the unbarred and the barred Cartesian coordinates. In Cartesian tensor analysis, the
transformation is independent of space. The transformation matrix is a function of space and
time for the general tensors. Even so, much of the formalism developed here has a straightforward
generalization to the general tensors considered in Chapter 4.

Although the transformation in equation (1.74) carries two indices, it is not a tensor. Instead,
it is a matrix operator used to transform from one set of basis vectors to another.16 Indeed, the
slightly rightward placement of the lower index for the transformation in equation (1.74) is a
convention used to express the transformation as a matrix

Ra
a ←→ R =


R1

1 R1
2 R1

3

R2
1 R2

2 R2
3

R3
1 R3

2 R3
3

 . (1.75)

Note that typically we dispense with the double-headed arrow correspondence symbol, and
simply think of Ra

a as R. In that way we have the transpose of the transformation written as

(RT)aa = Ra
a =


R1

1 R2
1 R3

1

R1
2 R2

2 R3
2

R1
3 R2

3 R3
3

 . (1.76)

We have occasion to work with the transpose transformation matrix since, as we show in
Section 1.10.2, transformations between Cartesian coordinates with orthonormal basis vectors
are orthogonal transformations, which means that the inverse of the transformation matrix
equals to the transpose.

1.10.1 Inverse transformation
Assuming the transformation is invertible leads to the inverse transformation

ea = (R−1)aa ea. (1.77)

15The choice for origin is also arbitrary. Here we assume the origins to be the same, so that it is only the
orientation that differs between the two Cartesian coordinate systems.

16We have more to say about the distinction between a matrix and tensor in Section 1.10.7.
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As a self-consistency check we combine this relation with equation (1.74) to render

ea = (R−1)aa ea = (R−1)aaR
c
a ec. (1.78)

This relation holds since
(R−1)aaR

c
a = δca, (1.79)

or as a matrix identity
R−1R = I. (1.80)

1.10.2 Orthogonal transformation

We now assume that the two sets of Cartesian basis vectors are orthonormal, which leads to the
following constraint on the transformation matrix

δab = ea · eb (1.81a)

= Ra
a ea ·Rb

b eb relate barred to unbarred basis vectors (1.81b)

= Ra
aR

b
b ea · eb rearrange (1.81c)

= Ra
aR

b
b δab orthonormality of basis vectors (1.81d)

= (RT)a
a δabR

b
b rearrangement, (1.81e)

where RT is the transpose of the transformation matrix whose components are (note the
positioning of the indices as per equation (1.76))

(RT)a
a = Ra

a. (1.82)

Written as a matrix equation, the identity (1.81e) means that

RT R = I. (1.83)

This identity defines an orthogonal transformation, whereby the inverse matrix equals to the
matrix transpose

R−1 = RT. (1.84)

Consequently, the Cartesian basis vectors transform under rotations according to

ea = Ra
a ea and ea = (RT)aa ea. (1.85)

These transformation rules have implications for how components to vectors and tensors trans-
form.

1.10.3 Geometric interpretation of orthogonal transformations

Orthogonal transformations convert one set of Cartesian coordinates to another. Geometrically,
an orthogonal transformation corresponds to a rotation so long as the determinant of the
transformation is +1, with Figure 1.5 illustrating this axis rotation in two dimensions.17 For
this two dimensional example, the rotation matrix can be written in terms of the cosine of the

17If the determinant of the transformation is −1, then the transformation involves a reflection in addition to a
rotation, with the reflection changing the handedness of the basis vectors. We only consider right handed basis
vectors in this book, so that we only consider orthogonal transformations of Cartesian tensors.
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Figure 1.5: Counter-clockwise rotation through an angle ϑ of a right-handed horizontal Cartesian axes.

angles between the unit vectors; i.e., the direction cosines

Ra
a =

[
cosϑ sinϑ
− sinϑ cosϑ

]
=

[
cosϑ cos(π/2− ϑ)

cos(π/2 + ϑ) cosϑ

]
=

[
e1 · e1 e1 · e2
e2 · e2 e2 · e2

]
. (1.86)

The final form of the rotation matrix reveals that it is built from the projection of the rotated
basis vectors onto the original basis vectors. This result holds for rotations in three dimensions
as well, thus leading to

Ra
a =

 e1 · e1 e1 · e2 e1 · e3
e2 · e1 e2 · e2 e2 · e3
e3 · e1 e3 · e2 e3 · e3

 . (1.87)

With the basis vectors all normalized, elements of the rotation matrix are given by the cosine of
the angle between the respective basis vectors. As such, one sometimes refers to this rotation
matrix as the direction cosines matrix.

1.10.4 Transforming the coordinate representation of a vector

We introduced the transformation (1.77) according to how it acts on the basis vectors. Now
consider how it acts on the coordinate representation of an arbitrary vector, as revealed by
moving around brackets

P = P a ea = P a (RT)aa ea ≡ P a ea. (1.88)

The second equality made use of equation (1.85) for the transformation of the basis vector
under an orthogonal transformation. The final equality reveals the transformation of the vector
components according to

P a = P a (RT)aa = P aRa
a. (1.89)

1.10.5 Invariance of the scalar product

The above properties of an orthogonal transformation ensure that the scalar product takes on
the same form regardless the choice of Cartesian coordinates

P ·Q = P aQb δab expose tensor indices & Kronecker delta (1.90a)
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= P aQb ea · eb orthonormal basis vectors: ea · eb = δab (1.90b)

= P aQb (RT)aa ea · (RT)bb eb rotate basis vectors to barred frame (1.90c)

= P a (RT)aaQ
b (RT)bb ea · eb rearrange (1.90d)

= P aQb ea · eb transform vector components (1.88) (1.90e)

= P aQb δab orthonormal basis vectors: ea · eb = δab. (1.90f)

1.10.6 Transforming the coordinate representation of a second order tensor
We determine how the Cartesian coordinate components of a second order tensor, T ab, transform
by following the now familiar procedure for transforming the basis vectors. The key new facet is
that we now have two basis vectors to carry around rather than just one

T = T ab ea ⊗ eb expose indices and basis vectors (1.91a)

= T ab (RT)aa ea ⊗ (RT)bb eb rotate basis vectors to barred frame (1.91b)

= T ab (RT)aa (R
T)bb ea ⊗ eb rearrange (1.91c)

≡ T ab ea ⊗ eb define transformed tensor components. (1.91d)

The final equality introduced the transformed components to the second order tensor

T ab = T ab (RT)aa (R
T)bb. (1.92)

Transformation of the (1, 1) representation of a second order tensor is given by

T ab = T ab (R
T)aa R

b
b, (1.93)

which compares to equation (1.92) for the fully contravariant representation, T ab. The trans-
formation of the components to higher order tensors follows analogously by carrying around
further basis vectors or basis one-forms.

1.10.7 Distinguishing between tensors and matrices
Matrices are useful for organizing the coordinate components to a tensor. For example, the
coordinate components to a first-order tensor (a vector)

F = F 1 e1 + F 2 e2 + F 3 e3, (1.94)

can be organized into a row vector

F = (F 1, F 2, F 3). (1.95)

We are justified in assigning the name “vector” in this context since we know that the array
elements comprise the coordinate representation of the vector, F. However, if we just see an
array of numbers, say (Q1, Q2, Q3), on its own, then we generally have no idea whether the
elements of that array are related to each other, or if the list is just an ordering of numbers. If
merely a list of numbers, then nothing necessarily changes when we alter coordinates. But if the
array is the coordinate representation of a vector, then we know that the elements of the row
vector are related, and we know how they change when the coordinates are rotated.

Consider two examples of objects that are not tensors. First, the rotation matrix, Ra
a, has

elements built from the direction cosines according to equation (1.87). Although carrying two
indices, this matrix is not the coordinate representation of a second order tensor. Rather, it is
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simply the matrix used to transform the components of tensors from one coordinate system to
another. The rotation matrix is not a geometric object like a vector or tensor, but it is an ordered
array that contains information for how a coordinate transformation alters the representation of
geometric objects.

Although jumping ahead somewhat, we mention one further example encountered when
studying general tensors in Chapter 4. Namely, the Christoffel symbols in Section 4.11.1 are
built from the spatial derivatives of the basis vectors. Although these derivatives are zero for
Cartesian basis vectors, they are not necessarily zero when using general coordinates. The
Christoffel symbols carry three indices, and yet they are not elements of a third order tensor
since they do not transform as elements to a tensor. One way to understand this property is
to note that a tensor that vanishes in one coordinate system is zero for all coordinate systems.
It turns out that all of the Christoffel symbols vanish for Euclidean space using Cartesian
coordinates, because the Cartesian basis vectors are spatially constant. However, there are some
nonzero Christoffel symbols when representing Euclidean space with spherical coordinates or
other general coordinates. By this example, we conclude that the Christoffel symbols cannot be
components of a tensor.

The key point we re-emphasize is that a tensor is a geometric object that can be represented
using any arbitrary set of coordinates. Since the tensor has an objective existence independent
of coordinates, its coordinate components are constrained to transform in a precise manner
when changing coordinates. These properties of tensors are generally not shared with arbitrary
matrices, hence the importance of making the distinction between tensors and matrices.

1.11 Homogeneity and isotropy of second order tensors

We have many occasions to consider symmetry properties of tensor fields, with homogeneity
and isotropy two such properties. When developing these properties for second order Cartesian
tensors, we make use of the (1, 1) tensor representation

T ab = T ac gcb, (1.96)

which is the natural representation of a second order tensor (Section 1.6.1). We also follow this
approach in Section 1.12 when decomposing a second order tensor into its irreducible parts.18

1.11.1 Transpose of a second order tensor

When represented as a matrix, the transpose of a second order tensor is obtained by swapping
the rows and columns. In a similar manner we generate the transpose through the following

Ta
b = (T ba)

T = gac T
c
d gdb = gac T

cb (1.97a)

T ba = (Ta
b)T = gbc Tc

d gda = T bd gda. (1.97b)

The transpose for the sharp and flat representations of the second order tensor follow a bit more
simply

(T ab)T = T ba and (Tab)
T = Tba. (1.98)

18We certainly can perform such decompositions with other representations of a tensor. But we choose to focus
on the (1, 1) representation here.
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1.11.2 Trace of a tensor

The trace of a second order tensor is given by the contraction

trace(T) = T ac gca = T aa = T 1
1 + T 2

2 + T 3
3, (1.99)

which is the sum of the diagonal components of the natural representation.

1.11.3 Homogeneous tensors

A tensor field is homogeneous if it possesses the same value at each point in space. For example,
a uniform temperature field is homogeneous, as is a uniform velocity field. As defined, a
homogeneous tensor field has no spatial dependence and thus it does not provide any means to
distinguish points in space. Likewise, a time independent tensor is said to be homogeneous in
time.

1.11.4 Isotropic tensors

A tensor field is isotropic if its representation remains independent of coordinate basis. A scalar
tensor is, by definition, isotropic since it has no information about spatial directions. A nonzero
vector field cannot be isotropic since it points in a particular direction and so its representation
is dependent on the orientation of the basis vectors.

A second order Cartesian tensor, J, is isotropic if its components are unchanged when
undergoing rotation, so that

Jab = JabR
b
b (R

T)aa ≡ Jab, (1.100)

where we used equation (1.93) for the component transformation. For nonzero tensors, equation
(1.100) is satisfied only if we can write

Jab = λ δab, (1.101)

with λ an arbitrary scalar. We verify this property through noting that

δabR
b
b (R

T)aa = Ra
b (R

T)aa = δab, (1.102)

where the final equality made use of orthogonality of the rotation matrix. Hence, the most
general second order isotropic tensor is proportional to the Kronecker (identity) tensor.

1.11.5 Decomposition into isotropic and anisotropic tensors

We often find it useful to decompose an arbitrary second order tensor into its anisotropic and
isotropic components according to

T ab = T ab −
T pp δ

a
b

N︸ ︷︷ ︸
anisotropic

+
T pp δ

a
b

N︸ ︷︷ ︸
isotropic

(1.103)

where
N = δpp (1.104)

is the number of space dimensions, which equals to the trace of the Kronecker tensor. By extract-
ing the isotropic portion, we know that the remaining portion is anisotropic by construction.
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1.12 Irreducible parts of a second order tensor
Second order tensors have nine degrees of freedom when working in N = 3 dimensional space. It
can be useful to decompose these tensors into their irreducible tensorial parts as presented here,
with these parts generally representing distinct kinematic properties that help to understand
the physical nature of the tensor. The decomposition shares much with the decomposition into
anisotropic and isotropic tensors in Section 1.11.5, and with the following results holding for
general tensors.

Any second order tensor can be decomposed into its symmetric and anti-symmetric parts
according to

T = (T+TT)/2 + (T−TT)/2 = S+A. (1.105)

Working with the components in the (1, 1) representation of the tensor leads to

T ab = (T ab + Tb
a)/2︸ ︷︷ ︸

symmetric

+(T ab − Tba)/2︸ ︷︷ ︸
anti-symmetric

≡ Sab +Aab. (1.106)

The symmetric tensor, S, is so-named because it satisfies

S = ST ←→ Sab = Sb
a. (1.107)

That is, swapping rows and columns leaves elements of a symmetric tensor unchanged. In three
space dimensions, a symmetric second order tensor has six (rather than nine) degrees of freedom.
The anti-symmetric tensor (also called the skew-symmetric tensor) satisfies

A = −AT ←→ Aab = −Aba, (1.108)

which means it has three degrees of freedom (for N = 3 space dimensions) and has zero elements
along its diagonal

A1
1 = A2

2 = A3
3 = 0. (1.109)

The final irreducible part of a tensor is the trace, which we introduced in Section 1.11.2 and it is
given by the sum of the diagonal elements

T aa = T 1
1 + T 2

2 + T 3
3 = Saa, (1.110)

with the second equality following since the skew symmetric tensor, A, has zero for its diagonal
elements. We are thus led to the irreducible decomposition of an arbitrary second order tensor

T ab = Spp δ
a
b/N︸ ︷︷ ︸

trace

+ (Sab − Spp δab/N)︸ ︷︷ ︸
deviator

+ Aab︸︷︷︸
skew

. (1.111)

The combination,
(Sdev)ab = Sab − Spp δab/N, (1.112)

is known as the deviatoric tensor or deviator, which, by construction, has zero trace

(Sdev)aa = 0. (1.113)

1.13 Dot and double-dot notation for contractions
As seen many times in this chapter, we often use a dot notation for the contraction of two first
order tensors, such as for the scalar product, F ·G, encountered in equation (1.13). The are
additional occasions to contract higher order tensors, yet in this case we must follow a convention
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to know what indices participate in the contraction. Following Tromp (2025a) and others, we
define the dot as a contraction between the last index of the first tensor and the first index of
the second tensor. For example, let T be a second order tensor and A a first order tensor. Their
dot product is thus equal to a first order tensor

T ·A = F , (1.114)

which can be written in components as

T abA
b = T abAb = F a. (1.115)

Alternatively, consider the dot product, A · T = G, which has components

Ab Tb
a = Ab (T ab)

T = Ab (T
ab)T = Ab T

ba = Ga. (1.116)

Evidently, F = G, only if the second order tensor is symmetric, T = T T.
There are occasions in which it is of interest to contract both indices between two second

order tensors, in which we make use of the colon with the following index convention

D : T = Dab Tab = Dab T
ab. (1.117)

This double contraction is most commonly performed between two symmetric tensors, in which
case ordering of the indices does not matter.

1.14 Exercises
exercise 1.1: Product of symmetric matrices
Let A = AT and B = BT be two symmetric matrices. Under what condition is their product
also symmetric: AB = (AB)T?

exercise 1.2: Product of symmetric and anti-symmetric matrices and tensors
Let A = −AT be an anti-symmetric matrix, and S = ST be a symmetric matrix. Show that the
trace of their product vanishes: trace(AS) = 0. Alternatively, in terms of tensors, show that the
double contraction of an anti-symmetric tensor with a symmetric tensor vanishes: Amn Smn = 0.

exercise 1.3: Projection operator
Consider an arbitrary direction in space specified by the unit direction, n̂, with components, n̂a.
Define the symmetric tensor

Pab = gab − n̂a n̂b, (1.118)

so that
Pab T

bc = Ta
c − T bc n̂a n̂b. (1.119)

Show that Pab T
bc is the projection of T onto the plane perpendicular to the direction n̂. Do so

by showing that
Pab T

bc (gad n̂d) = 0 ∀ c. (1.120)

This result motivates referring to Pab as a projection operator.
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Chapter 2

CARTESIAN VECTOR CALCULUS

This chapter presents elements of differential and integral calculus. We build from the tensor
algebra of Chapter 1 to here develop elements of Cartesian tensor calculus, also known as vector
calculus.

chapter guide

The material in this chapter can be found in various forms in nearly all books on calculus
with analytic geometry. Particular treatments, with applications to physics, are given in
the following. Recall from Chapter 1 that we are mindful of the distinction between a
tensor and its coordinate representation. We retain that distinction in this chapter, though
mostly focus on particular Cartesian coordinate representations since we are concerned
with analytical/operational aspects of tensor fields.

• Feynman Lectures: Chapters 2 and 3 in Volume II of the Feynman Lectures
offers insightful discussions of vector differential calculus. Although written for
students of electrodynamics, many of Feynman’s examples are drawn from fluid
mechanics.

• Div, Grad, Curl and all That (Schey, 2004): This text presents the methods
and theorems of vector calculus in a manner that greatly assists the development of
intuition.

• Chapter 2 in Segel (1987) provides a lucid review of vector calculus using Cartesian
tensors.

• Theory and Problems of Vector Analysis (Spiegel , 1974a): This “Schaum’s
Outline Series” book has nearly 500 worked exercises and provides a useful resource
to develop problem solving in vector calculus. Some of the exercises in Section 2.9
at the end of this chapter are drawn from Spiegel (1974a).

• This video from 3Blue1Brown provides some compelling graphics to support intuition
for the divergence and curl operators.

• This Youtube channel from Steve Brunton offers some pedagogical lectures on vector
calculus.

2.1 Gradient of a scalar field . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.1 Direction of steepest ascent . . . . . . . . . . . . . . . . . . . . . 37
2.1.2 Tangent to an isosurface . . . . . . . . . . . . . . . . . . . . . . . 37
2.1.3 Unit normal to an isosurface . . . . . . . . . . . . . . . . . . . . . 38
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2.4.1 Cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . . . 46
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2.7.1 An example rectangular volume . . . . . . . . . . . . . . . . . . . 51
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2.7.3 Surface integral of the outward unit normal . . . . . . . . . . . . 52
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2.7.5 First and second form of Green’s identities . . . . . . . . . . . . . 53
2.7.6 Integral of a curl over a closed surface . . . . . . . . . . . . . . . 53
2.7.7 The domain integral of a non-divergent Cartesian vector field . . 54
2.7.8 Gradient tensor theorem for ∇⊗ F . . . . . . . . . . . . . . . . . 55

2.8 Exact and inexact differentials . . . . . . . . . . . . . . . . . . . . . . . . 55
2.8.1 Exact differentials . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.8.2 Inexact differentials . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.8.3 Integrating factors . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.8.4 An example using the velocity field . . . . . . . . . . . . . . . . . 57
2.8.5 Heuristic physics of exact and inexact differential operations . . . 57

2.9 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.1 Gradient of a scalar field
Consider a real valued scalar field defined on Euclidean space that is a function of Cartesian
coordinates, ψ(x). We can estimate the value of the field at an adjacent point an infinitesimal
distance away, x+ dx, through use of a truncated Taylor series

ψ(x+ dx) = ψ(x) +
∂ψ

∂x1
dx1 +

∂ψ

∂x2
dx2 +

∂ψ

∂x3
dx3 +O (dx · dx) (2.1a)

≈ [1 + dxa ∂a]ψ(x), (2.1b)

where we dropped higher order terms to reach the final approximate expression. We also
introduced the shorthand notation for the partial derivative operator

∂a =
∂

∂xa
, (2.2)

page 36 of 2158 geophysical fluid mechanics



2.1. GRADIENT OF A SCALAR FIELD

y

x

ŝ

n̂ψ(x, y)

Figure 2.1: Contours of a scalar field ψ(x, y) = −x2/2 − y2. At any point in space, the gradient, ∇ψ =
−(x x̂+ 2 y ŷ), points in the direction of steepest increase (ascent) and orients the unit normal, n̂ = |∇ψ|−1 ∇ψ.
The unit tangent, ŝ, points in a direction tangent to a ψ isosurface so that it is everywhere orthogonal to the
direction of steepest ascent: n̂ · ŝ = 0. We follow the convention in which the unit normal is oriented to the left of
the unit tangent when facing in the tangent direction.

which is a notation used throughout this book. Notice how the index on the partial derivative
naturally sits downstairs, in the covariant position. We can thus introduce the Cartesian gradient
operator according to

∇ = x̂ ∂x + ŷ ∂y + ẑ ∂z = e
a ∂a, (2.3)

in which case
ψ(x+ dx) ≈ (1 + dx · ∇)ψ(x). (2.4)

The second equality in equation (2.3) made use of the basis one-forms in Cartesian coordinates
from Section 1.3.3. Evidently, the gradient operator naturally appears as a one-form.

2.1.1 Direction of steepest ascent

Using the approximate relation (2.4), and the geometric expression (1.19) for the scalar product,
renders

ψ(x+ dx)− ψ(x) ≈ |dx| |∇ψ| cosϑ, (2.5)

where ϑ is the angle between the differential increment, dx, and the gradient, ∇ψ. Orienting
the increment dx so that ϑ = 0 ensures that ψ(x+ dx)− ψ(x) is maximal. Consequently, ∇ψ
points in the direction of steepest ascent across constant ψ isosurfaces (Figure 2.1). The opposite
direction is that of steepest descent, where ϑ = π.

2.1.2 Tangent to an isosurface

Consider a family of isosurfaces defined by points satisfying

ψ(x) = constant. (2.6)

Figure 2.1 shows a two dimensional example where the isosurfaces are lines where ψ is a constant.
As another example, consider ψ(x) = ψ(r), where r2 = x · x is the squared radius of a sphere.
Isosurfaces for this spherically symmetric function are spherical surfaces of radius r.

In general, moving along an isosurface keeps the scalar field unchanged. Let ŝ have magnitude
unity and point in the direction tangent to the isosurface at any point determined by the Cartesian

CHAPTER 2. CARTESIAN VECTOR CALCULUS page 37 of 2158



2.1. GRADIENT OF A SCALAR FIELD

m̂

m̂+ δm̂

δm̂

Figure 2.2: The infinitesimal change to a unit direction, δm̂, is orthogonal to itself: δm̂ · m̂ = 0. The reason
is that the unit direction is constrained to retain its unit length, so that the only way that it can change is to
change its direction. In this image we have |m̂+ δm̂| = |m̂| = 1, which requires δm̂ · m̂ = 0. Evidently, δm̂ is
orthogonal to m̂ in the limit that δm̂ gets tiny.

coordinate, x. By construction1

ψ(x+ ŝds)− ψ(x) = 0, (2.7)

where ds is an infinitesimal arc length along the tangent direction. In words, this identity says
that if we move an infinitesimal distance in the direction tangent to the isosurface, then the
function ψ does not change its value. Now expanding this identity in a Taylor series leads to the
vanishing of the tangential partial derivative

ŝ · ∇ψ = ∂sψ = 0. (2.8)

That is, isosurfaces of a function ψ are defined by directions along which the partial derivative of
the function vanishes. For the spherically symmetric function, ψ(x) = ψ(r), the tangent vector
points in either of the two angular directions along the spherical surface.

2.1.3 Unit normal to an isosurface

We may normalize the direction of maximal ascent, in which case we define the unit normal (a
one-form)

n̂ = |∇ψ|−1∇ψ. (2.9)

By construction, the gradient computed in the n̂ direction yields the maximum change for the
function so that the normal derivative is given by

n̂ · ∇ψ = |∇ψ|. (2.10)

For the spherically symmetric example,

n̂ =
x

|x| = r̂, (2.11)

where r̂ is the unit vector pointing radially outward from the origin. In this case the normal
derivative is equal to the radial derivative

n̂ · ∇ψ = ∂rψ spherically symmetric ψ. (2.12)

2.1.4 Unit directions change only via rotation

Consider an arbitrary unit direction, m̂, that is generally a function of space. The unit direction
has unit magnitude,

m̂ · m̂ = 1, (2.13)

1Sometimes in this book we write t̂ for the unit tangent.
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with this property holding at each point in space. Unit directions can only be modified through
changes in their orientation since their magnitude is everywhere fixed at unity. Hence, they
differ in space only through rotations. An important consequence of this property is that the
infinitesimal spatial change to a unit direction is perpendicular to unit direction itself (see Figure
2.2). We see this property through considering an arbitrary infinitesimal change, symbolized by
δ, in which

0 = δ(1) = δ (m̂ · m̂) = 2 m̂ · δm̂. (2.14)

In Section 11.2, we formally show that the constraint

δm̂ · m̂ = 0 (2.15)

means that unit direction changes can only arise from rotations. Even so, the above assertion
should make intuitive sense, with Figure 2.2 illustrating this property.

2.1.5 Showing that δn̂ · n̂ = 0

As an illustration of the constraint (2.15), we verify that it holds for the special case of a unit
normal defined according to equation (2.9) for surfaces of constant scalar field

n̂ = |∇ψ|−1∇ψ. (2.16)

The proof follows first by writing

δn̂ = |∇ψ|−1 [δ(∇ψ)− n̂ δ|∇ψ|] , (2.17)

so that

|∇ψ| n̂ · δn̂ = n̂ · δ(∇ψ)− δ(|∇ψ|) = ∇ψ · δ(∇ψ)|∇ψ| − δ|∇ψ|. (2.18)

We now make use of the identity

δ(|∇ψ|) = δ(
√
∇ψ · ∇ψ) = 1

2
√∇ψ · ∇ψδ(∇ψ · ∇ψ) =

∇ψ · δ(∇ψ)
|∇ψ| , (2.19)

in which case we have shown that δn̂ · n̂ = 0.

2.1.6 Notation for the derivative operators
The discussion in this section made use of the Cartesian partial derivative operator, ∂a, as well
as the gradient operator, ∇. The Cartesian gradient operator becomes the covariant gradient
operator when moving to general tensors, with the covariant gradient also written as ∇. When
acting on first or higher order tensors, the covariant gradient picks up some extra terms beyond
the familiar partial derivatives. To facilitate a translation of the equations in this chapter to
those in general tensors, we commonly make use of the ∇a symbol rather than ∂a. Again, they
are identical for Cartesian tensors.

2.2 Divergence of a vector field
The divergence of a vector field, F, is the scalar product of the gradient operator with the vector

div(F) = ∇ · F = ∇aF a

> 0⇒ diverging vector field

< 0⇒ converging vector field

= 0⇒ divergence-free (or non-divergent) vector field.

(2.20)
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Figure 2.3: Two vector fields with a non-zero horizontal divergence. Left panel: The vector field F = x x̂+ y ŷ
has a spatially constant positive divergence at each point with ∇ · F = 2. We thus say that the vector field is
“diverging from each point.” Right panel: with the opposite sign, the vector field G = −F = −x x̂ − y ŷ has
a spatially constant negative divergence at each point with ∇ · G = −2. We thus say that the vector field is
“converging to each point.” Note that these two vector fields have zero curl, ∇× F = ∇×G = 0.

If the vector field in the surrounding neighborhood of a point is directed away from that point,
then the vector field is diverging as if there is a source at the point (Figure 2.3). In this case the
divergence of the vector field is positive. The converse occurs for a vector field converging to a
point as if there is a sink.

If the vector field under consideration is the velocity field of a moving fluid, then these
considerations are directly related to the conservation of matter that we study in Chapter 19.
That discussion motivates us to consider a positive divergence for a vector field as representing
the creation of “stuff” at a point where there is a positive divergence. Again for the case of a
fluid velocity, there is a net divergence if more fluid leaves a point than enters, and the converse
holds if the velocity field is converging. We further discuss these ideas as part of our study of
the divergence theorem in Section 2.7.

2.2.1 Divergence of a scalar field times a vector field

We have many opportunities to make use of properties of the divergence operator following from
application of the chain rule. For example, use of the chain rule indicates that the divergence of
a scalar field times a vector field is given by

∇ · (ϕF) = ∇a(ϕF a) (2.21a)

= F a∇aϕ+ ϕ∇aF a (2.21b)

= F · ∇ϕ+ ϕ∇ · F. (2.21c)

2.2.2 Laplacian of a scalar field

The Laplacian of a scalar field is the divergence of the gradient

∇2ψ = ∇ · ∇ψ. (2.22)

Scalar fields that have a vanishing Laplacian are said to be harmonic

∇2ψ = 0 harmonic function. (2.23)

The name harmonic originates from the relation of harmonic functions to characteristic vibrational
modes of a taut string such as those found on musical instruments (when played with skill).
Furthermore, harmonic functions play a central role in complex analysis.
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Figure 2.4: A horizontal vector field with a constant curl and zero divergence. Left panel: F = −y x̂ + x ŷ,
=⇒ ∇× F = 2 ẑ and ∇ · F = 0. Right panel: G = −F so that ∇×G = −2 ẑ.

2.3 Curl of a vector field
The curl characterizes how a vector field spins around each point in space. For example, in Part
VII of this book we study the vorticity field, which is the curl of the velocity.

2.3.1 Computing the curl
We measure the curl of a vector by computing the cross product of the gradient operator with
the vector field. Hence, just like the cross product from Section 1.7, the curl is specified by both
a magnitude and a direction

curl(F) = ∇× F (2.24a)

= ea∇a × eb F b coordinate representation (2.24b)

= ea ×∇a (eb F b) move derivative operator (2.24c)

= (ea × eb)∇aF b + F b (ea ×∇aeb) product rule (2.24d)

= (ea × eb)∇aF b ∇aeb = 0 for Cartesian coordinates (2.24e)

= δad (ed × eb)∇aF b δad ed = e
a = 0 (2.24f)

= (ϵdbg∇d F b) eg δad∇a = ∇d. (2.24g)

To reach this result we set ∇aeb = 0 since the Cartesian basis vectors are spatially constant.2

We also made use of the relation (1.45) for the cross product of basis vectors. Expanding the
final expression, using the Cartesian identity ∇d = ∇d = ∂d, leads to

curl(F ) = ∇× F =

[
∂F 3

∂x2
− ∂F 2

∂x3

]
e1 +

[
∂F 1

∂x3
− ∂F 3

∂x1

]
e2 +

[
∂F 2

∂x1
− ∂F 1

∂x2

]
e3, (2.25)

which can also be written as a determinant

∇× F = det

 e1 e2 e3

∂1 ∂2 ∂3
F 1 F 2 F 3

 . (2.26)

The horizontal vector field F = x x̂+y ŷ shown in Figure 2.3 has zero curl yet non-zero divergence.
Figure 2.4 shows another vector field, F = −y x̂+ x ŷ, with zero divergence yet nonzero curl

2Basis vectors corresponding to non-Cartesian coordinates are spatially dependent (see Chapters 3 and 4).
However, they do have a zero covariant gradient, so that the manipulations here quite closely resemble those for
general tensors.

CHAPTER 2. CARTESIAN VECTOR CALCULUS page 41 of 2158



2.3. CURL OF A VECTOR FIELD

Figure 2.5: A horizontal vector field with a zero curl, where F = −∇ψ with the scalar potential given by
ψ = sin(x/10) sin(y/10).

∇× F = 2 ẑ. We encounter this vector again in Section 37.6, where we see that it corresponds
to the velocity of fluid undergoing a rigid-body motion in a rotating reference frame, and with
its curl measuring the vorticity induced by the rotation.

2.3.2 Curl-free vector fields

There are some cases of physically relevant vector fields that have a vanishing curl

∇× F = 0. (2.27)

We sometimes refer to such curl-free vectors as irrotational. In fluid mechanics a curl-free velocity
field has zero vorticity, which is a property maintained by linear gravity waves in the absence of
rotation (Section 55.5). We illustrate a curl-free vector field in Figure 2.5.

The curl of a gradient vanishes, which follows from

∇×∇ψ = ea∇a × eb∇bψ = (ea × eb)∇a∇bψ = 0, (2.28)

where the final equality follows since ea × eb is anti-symmetric on the labels ab

ea × eb = −eb × ea, (2.29)

whereas ∇a∇b is symmetric on these labels

∇a∇b = ∇b∇a. (2.30)

This property allows us to introduce a scalar field whose gradient equals to the curl-free vector
field

F = −∇ψ scalar potential. (2.31)

The scalar ψ is known as the scalar potential. We may be familiar with the scalar potential for
the gravitational force, in which ψ is called the gravitational potential (see Section 13.10 and
Chapter 34).

2.3.3 Vector fields that are both curl-free and divergence-free

Consider a vector field that has zero curl and zero divergence. The curl-free property means that

∇× F = 0 =⇒ F = −∇ψ. (2.32)
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The divergence-free property means that ψ is a harmonic function (Section 2.2.2)

∇ · ∇ψ = ∇2ψ = 0. (2.33)

The velocity field arising from a linear non-rotating gravity wave (Section 55.5) in a Boussinesq
fluid (Section 29.1) maintains zero vorticity and zero divergence. Furthermore, curl-free and
divergence-free velocity fields are commonly encountered in engineering applications such as
aerodynamics (e.g., see Acheson (1990) for many elementary examples).

2.3.4 Practice deriving identities involving the curl

We close this section by deriving a suite of identities involving the curl operator. These identities
arise in various places within this book, particulely when developing dynamical equations for
vorticity. Furthermore, by making use of the rules for general tensor analysis developed in
Chapters 3 and 4, these identities take on the same form regardless the coordinate choice. The
derivations are presented in detail to facilitate understanding of the various steps involving index
gymnastics. After some practice, many of the steps can be readily skipped.

Vanishing divergence of the curl

Making use of equation (2.24g) for the curl leads to its zero divergence

∇ · (∇× F) = ea∇a · [ϵdbg∇d F b) eg] equation (2.24g) (2.34a)

= ea · eg ϵdbg∇a∇d F b ∇a · (ϵdbg eg) = 0 (2.34b)

= δag ϵdbg∇a∇d F b orthonormality, ea · eg = δag (2.34c)

= (ϵdbg∇g∇d)F b δag∇a = ∇g (2.34d)

= 0 ϵdbg∇g∇d = 0. (2.34e)

The final equality holds since ∇g∇d is symmetric on the indices, gd, whereas ϵdbg is anti-
symmetric on these same two indices.

Divergence of the cross product of two gradients vanishes

In a similar manner we find that the divergence acting on the cross product of two gradients
vanishes:

∇ · (∇ϕ×∇ψ) = ea∇a · (eb∇bϕ× ec∇cψ) introduce basis one-forms and indices (2.35a)

= ea · (eb × ec)∇a (∇bϕ ∇cψ) ∇aeb = 0 (2.35b)

= ϵabc∇a (∇bϕ ∇cψ) ea · (eb × ec) = ea · ϵbcd ed = ϵbca = ϵabc

(2.35c)

= 0, (2.35d)

where the result vanishes since ∇a∇bϕ and ∇a∇cψ are both symmetric on their indices, whereas
ϵabc is anti-symmetric on these indices. This derivation can be streamlined by dropping the basis
vectors and basis one-forms:

∇ · (∇ϕ×∇ψ) = ∇a(ϵabc∇bϕ∇cψ) = ϵabc (∇abϕ∇cψ +∇bϕ∇acψ) = 0. (2.36)
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Divergence of a cross product

The divergence of a cross product is determined through the following manipulations:

∇ · (F×E) = ea∇a · (F b eb × Ec ec) expose indices and basis vectors (2.37a)

= ea · (eb × ec)∇a(F bEc) ∇aeb = 0 (2.37b)

= ea · (ϵbcd ed)∇a(F bEc) cross product equation (1.45) (2.37c)

= δad ϵbcd∇a(F bEc) orthonormality, δad = ea · ed (2.37d)

= ϵbcd∇d(F bEc) raise index: δad∇a = ∇d (2.37e)

= ϵbcd (F
b∇dEc + Ec∇dF b) product rule (2.37f)

= −F · (∇×E) +E · (∇× F) equation (2.24g) for curl. (2.37g)

Curl of a scalar times a vector

The curl of a scalar times a vector, ψF, is determined by

∇× (ψF) = ϵdbg∇d(ψ F b) eg equation (2.24g) for curl (2.38a)

= eg ϵdbg [(∇dψ)F b + ψ∇dF b] zero derivative for basis one-forms and ϵ (2.38b)

= ψ∇× F+∇ψ × F reintroduce boldface notation. (2.38c)

Curl of a cross product

The curl of a cross product of two vectors is given by

∇× (F×E) = ea∇a × (eb F
b × ecEc) (2.39a)

= ea × (eb × ec)∇a(F bEc) (2.39b)

= ea × (ϵbcd e
d)∇a(F bEc) (2.39c)

= ϵade ϵbcd ee∇a(F bEc) (2.39d)

= −ϵaed ϵbcd ee∇a(F bEc) (2.39e)

= −(δab δec − δac δeb) ee∇a(F bEc) (2.39f)

= (−δab ec + δac eb)∇a(F bEc) (2.39g)

= F (∇ ·E) + (E · ∇)F−E (∇ · F)− (F · ∇)E, (2.39h)

where we made use of the identity (1.69) for the contraction of two Levi-Civita tensors.

Curl of a curl

The curl of a curl is given by

∇× (∇× F) = ea × (eb × ec)∇a∇b F c. (2.40)

The double cross product is computed by

ea × (eb × ec) = δcd e
a × (eb × ed) (2.41a)

= δcd ϵ
bde ea × ee (2.41b)

= δcd δ
af ϵbde ϵfeg e

g (2.41c)

= δcd δ
af (−δbf δdg + δbg δ

d
f ) e

g (2.41d)
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= −δab ec + δac e
b, (2.41e)

where we made use of the identity (1.69) for the contraction of two Levi-Civita tensors. We are
then left with

∇× (∇× F) = (−δab ec + δac e
b)∇a∇b F c (2.42a)

= −∇b∇b(ec F c) +∇c (eb∇bF c) (2.42b)

= −∇2F+∇(∇ · F). (2.42c)

This identity is particularly useful for non-divergent vector fields, in which

∇× (∇× F) = −∇2F if ∇ · F = 0. (2.43)

Relating advection, curl, and kinetic energy

We apply some of the previous results to derive a relation required to derive the vorticity equation
(Section 40.3.1). In particular, we show that

(v · ∇)v = ω × v +∇(v · v)/2, (2.44)

where
ω = ∇× v (2.45)

is the vorticity, v · v/2 is the kinetic energy per mass, and v is the fluid velocity field. Revealing
a large number of the steps leads to3

ω × v = (∇× v)× v ω = ∇× v (2.46a)

= (ea∇a × eb vb)× ec vc expand v and ∇ (2.46b)

= −ec × (ea × eb) (∇avb) vc rearrange (2.46c)

= (−δcb ea + δac eb) (∇avb) vc identity (2.41e) (2.46d)

= −vb∇vb + vc∇c (eb vb) contract some indices (2.46e)

= (v · ∇)v −∇(v · v/2) contract remaining indices and rearrange. (2.46f)

2.4 Path integral of a scalar function
Consider the integral of a scalar function, ψ, over an arbitrary one-dimensional path in space, C

I =

ˆ B

A
ψ(α) dα. (2.47)

Since any path is a one-dimensional curve, a point along the path can be specified by a single
parameter, denoted here by α with endpoints α = A and α = B.4 We now consider some explicit
examples of how to parameterize a curve to thus enable an explicit evaluation of the integral.5

3See Section 4.4.4 of Griffies (2004) for an alternative derivation.
4We have more to say about the geometry of paths in Sections 5.1 and 5.2.
5In the more general language of differential forms, the evaluation of a path integral requires one to parameterize

points along the path so to then write the path integral as a Riemann integral. This process is known as pulling
back the path integral to a Riemann integral. Shifrin (2004) provies a treatment accessible to those having studied
undergraduate calculus.
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2.4.1 Cartesian coordinates

Lay down a Cartesian coordinate system with an arbitrary origin, in which case the Cartesian
coordinate representation of a point along the path is written

x(α) = x̂x(α) + ŷ y(α) + ẑ z(α), (2.48)

along with the endpoints along the path

x(A) = xA and x(B) = xB. (2.49)

In this way the path integral is written

I =

ˆ B

A
ψ(α) dα =

ˆ B

A
ψ[x(α)] dα. (2.50)

To bring the integral (2.50) fully into a Cartesian parameterized form requires a coordinate
transformation from α to x along the curve. For this purpose, consider two points on the path
that are separated by an infinitesimal parameter difference, in which the difference in their
Cartesian coordinates is given by

dx = x(α+ dα)− x(α) = dx

dα
dα. (2.51)

We thus have

(dα)2 =
dx · dx

dx/dα · dx/dα. (2.52)

Assuming dα > 0 then leads to the integral (2.50) taking on the rather clumsy, but nonetheless
general, form

I =

ˆ B

A
ψ(α) dα =

ˆ B

A
ψ[x(α)] dα =

ˆ B

A
ψ[x(α)]

√
dx · dx

dx/dα · dx/dα. (2.53)

2.4.2 Arc length parameterization

Now consider a common special case for path parameterization where α = s is the arc length
along the path6

I =

ˆ B

A
ψ(α) dα =

ˆ sB

sA

ψ[x(s)] ds. (2.54)

For Euclidean space using Cartesian coordinates, the differential increment of arc length is given
by

ds =
√
dx · dx. (2.55)

Inserting x(s) into this expression renders

ds =
√
dx · dx = ds

√
dx

ds
· dx
ds
. (2.56)

This expression is self-consistent if √
dx

ds
· dx
ds

= 1, (2.57)

6We offer a more focused discussion of curves and tangents in Section 5.2.1 (see in particular equation (5.9)).
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xA

x(α)

xB

Figure 2.6: A linear path, x(α) extending from xA to xB can be parameterized by a non-dimensional parameter
α ∈ [0, 1] via x(α) = xA + (xB − xA)α. Alternatively, it can be parameterized by the arc-length along the path
via x(s) = xA + ŝ s with s ∈ [0, L], L = |xB − xA|, and ŝ the unit tangent vector pointing from xA to xB .

which is merely a rewrite of the defining expression (2.55). Note that the derivative of the curve
with respect to the arc-length, dx/ds, defines a unit tangent vector to the curve

ŝ =
dx

ds
=⇒ ŝ · ŝ = 1. (2.58)

2.4.3 Linear path example

As a specific example, consider a straight line between two points, xA and xB, as in Figure 2.6.
We can parameterize the line using a dimensionless parameter α according to

x(α) = xA + (xB − xA)α α ∈ [0, 1]. (2.59)

Alternatively, we can parameterize using the arc length

x(s) = xA + ŝ s s ∈ [0, L], (2.60)

where L =
´ B
A ds = |xB − xA| is the total arc length of the line, and where ŝ is the unit tangent

vector pointing along the path from xA to xB

ŝ =
x′(s)

|x′(s)| =
xB − xA
|xB − xA|

. (2.61)

As defined we have |x′(s)| = |ŝ| = 1, so that the path integral is given by

I =

ˆ
C

ψ(α) dα =

ˆ L

0
ψ[x(s)] ds. (2.62)

2.5 Path integral of a vector field

Generalizing to a vector field, F(x), we could conceivably integrate each component of the vector
along the curve independently, making use of the approach for scalars functions in Section 2.4.
In practice, however, that quantity rarely appears in physics.7 Instead, we more commonly wish
to integrate that component of F that projects onto a curve

ˆ
C

F · dx =

ˆ
C

F · dx
ds

ds =

ˆ
C

F · ŝ ds, (2.63)

7The mathematical reason it does not appear is that for a general manifold, the addition of vectors is only
defined locally within a tangent space. This limitation prevents us from integrating general tensors over a volume.
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where ŝ = dx/ds is tangent to the curve given by equation (2.58). A common example for the
path integral of a vector concerns the work performed by a force field applied to a physical
system that is moving along a path (this example is studied in Section 11.1.4).

2.5.1 Circulation

For the case of a closed curve or a circuit (see Section 5.1), we refer to the path integral as the
circulation and use the convention of putting an arrowed circle on the integral sign

circulation of vector field =

‰
C

F · dx. (2.64)

The arrow indicates that we conventionally traverse the closed path in a counter-clockwise (right
hand) manner when looking down on the path from above. Note that by choosing a viewpoint as
“above”, we necessarily allow for an unambiguous definition of “counter-clockwise”, thus chosing
an orientation.

2.5.2 Circulation example

Consider the vector field, F, expressed using Cartesian coordinates by the following vector
function

F (x) = −y x̂+ x ŷ, (2.65)

as shown in Figure 2.4. What is the circulation computed around a circle of radius r whose
center is the origin? To compute this circulation we make use of plane polar coordinates, in
which x = r cosα and y = r sinα, with α ∈ [0, 2π] the polar angle measured from the positive
x-axis. The position of a point on the circle is thus written x(α) = r (x̂ cosα+ ŷ sinα), and
the tangent to the circle is dx(α)/dα = r (−x̂ sinα+ ŷ cosα). The integrand to the circulation
(2.63) is given by

F · dx(α)
dα

= r (y sinα+ x cosα) = r2. (2.66)

Hence, the circulation around the constant radius circle is twice the area of the circle

‰
C

F · dx = 2π r2. (2.67)

We apply this result in Section 40.6.2 to geophysical fluids when computing the vorticity induced
by the rotating planet.

2.5.3 Fundamental theorem of calculus

The special case of F = −∇ψ for a scalar field ψ recovers the fundamental theorem of calculus

ψ(xB)− ψ(xA) =
ˆ xB

xA

dψ =

ˆ xB

xA

∇ψ · dx. (2.68)

It follows that for any closed curve with xA = xB, the circulation of ∇ψ vanishes

‰
C

dψ =

‰
C

∇ψ · dx = 0. (2.69)
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S
C = ∂S

dS

n̂

ŝ∇× F

Figure 2.7: Illustrating the geometry of Stokes’ theorem (2.70). The unit outward normal, n̂, points outward
from the surface, S, thus defining the positive or up direction. The integrand (∇× F ) · n̂ is the projection of
the curl of a vector field onto the surface outward normal. The boundary of the area, C = ∂S, is traversed
counterclockwise following the unit tangent vector, ŝ, when computing the circulation. Counter-clockwise is
oriented relative to the positive side of the surface as defined by the outward normal.

2.6 Stokes’ curl theorem

Stokes’ curl theorem relates the integral of a vector field, projected onto the tangent of a
boundary around an orientable surface, to the integral of the unit normal projected onto the
curl of the vector over the area of the surface.8 The geometry of Stokes’ theorem is illustrated
in Figure 2.7. This theorem is used extensively in our study of circulation and vorticity in Part
VII of this book.

2.6.1 Statement of Stokes’ theorem

For an oriented9 two-dimensional surface, S, with a closed boundary, ∂S, Stokes’ theorem says
that the circulation around the boundary equals to the area integrated curl projected onto the
surface outward unit normal ‰

∂S
F · dx =

ˆ
S

(∇× F) · n̂dS. (2.70)

In this equation,

dx =
dx

ds
ds = ŝds (2.71)

is the vector line element along the closed path (circuit), ŝ is the unit tangent vector along the
path, and s is the arc-distance along the path. For the surface integral we have the outward
unit normal, n̂, and dS is the infinitesimal surface area element. The orientation of the outward
normal determines, through the right hand rule, the counter-clockwise direction for the path
integral.

8As noted in a footnote on page 13 of Truesdell (1954), Lord Kelvin and later Hankel independently discovered
what we here refer to as Stokes’ theorem. Stokes’ name became attached to the theorem since he included its
derivation on an examination for students.

9For a surface to be orientable means that we can unambiguously describe its two sides, thus allowing us to
determine a positive (top) side and negative (bottom) side. We are here only concerned with surfaces that are
orientable, thus precluding non-orientable surfaces such as the Möbius strip.
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2.6.2 Stokes’ theorem for a rectangular region

To build experience with Stokes’ theorem, consider the case of a rectangle in the x-y plane with
dimensions Lx and Ly, and make use of Cartesian coordinates. In this case the outward normal
is n̂ = ẑ, so that

(∇× F ) · ẑ =
∂F 2

∂x
− ∂F 1

∂y
, (2.72)

in which case the right hand side of Stokes’ theorem reduces to

ˆ
S

(∇× F ) · n̂dS =

ˆ Lx

0

ˆ Ly

0

(
∂F 2

∂x
− ∂F 1

∂y

)
dx dy. (2.73)

Integration around the rectangle then leads to a direct verification of Stokes’ theorem

ˆ Lx

0

ˆ Ly

0

(
∂F 2

∂x
− ∂F 1

∂y

)
dx dy =

ˆ Ly

0
F 2(x, y)

∣∣∣∣x=Lx

x=0

dy −
ˆ Lx

0
F 1(x, y)

∣∣∣∣y=Ly

y=0

dx (2.74a)

=

ˆ Lx

0
F 1(x, 0) dx+

ˆ Ly

0
F 2(Lx, y) dy +

ˆ 0

Lx

F 1(x, Ly) dx+

ˆ 0

Ly

F 2(0, y) dy (2.74b)

=

‰
∂S
F · dx. (2.74c)

We can generalize this result to verify Stokes’ theorem for an arbitrary surface. We do so by
breaking the surface into a lattice of tiny rectangles. Integrating around the tiny rectangles
and summing their contributions leads to a cancellation of the line integrals over all interior
boundaries. The cancellation occurs since an internal edge of a rectangle is integrated once
in each direction thus cancelling its contribution. The only nonzero contribution comes from
integration over the boundary, ∂S.

2.6.3 Stokes’ theorem for a second order tensor

We now prove an expression of Stokes’ theorem that holds for second order tensors. For this
purpose, write the vector, F, as

F = c ·T, (2.75)

where c is a spatially constant vector and T is a second order tensor. We thus have the curl
given by

∇× F = ∇× (c ·T) = (∇×T) · c, (2.76)

so that Stokes’ theorem (2.70) takes the form[ˆ
S

(∇×T) · n̂dS

]
· c =

[‰
∂S

T · dx
]
· c. (2.77)

Since c is an arbitrary constant vector, this equality holds in general

ˆ
S

(∇×T) · n̂dS =

‰
∂S

T · dx. (2.78)

In Section 2.7 we make use of a similar trick with constant vectors to derive corollaries to the
divergence theorem.
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S = ∂R

R

n̂

F

Figure 2.8: Illustrating the geometry of Gauss’s divergence theorem for an ellipsoidal volume, R, with closed
boundary surface, S = ∂R. The outward unit normal along the boundary, n̂, is projected onto the vector field, F,
via the scalar product, F · n̂. Gauss’s divergence theorem says that integrating F · n̂ over the closed boundary
surface, S, yields the same answer as computing the volume integral of the divergence, ∇ · F, over the closed
region, R, bounded by the closed surface S.

2.7 Gauss’s divergence theorem
For a continuously differentiable vector field F, Gauss’s divergence theorem states that

ˆ
R

∇ · FdV =

˛
∂R

F · n̂dS, (2.79)

where n̂ is the outward unit normal to the boundary surface, ∂R, and dS is the surface area
element on the boundary. In words, the left hand side of Gauss’s theorem is the volume integral
of the divergence of a continuously differentiable vector field over a connected volume, R. The
right hand side is the unit normal projection of the vector field that is area integrated over the
closed surface, ∂R, bounding the volume. We follow the convention that

¸
∂R refers to a surface

integral over a closed surface that bounds a volume. This notation contrasts with the surface
integral,

´
S
, that generally does not enclose a volume. Figure 2.8 illustrates the geometry of

Gauss’s divergence theorem. In physics jargon, we say that the divergence of a vector field, ∇·F,
integrated over a volume equals to the flux of that vector field, F · n̂, integrated over the area
bounding the volume.

2.7.1 An example rectangular volume
To build intuition for Gauss’s divergence theorem, consider a rectangular volume with dimensions
Lx, Ly, and Lz and make use of Cartesian coordinates. The volume integral on the left hand
side of equation (2.79) gives

ˆ
R

[
∂F 1

∂x
+
∂F 2

∂y
+
∂F 3

∂z

]
dx dy dz. (2.80)

Focusing on just the leftmost term, integration in x gives

ˆ
R

∂F 1

∂x
dx dy dz =

ˆ y=Ly

y=0

ˆ z=Lz

z=0
[F 1(Lx, y, z)− F 1(0, y, z)] dy dz (2.81a)

=

ˆ
S1+S2

F · n̂dS, (2.81b)

where S1 is the rectangle’s face with outward unit normal n̂ = x̂ and S2 is the rectangle’s face
with unit normal n̂ = −x̂. Repeating this procedure on the other terms in equation (2.80) gives
the area integrated flux through the full boundary. To verify the theorem for a general volume
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V , we take the approach used to prove Stokes’ theorem. First, divide the volume into many
rectangular sub-volumes. Then apply the above result to each sub-volume and sum up the result.
The area integrated fluxes through internal rectangular faces cancel exactly. Therefore, the sum
of all the area integrated fluxes equals to just the flux integrated over the external boundary,
thus yielding the divergence theorem.

2.7.2 Gradient theorem for the volume integral of scalar fields

We consider various corollaries of the divergence theorem, the first of which arises from considering
the special case of a vector field F = ϕ c with c an arbitrary constant vector. Substitution into
the divergence theorem (2.79) yields

˛
∂R
ϕ c · n̂dS =

ˆ
R

∇ · (ϕ c) dV. (2.82)

Pulling the constant vector out of the integrals and rearrangement leads to

c ·
[˛

∂R
ϕ n̂dS −

ˆ
R

∇ϕ dV
]
= 0. (2.83)

Since c is an arbitrary constant vector, this equality is generally true if and only if

˛
∂R
ϕ n̂dS =

ˆ
R

∇ϕ dV. (2.84)

In words, this result says that the integral of a scalar field over the boundary of a closed surface,
when weighted by the outward unit normal to the surface, equals to the volume integral of the
gradient of the scalar field integrated over the region bounded by the closed surface. We make
use of this result in Section 24.2.3 when studying how stresses contribute to the motion of a
fluid element, with particular application to the case of pressure.

2.7.3 Surface integral of the outward unit normal

A corollary of equation (2.84) can be found by setting the scalar field, ϕ, to a constant so that
∇ϕ = 0. We thus find that the area integral of the outward unit normal vanishes when integrated
over the surface of a closed volume ˛

∂R
n̂dS = 0. (2.85)

This identity also holds for two-dimensions, so that the outward normal has a zero line integral
around a closed curve.

An example of the identity (2.85) can be seen by integrating over a closed rectangular volume,
whereby the area integrals cancel component-wise. Another example is the sphere, where n̂ = r̂
is the radial outward unit vector, so that integration of the radial unit vector over the spherical
surface identically vanishes. For some purposes we can take equation (2.85) as the definition of
a simply closed volume (or simply closed curve for the two dimensional case).

2.7.4 Integral of the curl of a vector field

Another identity follows from Gauss’s theorem by setting

F = c× v (2.86)
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where c is a constant vector. As a result,

∇ · F = −c · (∇× v), (2.87)

which follows from the identity (2.37g). We are thus led to the following identities

ˆ
R

∇ · FdV = −c ·
ˆ
R

∇× v dV equation (2.87) (2.88a)

=

˛
∂R

(c× v) · n̂dS divergence theorem (2.79) (2.88b)

= c ·
˛
∂R

(v × n̂) dS since c is a constant. (2.88c)

Since these identities hold for arbitrary c, we are led to

ˆ
R

(∇× v) dV =

˛
∂R

(n̂× v) dS. (2.89)

2.7.5 First and second form of Green’s identities
The further corollary to the divergence theorem arises from considering another special vector
field

F = ψ∇ϕ, (2.90)

with ψ and ϕ scalar fields. Substitution into the divergence theorem (2.79) leads to

˛
∂R
ψ
∂ϕ

∂n
dS =

ˆ
R

[∇ψ · ∇ϕ+ ψ∇2ϕ] dV Green’s first integral identity. (2.91)

We can make this result more symmetric by swapping ψ and ϕ and then subtracting, to render

˛
∂R

[
ψ
∂ϕ

∂n
− ϕ ∂ψ

∂n

]
dS =

ˆ
R

[ψ∇2ϕ− ϕ∇2ψ] dV Green’s second integral identity. (2.92)

Setting ϕ = 1 yields

˛
∂R

∂ψ

∂n
dS =

ˆ
R

∇2ψ dV ⇐⇒
˛
∂R
∇ψ · n̂dS =

ˆ
R

∇ · ∇ψ dV. (2.93)

We make use of these identities in Chapter 9 when studying the Green’s function method for
solving linear partial differential equations.

2.7.6 Integral of a curl over a closed surface
Application of Gauss’s divergence theorem leads us to conclude that the following integral
vanishes ˛

∂R
(∇× F) · n̂dS =

ˆ
R

∇ · (∇× F) dV = 0, (2.94)

where the final equality follows since the divergence of a curl vanishes. Hence, the integral of the
unit normal projection of the curl of a vector field, as computed over an oriented closed surface,
vanishes. We can understand this result geometrically by splitting the closed volume into two
regions and then applying Stokes’ theorem separately to the two regions (see Figure 2.9)

˛
∂R

(∇× F) · n̂dS =

ˆ
S1

(∇× F) · n̂dS1 +

ˆ
S2

(∇× F) · n̂dS2 (2.95a)
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S1

S2

n̂1

n̂2

n̂2

n̂1

Figure 2.9: The integral of the unit normal component of the curl of a function vanishes when integrated over
an oriented closed surface, ∂R, which forms the boundary to a closed volume, R. This result follows from both
Gauss’s divergence theorem as well as Stokes’ curl theorem. For Gauss’s theorem we find

¸
∂R

(∇×F) · n̂dS =´
R
∇ · (∇ × F) dV = 0, which follows since the divergence of the curl vanishes. For Stokes’ theorem we split

the closed volume into two so that its boundary surface has also been split into two, ∂R = S1 + S2. Separately
applying Stokes’ theorem to S1 and S2 leads to the calculation of the circulation around the common boundary
along the equatorial plane. Since orientation of the outward unit normal along the equatorial plane is opposite for
the two regions, the two circulations exactly cancel since they are computed in opposite directions.

=

‰
∂S1

F · dx−
‰
∂S2

F · dx (2.95b)

= 0. (2.95c)

The minus sign appearing in front of

∂S2

occurs since the orientation of the circulation integral

is opposite that for

∂S1

. We are thus left with a cancellation of the circulations. When applied
to the vorticity of fluid flow (Chapter 37), we see that

˛
∂R
ω · n̂dS =

ˆ
R

∇ · ω dV = 0, (2.96)

where ω = ∇× v is the vorticity and v is the fluid velocity.

2.7.7 The domain integral of a non-divergent Cartesian vector field

Consider a vector field that has zero divergence everywhere within a domain, R. Consequently,´
R
∇ · F dV =

¸
∂R F · n̂ dS = 0. Now what can we say about

´
R
F dV ? One might be tempted

to say that it vanishes. But that is generally an incorrect statement as we now show.10

Making use of Cartesian coordinates, and the non-divergence property, know that

0 =

ˆ
R

xa∇ · F dV =

ˆ
R

[∇ · (xa F )− F a] dV, (2.97)

where we used ∂bx
a = δab. Use of the divergence theorem leads to

ˆ
R

F a dV =

ˆ
R

∇ · (xa F ) dV =

˛
∂R
xa (n̂ · F ) dS. (2.98)

The right hand side does not generally vanish since n̂ ·F does not generally vanish at each point
along ∂R. Hence, we find that

´
R
F dV = 0 only for those domains where n̂ · F = 0 at each

point along ∂R.

10As a technical note, we observe that the integral of a vector field is only well defined in Euclidean space and
using Cartesian coordinates. A general manifold requires extra formalism for the purpose of comparing vectors at
two different points.
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2.7.8 Gradient tensor theorem for ∇⊗ F
Certain elements from Stokes’ theorem in Section 2.6 and the divergence theorem from Section
2.7 can be summarized in the following gradient tensor theorem that originates from Gibbs
(1884) (equation (2), page 65, §161), and has been further discussed by Lilly et al. (2024) for
applications in fluid mechanics. For this purpose, recall the definition of the tensor product from
Section 1.6. We are led to the tensor product of the gradient operator and a vector field, here
using Cartesian coordinates

∇⊗ F = ea∂a ⊗ eb F b = (ea ⊗ eb) ∂aF b. (2.99)

Integrating over a domain leads to

ˆ
R

∇⊗ F dV =

ˆ
R

ea∂a ⊗ eb F b dV expose tensor indices (2.100a)

=

ˆ
R

∂a(e
a ⊗ eb F b) dV Cartesian basis is constant (2.100b)

=

[ˆ
R

∂a(e
a F b) dV

]
⊗ eb Cartesian basis is constant (2.100c)

=

[˛
∂R
n̂a e

a F b dS

]
⊗ eb divergence theorem (2.100d)

=

˛
∂R
n̂a e

a ⊗ eb F b dS Cartesian basis is constant (2.100e)

=

˛
∂R
n̂⊗ F dS boldface notation. (2.100f)

Use of the divergence theorem in equation (2.100d) is an application of the scalar gradient
theorem (2.84) separately to each component of F b, so that

˛
∂R
F b n̂dS =

ˆ
R

∇F b dV. (2.101)

The assumption of Cartesian tensors is seemingly basic to the above derivation of the gradient
tensor theorem ˆ

R

∇⊗ F dV =

˛
∂R
n̂⊗ FdS. (2.102)

In fact, when making use of the covariant derivative of a vector as defined in Section 4.11,
as well as the metricity condition from Section 4.13, the derivation also follows for arbitrary
coordinates. The only modification is to interpret the derivative operator, ∇, as a covariant
derivative operator rather than a partial derivative operator. However, while offering a variety of
uses of the gradient tensor theorem for fluids moving on flat surfaces and described by arbitrary
coordinates, Lilly et al. (2024) also shows that the theorem cannot be generalized to arbitrary
curved surfaces.

2.8 Exact and inexact differentials
Thus far in this chapter all differentials have been exact. However, the thermodynamics discussed
in Part IV makes use of both exact and inexact differentials. We here introduce the mathematics
of such differentials. Our focus concerns differentials taken between space points, though we
note that in some applications it may be appropriate to consider space-time displacements.
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2.8.1 Exact differentials

Consider an arbitrary scalar function of space, F (x). A differential increment for that function,
computed between two close points x and x+ dx, is given by

dF (x) = F (x+ dx)− F (x) (2.103a)

= dx · ∇F, (2.103b)

where we dropped higher order terms due to the infinitesimal nature of the increments. It follows
that we can determine the finite increment between two points through integration

F (xB)− F (xA) =
ˆ xB

xA

dF (x) =

ˆ xB

xA

dx · ∇F. (2.104)

These results are familiar from elementary calculus, with the increment dF given by equation
(2.103b) termed an exact differential. Importantly, the finite increment, F (xB)−F (xA), depends
only on the endpoint values of F . It does not depend on the path taken to go from xA to xB.
Correspondingly, the integral of an exact differential vanishes when computed around a closed
loop ˛

dF = 0. (2.105)

2.8.2 Inexact differentials

Consider a differential expression written as

A · dx = Adx+B dy + C dz, (2.106)

where A = A x̂+B ŷ + C ẑ is an arbitrary vector here represented using Cartesian coordinates.
If ∇×A = 0, then A can be written as the gradient of a scalar

∇×A = 0 =⇒ A = ∇F, (2.107)

in which case we have an exact differential expression

A · dx = ∇F · dx = dF. (2.108)

That is, the differential dF = A · dx is exact if

∇×A = 0 =⇒ dF = A · dx exact differential. (2.109)

If ∇×A ̸= 0, then A · dx is termed an inexact differential. We make use of the following
notation for inexact differentials,

d̄G = A · dx, (2.110)

(note the symbol d̄ for the inexact differential). Notably, the path integral of an inexact differential
depends on the path taken between the endpoints. Correspondingly, the integral of an inexact
differential around a closed loop does not generally vanish

˛
d̄G ̸= 0. (2.111)
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2.8.3 Integrating factors

Consider again the inexact differential, d̄G = A · dx, and assume there exists a scalar function,
ϕ, so that the product, ϕ−1 d̄G, is exact. For ϕ to exist it must be such that

∇× (Aϕ−1) = 0. (2.112)

Consequently, we can write
A = ϕ∇F, (2.113)

so that
d̄G = A · dx = ϕ∇F · dx = ϕ dF. (2.114)

The function, ϕ, is known as an integrating factor. As seen in our study of thermodynamics in
Chapter 22 (see in particular Section 22.2.3), pressure is the integrating factor for mechanical
work, temperature is the integrating factor for heating, and the chemical potential is the
integrating factor for chemical work.

2.8.4 An example using the velocity field

Consider the scalar product, v ·dx, where v is the velocity field for a fluid and dx is a differential
increment in space directed along a path. Furthermore, introduce the curl of the velocity, which
defines the vorticity (Section 37.2) ω = ∇×v. For cases where the vorticity vanishes, ω = 0, then
dΨ = v · dx is an exact differential. Consequently, Stokes’ theorem means that the circulation
vanishes for an irrotational velocity field computed around an arbitrary closed loop (Section
37.4)

C ≡
‰
∂S

v · dx =

ˆ
S
ω · n̂dS = 0. (2.115)

Another way to see this result is to note that a vanishing curl means that the velocity field can
be expressed as the gradient of a scalar, v = ∇ψ, so that dΨ = ∇ψ · dx, which is manifestly
exact.

2.8.5 Heuristic physics of exact and inexact differential operations

Consider a hiker climbing a mountain. The mechanical work, which is force applied over a
distance, is a function of the path taken. Some paths are smooth and well marked, whereas
others are rough and poorly marked. Likewise, the frictional heating (of the hiker’s feet, for
example) depend on details of the path (and the shoes!). So although the start and finish points
are fixed, the work exerted and heat generated in going between these points is a function of the
path.

In contrast, the change in gravitational potential energy between the start and finish points
is a function only of the elevation difference between the start and finish points. It does not
depend on the path between the points. So the gravitational potential energy increment between
the two points is an exact differential, with the potential energy for each point a function of the
elevation at the point.

The First Law of thermodynamics, studied in Part IV, states that the sum of path-dependent
processes (work and heat) used in going from one thermodynamic state to another equals to
the difference in the internal energy between the two states. That is, the sum of the inexact
differentials for heat and work equal to the exact differential for internal energy.
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2.9 Exercises
Throughout these exercises we consider a point whose position vector, relative to an arbitrary
origin, is represented using Cartesian coordinates according to

x = x x̂+ y ŷ + z ẑ (2.116)

and whose squared distance from the origin is

r2 = x · x = x2 + y2 + z2. (2.117)

exercise 2.1: practice with the gradient operator
Prove the following identities:

(a) ∇(|x|) = x |x|−1 ≡ r̂

(b) ∇ ln |x| = x |x|−2 = r̂ |x|−1

(c) ∇|x|−1 = −x |x|−3 = −r̂ |x|−2.

exercise 2.2: practice with the Laplacian operator
Show that the Laplacian of the function

ψ =
z x2

r2
(2.118)

is given by

∇2ψ =
2 z (r2 − 5x2)

r4
. (2.119)

Perform the proof using both Cartesian coordinates as well as spherical coordinates (see Figure
4.3), making use of the following expressions for Laplacian operator acting on a scalar field

∇2ψ(x, y, z) =
∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2
(2.120a)

∇2ψ(λ, ϕ, r) =
1

r2 cosϕ

[
1

cosϕ

∂2ψ

∂λ2
+

∂

∂ϕ

(
cosϕ

∂ψ

∂ϕ

)
+ cosϕ

∂

∂r

(
r2
∂ϕ

∂r

)]
. (2.120b)

exercise 2.3: more practice with operators
Prove the following identities with r ̸= 0:

(a) ∇2r−1 = 0

(b) ∇ · (x/r3) = 0

(c) ∇ · (A× x) = x · (∇×A) for an arbitrary vector field A(x).

(d) ∇× [x f(r)] = 0 for an arbitrary function f(r) = f(|x|).

exercise 2.4: rigid-body rotation
Define a velocity field according to

v = Ω× x (2.121)

with Ω a spatially constant angular rotation velocity (e.g., rotation of the earth). This velocity
field describes rigid-body rotation as discussed in Section 37.6. Show that 2Ω = ∇× v. See also
Exercise 37.2.
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exercise 2.5: divergence-free and irrotational vector
Let Φ be a harmonic function so that ∇2Φ = 0. Show that v = −∇Φ satisfies

(a) ∇ · v = 0

(b) ∇× v = 0.

In this way we prove that all harmonic scalar fields correspond to a divergence-free and curl-free
vector field.

exercise 2.6: Conservative vector field and scalar potential
Show that the curl, ∇× F , of the following vector field vanishes

F = 2x z x̂+ 2 y z2 ŷ + (x2 + 2 y2 z − 1) ẑ. (2.122)

Hence, deduce that F is a conservative vector field, meaning that it can be written as the
gradient of a scalar potential ψ according to F = −∇ψ, where (to within an arbitrary constant)

ψ = −[x2 z + (y z)2 − z]. (2.123)

exercise 2.7: Product rule identities
Prove the following identities with F a Cartesian vector in R3:

(a) F = ∂n (F
n x)− x∇ · F

(b) 2Fm = [x× (∇× F )]m − ∂m(x · F ) +∇ · (xFm).

Make use of Cartesian tensors and show all relevant steps, including use of the Levi-Civita tensor
from Section 1.7.1 for the cross-product.

As discussed in Section 12.4.1 of Bühler (2014a), these product rule identities have use for
the study of impulses imparted by a body force per volume, F , to a fluid on an unbounded
domain where the force has compact support (i.e., the force vanishes outside a finite domain).
In that case the above product rule identities allow us to make use of the corresponding integral
identities ˆ

F dV = −
ˆ
x∇ · F dV =

1

2

ˆ
x× (∇× F ) dV. (2.124)

exercise 2.8: Beltrami flow
Beltrami flow is defined by velocity and vorticity fields satisfying

∇ · v = 0 (2.125a)

ω = ∇× v = λv (2.125b)

where λ is a constant with dimensions of inverse length. Show that the following velocity field is
a Beltrami flow

v = (A sin z + C cos y) x̂+ (B sinx+A cos z) ŷ + (C sin y +B cosx) ẑ, (2.126)

where A,B,C are constants with dimensions of length per time. Hint: the solution follows
directly from computing

λu = ∂yw − ∂zv and λ v = ∂zu− ∂xw and λw = ∂xv − ∂yu. (2.127)

exercise 2.9: practice with path integrals
Consider the vector field written using Cartesian coordinates,

F = x y2 x̂+ 2 ŷ + x ẑ. (2.128)
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Let L be a path parameterized by

x = c t y = c/t z = d t ∈ [1, 2], (2.129)

where c and d are constants. Show that the following identities hold

ˆ
L

F dt = c3 ln 2 x̂+ 2 ŷ +
3 c

2
ẑ (2.130a)

ˆ
L

F dy = −3 c4

8
x̂− c ŷ − c2 ln 2ẑ (2.130b)

ˆ
L

F · dx = c4 ln 2− c, (2.130c)

where dx = x̂ dx+ ŷ dy + ẑ dz. Although all three integrals are computed along the same path,
they are not necessarily of the same type. In particular, the first two integrals are vector fields,
whereas the third integral is a scalar.

exercise 2.10: Stokes’ theorem on a plane
Show that

I =

‰
∂S

[
y (4x2 + y2) dx+ x (2x2 + 3 y2) dy

]
=
π

2
b a3 (2.131)

when integrating around the boundary of an ellipse S defined by

x2

a2
+
y2

b2
= 1, (2.132)

where a, b are constants. Hint: make use of Stokes’ theorem on a plane, otherwise known as
Green’s Theorem. Also make use of the substitution x = a cosϕ and the identity

ˆ 0

π
sin2(2ϕ) dϕ = −π

2
. (2.133)

exercise 2.11: practice with Gauss’s divergence theorem
We here demonstrate the validity of Gauss’s divergence theorem for a particular vector field

F =
αx

(r2 + a2)3/2
, (2.134)

where α and a are constants and r2 = x · x is the squared radial distance to a point. Using
fluid mechanics jargon, we think of F as a matter flux with physical dimensions of M L−2 T−1

(mass length−2 time−1). Now compute the transport of F through a spherical surface, S, of
radius |x| = a

√
3

Φ =

˛
|x|=a

√
3
F · n̂dS =

3π α
√
3

2
. (2.135)

With F a matter flux then Φ has physical dimensions of M T−1, so that it is the mass transport
through the spherical surface. Next, show that this transport is equal to the integral of the
divergence over the volume of the sphere

Φ =

ˆ
|x|=a

√
3
∇ · F dV. (2.136)
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We thus verify, for this particular vector field, the divergence theorem

ˆ
R

∇ · F dV =

˛
∂R
F · n̂dS, (2.137)

where n̂ is the outward unit normal on the bounding surface S.

exercise 2.12: more practice with Gauss’s divergence theorem
Prove the following identities, which are readily shown using Gauss’s divergence theorem.

(a)
¸
∂R x · n̂ dS = 3

´
R
dV = 3V , where R is a closed region bounded by ∂R and with volume´

R
dV = V .

(b)
¸
∂R(n̂× F ) dS =

´
R
∇× F dV , for an arbitrary vector field F and with n̂ the outward

unit normal on the bounding surface ∂R. Hint: in a manner similar to the result shown in
Section 2.7.2, make use of Gauss’s theorem with A = F ×C where C is a constant vector.

(c) Let ∂R be a closed surface bounding a volume R, and let x denote the position vector of
a point measured from an arbitrary origin. Prove the following

˛
∂R

n̂ · x
r3

dS =

{
0 if the origin lies outside of ∂R
4π if the origin lies inside of ∂R.

(2.138)
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Chapter 3

GENERAL TENSORS IN BRIEF

Vector calculus, as formalized by the Cartesian tensor analysis of Chapters 1 and 2, is sufficient
for many areas of geophysical fluid mechanics. However, there are a number of applications
where general tensors helps the physics to shine through the maths. We are thus motivated
to move beyond Cartesian tensor analysis to here consider general tensors, thus enabling a
more versatile and precise mathematical formalism. Besides enhancing our tools for geophysical
fluid mechanics, general tensor analysis is found throughout physics so that understanding the
formalism, if only its rudiments, can greatly help to understand the broader physics literature.

Geophysical fluid mechanics applications require only a modest level of new formalism in the
transition from Cartesian tensors to general tensors. The following reasons support a somewhat
minimalist use of general tensor analysis and differential geometry.

• Geophysical fluids are embedded within the same Euclidean space used for Newtonian
particle mechanics (Chapter 11). Notably, Euclidean space has zero intrinsic curvature so
we say that it is a flat space. So although we are concerned with fluid motion on curved
static manifolds (e.g., spherical planets); motion on curved and fluctuating manifolds (e.g.,
Lagrangian coordinates, also isopycnal coordinates); and in describing motion using non-
orthogonal coordinates (e.g., generalized vertical coordinates), the fluid remains embedded
within a background Euclidean space. Through that embedding, the local geometry inherits
features from the Euclidean space. In particular, we continue to measure distance between
points in space via the Pythagorean theorem and the associated Kronecker metric, δij .

• We make use of universal Newtonian time. Hence, time is measured the same by all
observers and reference frames. So although the spatial coordinates used by geophysical
fluid mechanics can be a function of time, the time coordinate is always independent of
space.

• We assume that the position of a fluid particle is described by a vector extending from an
origin, typically assumed to be the center of the planet. In so doing, we retain the notion
of a position as a directed line segment starting from an origin, just as for Cartesian tensor
analysis in Section 1.2. Alternative treatments dispense with the notion of an origin and
corresponding position vector. Instead, these treatments generalize the concept of a vector
to a directed partial derivative operator. We briefly motivate this generalization in Section
3.4.3.1 Such treatments are essential in some areas of continuum mechanics, particularly
when working with arbitrary manifolds where there is no special point that can serve as
the origin. Even so, we retain the notion of an origin for our purposes since it is needed
to discuss motion on a rotating planet. Namely, on a rotating planet the planet’s center

1For a thorough discussion of this general approach to defining vectors and tensors, the reader can refer to
one of the many books on mathematical physics, such as Schutz (1980) (see his Section 2.7) or Frankel (2004)
(see his Section 1.3). Additionally, Tromp (2025b) as well as the appendices to Tromp (2025a) provide a treament
focused on applications to continuum mechanics.
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provides a natural coordinate origin and the rotational axis breaks the isotropy of space.
It follows that to understand the planetary Coriolis acceleration and planetary centrifugal
acceleration, which arise from a rotating terrestrial observer’s description of planetary fluid
motion, requires an acknowledgement of the rotational axis and planetary center.

Each of these features of the space and time used for geophysical fluid mechanics means that
our mathematical needs are less than the general relativist who studies fluids moving in strong
gravity fields and/or over galactic distances. Even so, we do need some of the tools, and that is
the goal for this chapter as well as Chapter 4.

reader’s guide to this chapter
This brief chapter offers an overview sufficient to appreciate why we need general tensors

for certain subjects in this book. We do so by offering a conceptual platform for general
tensor analysis, with details presented in Chapter 4. We focus on tensor analysis on spatial
manifolds endowed with a metric, thus touching on the rudiments of Riemannian differential
geometry. Furthermore, we restrict attention to manifolds embedded in Euclidean space, thus
providing a natural extension of the Cartesian tensor analysis from Chapters 1 and 2.

3.1 Covariance as coordinate invariance . . . . . . . . . . . . . . . . . . . . . 64
3.1.1 Covariance versus covariant . . . . . . . . . . . . . . . . . . . . . 65
3.1.2 Tensor operations . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.1.3 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2 Points, trajectories, and coordinates . . . . . . . . . . . . . . . . . . . . . 66
3.2.1 Time as a parameter and time as a coordinate . . . . . . . . . . . 67
3.2.2 The importance of index placement . . . . . . . . . . . . . . . . . 67

3.3 Example coordinate descriptions . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Locally orthogonal coordinates . . . . . . . . . . . . . . . . . . . 68
3.3.2 Isopycnal coordinates . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.3 Lagrangian or material coordinates . . . . . . . . . . . . . . . . . 69
3.3.4 Tracer coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.5 Coordinates are not tensors . . . . . . . . . . . . . . . . . . . . . 69

3.4 The velocity vector and basis vectors . . . . . . . . . . . . . . . . . . . . 70
3.4.1 Coordinate representation . . . . . . . . . . . . . . . . . . . . . . 70
3.4.2 Basis vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4.3 Vector fields living on a tangent space . . . . . . . . . . . . . . . 71
3.4.4 Concerning basis vectors as differential operators . . . . . . . . . 71

3.5 Notational conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5.1 Covariant, contravariant, and Einstein summation . . . . . . . . 71
3.5.2 Upright and slanted notation . . . . . . . . . . . . . . . . . . . . 72
3.5.3 Physical dimensions . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.5.4 Space-time notation . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.1 Covariance as coordinate invariance
Physical relations are independent of subjective choices for their mathematical representations.
This principle motivates us to seek mathematical expressions between objects whose meaning
transcends a particular coordinate representation. At its most basic level, there is no a priori
notion of the underlying geometry, with an insistence on such generalities leading to general
relativity and the notion of general covariance. General covariance means that the physical
equations take on the same form regardless the coordinates, even though when unpacked into
coordinate components the terms in these equations generally are effected by coordinate choice.
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We do not need general covariance in this book, given that we work on a background Euclidean
space on which the fluid moves, and we make use of a universal Newtonian time measured by all
observers. That is, we work with Galilean space-time. Nonetheless, within the restricted class of
Galilean space-time, we do insist that the mathematical expression of a physical relation in an
inertial reference frame be independent of the coordinate choice.

We refer to the above property of the physical equations as Galilean covariance, or more
specifically coordinate invariance. This property is ensured when the equations of mathematical
physics are relations between geometric objects such as points, vectors, and tensors. We thus
focus in this chapter and in Chapter 4 with the operational goal of laying down the foundations
for expressing the continuum equations of fluid mechanics in a form that exposes their underlying
geometric foundation. Doing so allows us to avoid being distracted by coordinate dependent
statements, while also offering a framework for the practice of using specific coordinates as well
as non-inertial reference frames.

Although physics does not care about coordinates, physicists often do. Namely, it is
convenient, and sometimes necessary, to work with specific coordinates suited to the symmetry
of the physical system, particularly when comparing theory to experiment or when coding a
numerical model. After deriving a physical law in one set of coordinates, it is often of interest to
establish the form of the law in another set of coordinates. How does the physical law, typically
represented as a differential equation, transform into other coordinates? So long as the equations
are written in a proper tensorial form then the equations are form invariant. What constitutes
“proper tensorial form” is a topic for this chapter and Chapter 4.

When the equations do not manifest form invariance (i.e., covariance), then that signals
either a mistake or, more relevant to our study, a subjective view that arises when describing
motion from a non-inertial reference frame. In Part II, we study the accelerations that result
from viewing physical systems from a non-inertial reference frame, with such accelerations
(planetary centrifugal and planetary Coriolis) fundamental to geophysical fluid mechanics. For
this chapter and Chapter 4, we focus on coordinate invariance as a statement that the equations
look the same regardless the choice of coordinates. Consequently, “physics as geometry” has
a major practical implication. Namely, we can establish the validity of a physical relation in
any convenient set of coordinates (including Cartesian), and then extend that relation to all
coordinates so long as we respect the basic rules of tensor analysis.

3.1.1 Covariance versus covariant
The term covariance is here used as a noun, referring to the coordinate invariant form of
equations. In traditional tensor analysis we also make use of covariant as an adjective, which
refers to how a particular coordinate representation of a tensor transforms under coordinate
changes (i.e., covariant labels are downstairs). The two uses are readily confused, particularly
when encountering the covariant derivative in Chapter 4, which can have either a covariant or
contra-variant tensor representation. It is referred to as the covariant derivative since it remains
invariant under coordinate transformations.

It is unfortunate that we do not have two distinct names for these terms, though note that
context and experience serve to clarify their uses. We also note that the older use of covariant
(i.e.,for a downstairs tensor label) is becoming far less common in modern treatments. For this
book, we retain the usage only where convenient.

3.1.2 Tensor operations
Extending a mathematical equation to all coordinates requires the equations to respect certain
tensor rules. In brief, all tensor indices are properly matched and each derivative is covariant
as specified in Section 4.10. In chapter 4, we provide the details needed to understand general
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coordinate invariance. In this chapter we outline the procedure. The elegance and power rendered
by coordinate invariance is the key reason that tensor analysis is ubiquitous in theoretical physics.

To ensure an equation respects coordinate invariance requires us to understand certain
properties of tensors and operations with tensors that produce components of new tensors. We
here summarize the specific properties characterizing coordinate invariance (taken after page
153 of Schutz , 1985):

1. Manipulations of tensor components are called permissible tensor operations if they produce
components of new tensors. The following are permissible operations:

(a) Multiplication of a tensor by a scalar produces a new tensor of the same type.

(b) Addition of components of two tensors of the same type gives components of a new
tensor of the same type. In particular, only tensors of the same type can be equal.

(c) Multiplication of components of two tensors of arbitrary type gives components of a
new tensor whose type is given by the sum of the types for the individual tensors.
This operation is called the outer product or tensor product and is denoted by the
operator ⊗. For example, A⊗B is a second order tensor built from the outer product
of two vectors, A and B. The discussion in Section 1.6 of tensor products largely
holds for general tensors as well.

(d) Covariant differentiation (Sections 4.10 and 4.11) increases by one the order of a
tensor, with the covariant derivative operator denoted by ∇.

(e) Contraction on a pair of indices of the components of a tensor reduces by one the
order of a tensor.

(f) A corollary of the multiplication rule is that if the inner product of two objects yields
a tensor, and if one of these objects is itself a tensor then so too is the other. This
result is known as the quotient rule.

2. If two tensors of the same type have equal components in a given coordinate system, then
they have equal components in all coordinate systems. Hence, the tensors are identical.
As a corollary, if a tensor is zero in one coordinate system, then it is zero in all coordinate
systems. Conversely, if an object vanishes in one set of coordinates but is nonzero in
another, then that object is not a tensor.

3. If a mathematical equation consists of tensors combined only by the permissible tensor
operations, and if the equation is true in one coordinate system, then it is true in any
coordinate system. If the equations involve covariant derivatives, then the equations
remain form invariant under changes in coordinates. For the partial differential equations
of geophysical fluid mechanics, covariant differentiation is the key to coordinate invariance.

3.1.3 Comments
The remainder of this chapter, as well as Chapter 4, we provide details needed for unpacking
the notions of coordinate invariance and specifying particular tensor operations. Even without
penetrating these details, the reader should be able to appreciate why coordinate invariance is
so central to physics.

3.2 Points, trajectories, and coordinates
Consider a point in space, P, at a particular time, τ . If this point represents the position of a
point particle that moves, then as time increases the point traces out a curve in space-time. We
call that curve the trajectory of the particle. In general, a trajectory through space-time could be
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determined by a point particle satisfying Newton’s laws, as discussed in Chapter 11. Or it could
be that of a fluid particle within a continuum, whose motion defines the Lagrangian reference
frame (Section 17.2). Or it could trace the path of something else such as a fish, balloon, boat, or
airplane. As the trajectory is a one-dimensional curve, it is specified mathematically by a single
parameter (see Section 5.2.1). We choose the time measured by an observer on the trajectory
for this parameter. This time is referred to as proper time in special relativity. Yet since we are
working with Newtonian time, there is no ambiguity concerning past, present, and future. In
this manner, time is monotonically increasing and it has the same value at all points in space.

A point in the fluid as well as the trajectory in space-time are both geometric objects that exist
independently of any coordinate representation. Even so, we find the need to represent points,
trajectories, vectors, and other geometric objects using coordinates. For example, coordinates
are needed to make quantitative statements about fluid flow in relation to observers. What is its
speed and direction relative to a chosen reference frame? What is the distance from an origin or
from another particle?

3.2.1 Time as a parameter and time as a coordinate

In special and general relativity, there is a mixing of space and time that warrants the use of
four-dimensional space-time tensor analysis. In contrast, for classical mechanics forming the
foundation of geophysical fluid mechanics, time is a monotonically increasing parameter that is
numerically the same value throughout all of space. We thus make use of the same universal (or
Newtonian) time since the fluid velocity and wave speeds are far smaller than the speed of light.
Hence, for our studies we generally restrict attention to the space + time formalism of classical
mechanics rather than the space-time formalism of relativity. Even so, we have some occasions
for using the space-time formalism, such as mentioned in Section 3.5.4.

The time parameter, τ , specifies a point along a trajectory in space. When making use of
Lagrangian methods for fluid mechanics, we refer to τ as T , the Lagrangian time coordinate. An
alternative measure of time is given by t, which measures time at positions fixed throughout
space. This time is the Eulerian time coordinate of fluid mechanics, which is the time measured
by a fixed laboratory reference frame.

This distinction between the two times is pedantic given that τ = T = t (up to a constant
offset) in the Galilean relativity considered in this book. Nonetheless, it is convenient to make
the distinction when measuring how fluid properties change since these changes are subject to
motion of the observer. For example, changes following a trajectory, found by computing the
trajectory time derivative ∂/∂τ = ∂/∂T , are generally distinct from changes found by computing
the time derivative ∂/∂t, in which the spatial coordinates are held fixed.

When the trajectory is defined by a fluid particle, we refer to ∂/∂T as the material or
Lagrangian time derivative. This time derivative is the same as when working with Newtonian
particle mechanics as in Chapter 11. In contrast, if the spatial coordinates are fixed in space,
then ∂/∂t is an Eulerian time derivative. When alternative spatial coordinates are used, some
of which can move (see Section 3.2.2), then ∂/∂t can be a mixture of Lagrangian and Eulerian
or perhaps neither. We return to these time derivatives in Section 17.4 when discussing fluid
kinematics.

3.2.2 The importance of index placement

In Chapters 1 and 2 we introduced the covariant (downstairs) and contravariant (upstairs)
representation of Cartesian tensors. That distinction is unimportant for Cartesian tensors since
the Cartesian representation of the metric tensor is given by the Kronecker symbol, δab. In
contrast, for general tensors the position of a tensor label has significance.
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We are inspired by the choice for index placement by the placement of indices on coordinates.
For that purpose we choose to express each of the coordinates in an ordered list according to

ξα = (ξ0, ξ1, ξ2, ξ3), (3.1)

with ξα representing a generalized coordinate. The α index is a coordinate label; it is not an
exponent or power. We use a convention whereby Greek labels run from α = 0, 1, 2, 3 with
α = 0 the time coordinate and α = a = 1, 2, 3 the three labels for locating a point in space. The
following shorthand notations are commonly used in this book

ξα = (ξ0, ξ1, ξ2, ξ3) = (ξ0, ξa) = (ξ0, ξ). (3.2)

3.3 Example coordinate descriptions

We here offer coordinate examples used for describing geophysical fluid systems. As the time
coordinate remains universal in our study, the following is only concerned with the spatial
coordinates, a = 1, 2, 3.

3.3.1 Locally orthogonal coordinates

In Sections 4.21, 4.22, and 4.23 we detail three sets of commonly used locally orthogonal
coordinates: Cartesian, cylindrical-polar, and spherical. In Cartesian coordinates, (x, y, z), the
position vector for a point in space is written

x = x x̂+ y ŷ + z ẑ Cartesian. (3.3)

For spherical coordinates, (λ, ϕ, r), the position vector is (see Figure 4.3)

x = r r̂ spherical, (3.4)

and cylindrical-polar coordinates, (r, ϑ, z), (see Figure 4.2) we have

x = r r̂ + z ẑ cylindrical-polar. (3.5)

Note that in spherical coordinates, r is the distance from the origin to the point and r̂ points
from the origin to the point. In contrast, for cylindrical-polar coordinates, r is the distance from
the z-axis and r̂ is the horizontal vector pointing from the z-axis to the point. Each of these
coordinate representations identify positions in space relative to a fixed coordinate origin.

As shown in Section 3.4, Cartesian coordinates have basis vectors that maintain a fixed
direction throughout space. This feature lends simplicity to Cartesian coordinates and its
corresponding Cartesian tensor analysis (Chapters 1 and 2). In contrast, the spherical basis
vectors are spatially dependent. Likewise, the radial and angular basis vectors for polar cylindrical
coordinates are spatially dependent, whereas the vertical direction is the same as the Cartesian
vertical direction. Additionally, the spherical and cylindrical coordinates do not all have the
same physical dimensions. Each of these features of spherical and cylindrical coordinates places
them outside the purview of Cartesian tensor analysis.

3.3.2 Isopycnal coordinates

In geophysical fluids that are stably stratified in the vertical, it is common to measure the vertical
position of a fluid element by specifying its entropy, buoyancy, or potential density depending
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on the application. We generically write these isentropic, buoyancy, or isopycnal coordinates as

ξa = (x, y, b) with b = b(x, y, z, t) isopycnal coordinates, (3.6)

where b = b(x, y, z, t) is a generic symbol for entropy, buoyancy, or potential density. Entropy,
buoyancy, and potential density are materially invariant for perfect fluid flow (flow absent
irreversible processes such as mixing or heating). Hence, all fluid particle motion occurs on
surfaces of constant b. Under such perfect fluid conditions, isopycnal coordinates are of great
use for describing fluid mechanics of stably stratified geophysical flows.2

The isopycnal coordinates are generally not orthogonal since the direction normal to a
buoyancy surface is not generally vertical. Hence, even if the horizontal coordinates are
Cartesian, the use of b to measure the vertical precludes the use of Cartesian tensor analysis.
Furthermore, we note the distinct physical dimensions of the three spatial coordinates (x, y, b),
again necessitating the use of general tensor analysis. We develop the mathematical physics of
such generalized vertical coordinate descriptions in Part XII of this book.

3.3.3 Lagrangian or material coordinates
We can conceive of a fluid as a continuum of fluid particles that are distinguished by continuum
marker coordinates or labels. The initial position for a fluid particle offers a suitable (and
common) choice for these material coordinates. The fluid dynamical equations of motion (i.e.,
Newton’s Law of motion) can be formulated using material coordinates so long as the material
coordinate maintains a 1-to-1 invertible relation to points in space. This kinematical framework
is termed Lagrangian or material. The resulting dynamical equations share much in common
with Newtonian particle mechanics, though with the added feature of contact forces acting
between the fluid elements. We introduce Lagrangian coordinates in Section 17.1.2 and further
develop their formalism in Chapter 18. Lagrangian descriptions are then used throughout this
book. Transformations between material coordinates and spatial coordinates are facilitated by
the methods of general tensor analysis.

3.3.4 Tracer coordinates
Consider a triplet of linearly independent tracer concentrations, Ca = Ca(x, y, z, t), that spans
R3. Hence, at any point in space there is a unique intersection of three tracer isosurfaces, so
that we can uniquely determine a point in space by specifying the value for the three tracer
concentrations. Correspondingly, we can use tracer concentrations as the spatial coordinates

ξa = (C1, C2, C3). (3.7)

In some cases there are only two linearly independent tracers, in which case the two may be used
in combination with a third spatial coordinate such as depth or pressure. Furthermore, the case
of one tracer coordinate formally reduces to the isopycnal coordinate system from Section 3.3.2.3

3.3.5 Coordinates are not tensors
When labels are placed on a coordinate, such as in equation (3.2), we do not refer to a as a
tensor index. Rather, a is simply a label that delineates the spatial coordinates. We make this
distinction in nomenclature since, as noted in Section 1.3.2, coordinates are not tensors. Rather,

2We can make use of the isopycnal coordinate system to determine the vertical position so long as there is a
one-to-one invertible relation between z and b at each horizontal point and at each time instance.

3See Nurser et al. (2022) for a description of fluid flow in the space defined by arbitrary continuous properties
such as tracers.
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coordinates specify the location of points in space, whereas tensors are geometric objects that
live in that space.

We can transform coordinates from one form to another, with those coordinate transforma-
tions inducing changes to the representation of tensors. Cartesian coordinate transformations
are restricted to rigid rotations; i.e., all Cartesian coordinate transformations result in the same
rotation of the Cartesian coordinates at each point in space. Hence, coordinate transformations
between Cartesian coordinates are linear transformations. In contrast, coordinate transforma-
tions can generally be nonlinear, such as the transformation between Cartesian and spherical
coordinates. Nonlinear coordinate transformations require the tools of general tensor analysis to
transform the coordinate representation of tensors.

3.4 The velocity vector and basis vectors
Consider two points in space, P(τ−∆τ/2) and P(τ+∆τ/2) that sit along a particular trajectory
separated by an infinitesimal time increment, dτ . Let x(τ −∆τ/2) and x(τ +∆τ/2) be the
corresponding position, so that the velocity for this trajectory is defined by

v(τ) = lim
∆τ→0

x(τ +∆τ/2)− x(τ −∆τ/2)

∆τ
=

dx(τ)

dτ
. (3.8)

The velocity points in the direction determined by the difference between two points on a
trajectory, in the limit as the time separation between the points vanishes. Consequently, the
velocity points in a direction tangent to the trajectory. Notably, the above definition for the
velocity makes no use of coordinates and it is independent of any choice for origin used to define
the position, x. Hence, the velocity is determined by geometry of the trajectory and specification
of the trajectory’s time parameter. Evidently, velocity is fundamentally an arrow with a length
and direction. That is, the velocity is a geometric object that we refer to as the velocity vector,
and as such it is a tensor.

3.4.1 Coordinate representation
Assume a choice for an arbitrary set of spatial coordinates, ξa, to represent points in space.
These coordinates are used to measure the spatial position of the trajectory according to

P(τ) = x(τ) = x[ξa(τ)], (3.9)

where ξa(τ) is the spatial coordinate position on the trajectory at time τ . This coordinate
representation for the trajectory induces a coordinate representation for the velocity through
use of the chain rule

v(τ) =
dx(τ)

dτ
=

dξa

dτ

∂x

∂ξa
≡ va ea. (3.10)

The expansion coefficients

va =
dξa

dτ
(3.11)

provide a representation for the velocity vector, v(τ), within the coordinate system, ξa.

3.4.2 Basis vectors
As seen by equation (3.10), for each number, va, there is a corresponding basis vector, ea, whose
value at the point x = P is given by

ea(P) =
∂x

∂ξa
. (3.12)
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The basis vectors are generally a function of space and time, with Cartesian coordinates a
notable exception, whose basis vectors are space-time constants.

3.4.3 Vector fields living on a tangent space

The definition of velocity as a vector tangent to the trajectory is a general property of all vectors.
Namely, a vector at a point on a manifold lives within the tangent space to the manifold, with
a distinct tangent space defined at each point of the manifold.4 So although we started by
considering the position of two points relative to an origin, as afforded by Euclidean space, we
do not need two points nor do we need an origin to define a vector. Instead, we simply consider
a vector at a point on a manifold to be an object defined within the tangent space at the point.
In this manner we can dispense with an origin when defining vectors, but in so doing we must
be careful when comparing vectors living on a curved manifold. Namely, the comparison of two
vectors (e.g., their sums or integrals) can only occur when they live in the same tangent space.
So before comparing two vectors, they must be brought to the same tangent space so they can
be compared. Herein lies the fundamental reason for extending the partial derivative operator
to a covariant derivative when acting on vectors and higher order tensors.

3.4.4 Concerning basis vectors as differential operators

Throughout this section we used nomenclature consistent with Section 2.3 of Misner et al. (1973),
Tromp (2025b), and appendix C.3 of Tromp (2025a). A slight modification of this nomenclature,
commonly found in the mathematical physics literature (e.g., Sections 2.7 and 2.8 of Schutz
(1980)), abstracts the identity (3.12) to identify the basis vector as the partial derivative

ea =
∂

∂ξa
not used in this book. (3.13)

Identifying basis vectors as partial derivative operators emphasizes the ability to define a vector
without the need to specify an origin. However, care should be exercised when using this
identification for applications in physics. Namely, dropping P changes the physical dimensions
of the basis vectors relative to the definition (3.12). For example, the Cartesian basis vectors,
ea(P) = ∂ax, are the dimensionless unit vectors x̂, ŷ, ẑ. In contrast, the alternative basis vectors,
ea = ∂a, have dimension of inverse length. For dimensional consistency with the treatment in
Cartesian tensors, we consider the basis vectors to be the partial derivative operator acting on a
point on the manifold as in equation (3.12), rather than the partial derivative operators as in
equation (3.13).

3.5 Notational conventions
We here summarize notational conventions associated with tensor manipulations, sometimes
referred to as index gymnastics. Many of these conventions are familiar from our study of
Cartesian tensors in Chapters 1 and 2, so that the presentation here is relatively terse.

3.5.1 Covariant, contravariant, and Einstein summation

For general tensors, the Einstein summation convention assumes that tensor labels (also called
tensor indices) are summed over their range when a lower covariant index matches an upper

4The tangent bundle is the collection of all tangent spaces for each point of a manifold. A vector field maps
each point of a manifold to the tangent bundle.
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contravariant index. In this way we have an arbitrary vector represented as

F =

3∑
a=1

F a ea = F a ea. (3.14)

By extension, the placement of tensor labels (covariant versus contravariant) has specific meaning
in general tensor analysis. In particular, it is necessary to ensure conservation of indices across
an equal sign, balancing across both upstairs (contravariant) indices and downstairs (covariant)
indices.

The names covariant and contravariant originate from their relation to the labels placed
on a coordinate basis vectors (Section 3.4.2), and thus how they change under coordinate
transformations relative to how basis vectors change (Section 4.1). The covariant tensor label
accords with the downstairs label placement for a coordinate basis, whereas the upstairs
contravariant label is contrary to the coordinate basis (e.g., see Section 2.26 of Schutz (1980). A
useful mneumonic is “co-low” to signal that the covariant label is downstairs (“low”).

Although we make use of the names covariant and contravariant when useful, these terms are
used infrequently in modern tensor analysis, which instead considers tensors as geometric objects
and so it is not primarily concerned with the coordinate representations of tensors. Additionally,
when allowing for a metric tensor (Section 4.1), then the metric can move tensor indices up and
down, thus blurring the distinction between covariant and contravariant representations.

3.5.2 Upright and slanted notation
As detailed in Section 1.2.2 we use a bold upright symbol for a geometric object living in Euclidean
space. The position, x ∈ E3, is an example, as are tensors written as F. In contrast, a slanted
bold symbol is used for a coordinate representation of the position, x, or of a tensor, F , with
coordinate representations living in the space of real numbers. Each coordinate representation is
realized by specifying a subjectively chosen set of coordinates. The tensor does not change when
changing coordinates, but rather its coordinate representation changes. Tensor analysis provides
a systematic means to transform coordinate representations.

The upright versus slanted notation is fundamental conceptually, since it is important to
appreciate that tensors are geometric objects that are not subject to the whims of a particular
coordinate choice. Correspondingly, physically robust differential and integral equations are
coordinate invariant. Even so, the upright-slanted notation can be softly adhered to without
much cause for concern, so long as we are careful to write the coordinate equations using rules
of tensor analysis. In that case, the coordinate equations are unaltered in form when changing
coordinates; i.e., they are tensor equations. Developing a practical and conceptual understanding
of what careful means in this context requires the tensor analysis material presented in Chapter
4.

3.5.3 Physical dimensions
When representing a tensor, such as a vector, in terms of a particular coordinate basis,

F = F a ea, (3.15)

the physical dimensions of the basis vectors, ea, determine those of the coordinate representation,
F a. For Cartesian coordinates, the basis vectors are each non-dimensional, so that the physical
dimensions of the coordinate representation, F a, equal to those of the vector, F. However, for
other coordinate choices, the basis vectors can carry distinct physical dimensions, thus affecting
the dimensions of the coordinate representation. This point is often ignored in the mathematics
literature, where physical dimensions are of no concern. Hence, care should be exercised when
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translating math equations to a physics application. In this book, we are concerned with physics,
so that mathematical equations must have physically consistent dimensions. Indeed, checking
for dimensional consistency is a very useful means to find bugs in mathematical manipulations.

3.5.4 Space-time notation
As introduced in Section 3.2.2, we make use of a Greek label when incorporating time to the
tensor indices, with α = 0 denoting the time coordinate. Time is universal in the Newtonian
world of geophysical fluid mechanics, so that the time coordinate is independent of space.
However, many spatial coordinates are functions of both space and time. Therefore, the time
derivative of a tensor field computed in one set of spatial coordinates generally differs from
another set of spatial coordinates.

Following equation (3.2) used for coordinates, we make use of the following index notation
and ordered list for contravariant components of space-time 4-vectors

Fα = (F 0, F 1, F 2, F 3) = (F 0, F a) = (F 0,F ). (3.16)

In Cartesian coordinates, the time component of the velocity 4-vector is unity

vα = (1, v1, v2, v3) = (1, va) = (1,v) 4-velocity in arbitrary coordinates. (3.17)

There are a variety of points in this book where the space-time formalism is paerticularly
convenient. For example, we use the space-time formalism in Section 4.9 when performing the
transformation of partial derivatives, and we use this formalism in Section 17.5 for Galilean
transformation and Section 17.6 for the transformation of the material time operator. This
notation is especially useful when studying field theory and Hamilton’s principle in Part IX of
this book.

We emphasize that throughout this book, the time coordinate is not a function of space,
which is required since we use universal Newtonian time. For strictly Eulerian coordinates
(coordinates fixed in space), the space coordinates are not functions of time. However, the we do
sometimes allow for the space coordinates to be functions of time, such as when using generalized
vertical coordinates in Part XII of this book.
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Chapter 4

GENERAL TENSORS

In this chapter we generalize the tensor algebra of Chapter 1 and vector calculus of Chapter 2
to general tensors. Our focus concerns tensor analysis needed to describe the physics of particles
and continua embedded in a background Euclidean space. This restricted generalization is
sufficient for purposes in geophysical fluid mechanics (see the start of Chapter 3 for more on this
point). Furthermore, since time remains universal, our main focus concerns space tensors. Even
so, we do find occasion to make use of Galilean space-time tensors, such as when considering a
space-time transformation of the partial time derivative operator (Section 4.9), where the time
derivative cares about the motion of space coordinates even though the time itself is universal.
We also make use of space-time tensors for much of our study of Hamilton’s principle in Part IX
of this book.

The tensor analysis from Chapters 1 2 was largely focused on Cartesian tensors. Cartesian
tensor analysis provides a systematic formulation of vector analysis, with the Euclidean metric
provided by the Kronecker delta (i.e., the unit tensor) forming the foundation for Cartesian
tensors. Here, we extend the formalism by allowing for an arbitrary spatial metric (still embedded
in a background Euclidean space), and in so doing penetrate a bit into the world of Riemannian
differential geometry.

reader’s guide to this chapter
This chapter is necessary for understanding the mathematics of Lagrangian fluid kinematics

(Part III of this book), generalized vertical coordinates in Part XII of this book (Chapters
64, and 65), as well as general curvilinear coordinates such as cylindrical-polar and spherical
(Sections 4.22 and 4.23). Otherwise, this chapter can be skimmed on first reading and returned
to later when the need arises. Some material in this chapter is an updated version of Chapters
20 and 21 from Griffies (2004). Other resources include the treatment of tensors for fluid
mechanics as given by Aris (1962), the physics treatment of Thorne and Blandford (2017)
and the continuum mechanics treatment of Tromp (2025a) and Tromp (2025b).

Note that a mathematically deductive approach to tensor analysis first considers calculus
on differential manifolds that are not endowed with a metric. That study constitutes the
subject matter of differential forms through use of exterior calculus. This topic is beyond our
scope, with the interested reader encouraged to study Frankel (2012).
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4.1 The metric tensor and coordinate transformations

In the study of fluid mechanics we find the need to measure the distance between two points in
space at a particular time instance. Since we assume all points live on a smooth and orientable
manifold (e.g., a sphere, an isopycnal in a stably stratified fluid, the Lagrangian manifold defined
by fluid particle labels), it is sufficient to consider the distance between two infinitesimally close
points and use integration to measure finite distances. The measurement of distance requires a
metric tensor, which is the subject of this section.

4.1.1 Cartesian coordinates in Euclidean space

Consider a Cartesian coordinate representation for the spatial position of two points, with point
P having space coordinates ξa = xa and the other point Q an infinitesimal distance away at
xa + dxa. Furthermore, let

dx = dxa ea (4.1)

be the infinitesimal space vector pointing from P to Q. Since the space is Euclidean, the squared
distance between the two points is based on the Euclidean norm; i.e., the familiar scalar or dot
product (Section 1.4)

ds2 = dx · dx = ea · eb dxadxb = δab dx
adxb. (4.2)

In this expression,
(ds)2 ≡ ds2 (4.3)

is the squared infinitesimal arc-length separating the two points. The Kronecker symbol, δab, is
symmetric

δab = δba, (4.4)

and vanishes when a ̸= b and is unity when a = b

δab =

{
0 if a ̸= b
1 if a = b.

(4.5)

The Kronecker symbol is a representation of the unit tensor.
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4.1.2 The metric as a symmetric second order tensor
As defined by equation (4.2), δab forms the Cartesian representation of the metric tensor for
Euclidean space. The metric is a second order tensor, meaning that its coordinate representation
carries two tensor labels. Contracting the metric tensor with two vectors leads to a number,
namely the squared distance between the two points. Hence, the metric establishes the means
to measure the distance between two points that live on a manifold.

We write this distance-measuring property of the metric tensor in a geometric manner
through

distance(P,Q) =
√

g(P,Q). (4.6)

Here, g is the metric tensor with coordinate representation gab and P, Q are infinitesimally close
vectors with coordinate representations

P = ξa ea and Q = P+ dξa ea. (4.7)

Equation (4.6) indicates that the metric tensor takes two vectors as argument and produces a
scalar. Furthermore, since

distance(P,Q) = distance(Q,P) ≥ 0, (4.8)

the metric tensor is a symmetric and positive tensor that produces zero only when P = Q.

4.1.3 Coordinate representation of the metric tensor
Given the geometric expression (4.6) for the metric, we determine its representation in an
arbitrary coordinate system by considering the squared distance between the coordinate basis
vectors

distance(ea, eb) =
√

g(ea, eb). (4.9)

This relation determines the coordinate components of the metric tensor

g(ea, eb) ≡ gab. (4.10)

Furthermore, for a manifold embedded in Euclidean space (as considered in this book) this
relation is written

gab = ea · eb =
3∑
i=1

(ea)i (eb)i. (4.11)

In this manner, we see that the metric tensor components are determined by computing the
Euclidean scalar product between the basis vectors. We also see that if the basis vectors are
orthogonal, then the metric tensor coordinate representation has vanishing components for a ̸= b.

4.1.4 Transforming the coordinate representation of the metric tensor
We find opportunities to represent the metric tensor in various coordinate systems. Here, we
consider the transformation from Cartesian coordinates, ξa = xa, to arbitrary coordinates, ξa.
Use of the chain rule along with index gymnastics leads to the equivalent expression for the
squared infinitesimal distance between two points

ds2 = δab dξ
a dξb squared distance with Cartesian coordinates (4.12a)

= δab
∂ξa

∂ξa
∂ξb

∂ξb
dξa dξb chain rule to new coordinates (4.12b)

≡ δabΛaa Λbb dξa dξb define the transformation matrix, Λ (4.12c)
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≡ gab dξ
a dξb, define the new coordinate components, gab, (4.12d)

where
gab = δab Λ

a
a Λ

b
b (4.13)

defines the components to the metric tensor as represented by the coordinates ξa.

In equation (4.12c) we introduced elements to the transformation matrix

Λaa =
∂ξa

∂ξa
. (4.14)

This matrix of partial derivatives has a non-zero entry when a coordinate in one representation
changes while moving along the direction of a coordinate in the other representation. As for any
partial derivative, the complement coordinates are held fixed when performing the derivative.
Although carrying indices, the numbers Λaa are not components of a tensor. Instead, they are
components of a matrix used to transform tensor representations from one coordinate system to
another. Organized as a matrix, we follow a convention whereby the row is denoted by the label
closest to Λ, here being a, whereas the column is denoted by the label furthest from Λ, here
dnoted by a, so that

Λaa =

 (∂ξ1/∂ξ1)2,3 (∂ξ1/∂ξ2)1,3 (∂ξ1/∂ξ3)1,2
(∂ξ2/∂ξ1)2,3 (∂ξ2/∂ξ2)1,3 (∂ξ2/∂ξ3)1,2
(∂ξ3/∂ξ1)2,3 (∂ξ3/∂ξ2)1,3 (∂ξ3/∂ξ3)1,2

 . (4.15)

Again, the lower index is displaced to the right to delineate which index refers to the column.
The extra labels denote those coordinates held fixed when performing the partial derivatives.
The transformation matrix is nonsingular for one-to-one invertible coordinate transformations,
in which case its determinant, called the Jacobian of the transformation, is nonvanishing and
single signed. Finally, we sometimes find it useful to write the un-barred coordinates as an
ordered list in a column, ξ = (ξ1, ξ2, ξ3)T , in which case the transformation matrix takes on the
abbreviated form

Λaa =
[
(∂ξ/∂ξ1)2,3 (∂ξ/∂ξ2)1,3 (∂ξ/∂ξ3)1,2

]
. (4.16)

Use of this expression for the transformation matrix leads to the arbitrary coordinate represen-
tation of the metric tensor

gab = ea · eb =



∂ξ

∂ξ1
· ∂ξ
∂ξ1

∂ξ

∂ξ1
· ∂ξ
∂ξ2

∂ξ

∂ξ1
· ∂ξ
∂ξ3

∂ξ

∂ξ2
· ∂ξ
∂ξ1

∂ξ

∂ξ2
· ∂ξ
∂ξ2

∂ξ

∂ξ2
· ∂ξ
∂ξ3

∂ξ

∂ξ3
· ∂ξ
∂ξ1

∂ξ

∂ξ3
· ∂ξ
∂ξ2

∂ξ

∂ξ3
· ∂ξ
∂ξ3

 . (4.17)

The dot appearing in this equation is the usual Cartesian scalar product, which we are afforded
since the background space is Euclidean.

So in summary, the transformation matrix is the central tool needed for the practical use
of tensor analysis. It is defined by the partial derivatives of one coordinate with respect to
another. The transformation matrix is not a tensor and so it is not a geometric object. Rather,
it is dependent on how the two coordinate systems are related, and it provides the means to
transform coordinate representations of tensors between these coordinates. Given our assumption
of motion in the background Euclidean space, we commonly assume one of the two coordinates
to be Cartesian. Yet this assumption is certainly not necessary.
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4.1.5 Basis vectors

We transform the basis vectors from Cartesian into arbitrary coordinates through the transfor-
mation

ea = Λaa ea. (4.18)

Use of the transformation matrix (4.16) renders the arbitrary coordinate basis vectors

e1 =
∂ξ

∂ξ1
and e2 =

∂ξ

∂ξ2
and e3 =

∂ξ

∂ξ3
, (4.19)

which corresponds to the metric tensor written as in equation (4.17).

4.1.6 Finite distance between points

Once the metric is determined, the distance along a curve between two finitely separated points
is given by integration

L =

ˆ √
ds2 =

ˆ φ2

φ1

∣∣∣∣gab dξadφ

dξb

dφ

∣∣∣∣1/2 dφ, (4.20)

where φ is a parameter specifying the curve (e.g., the arc length as in Section 2.4), with φ1 and
φ2 specifying the endpoints of the curve.

4.2 One-forms

The metric tensor, g, is a function of two vectors, so that when the metric eats the two vectors
the result is the scalar distance between the vectors (equation (4.6))

distance(A,B) =
√

g(A,B). (4.21)

What if the metric only eats one vector? The resulting geometric object is known as a one-form

Ã ≡ g(A, ), (4.22)

with the tilde used to distinguish a one-form from a vector.

4.2.1 Coordinate representation of a one-form

We can determine the coordinate representation of a one-form by eating a basis vector

Ã(eb) = g(A, eb) = g(Aa ea, eb) = g(ea, eb)A
a = gabA

a. (4.23)

To reach this result we pulled the coordinate representation Aa outside of the metric tensor since
the tensor eats vectors rather than numbers. This equation defines the coordinate representation
of the one-form, Ã, in terms of its dual vector, A, and the metric tensor

Ab = gabA
a. (4.24)

Evidently, the metric tensor provides the means to lower an index on the representation of a
vector, thus producing the representation of a one-form. It is this seamless transition between
one-forms and vectors that motivates us to drop the tilde notation on the one-form.
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4.2.2 Basis one-forms and the duality condition
Just as for vectors, we find use for a basis of one-forms to specify their coordinate representation.
The basis of one-forms, ea, are defined through the duality condition (sometimes referred to as
the bi-orthogonality relation)

g(ea, eb) = e
a · eb = δab, (4.25)

where
δab = gac gcb (4.26)

are components to the Kronecker tensor, taking the value of unity when a = b and zero otherwise

δab =

 1 0 0
0 1 0
0 0 1

 . (4.27)

Note that it is only for Cartesian coordinates that we have

δac = gab δbc Cartesian coordinates, (4.28)

which follows since gab = δab in Cartesian coordinates (recall Section 1.3.4).

We can obtain an explicit expression for the basis one-forms in arbitrary coordinates by
transforming from Cartesian coordinates through use of the inverse transformation

ea = Λaa e
a, (4.29)

which renders

e1 = x̂
∂ξ1

∂x
+ ŷ

∂ξ1

∂y
+ ẑ

∂ξ1

∂z
= ∇ξ1 (4.30a)

e2 = x̂
∂ξ2

∂x
+ ŷ

∂ξ2

∂y
+ ẑ

∂ξ2

∂z
= ∇ξ2 (4.30b)

e3 = x̂
∂ξ3

∂x
+ ŷ

∂ξ3

∂y
+ ẑ

∂ξ3

∂z
= ∇ξ3. (4.30c)

In Section 4.9.3 we verify that the basis one-forms satisfy the duality condition (4.25) with the
basis vectors

ea · eb = δab. (4.31)

4.2.3 Metric as a mapping between vectors and one-forms

We can contract the expression (4.24) with components of the inverse metric tensor, gab, to
render

gabAb = gab gbcA
c = δacA

c = Aa. (4.32)

This identity, as well as equation (4.24), show that the metric provides a map between coordinate
representations of one-forms and vectors.

To every vector there is a corresponding one-form. We say that the one-forms and vectors are
dual, with the mapping between one-forms and vectors rendered by the metric tensor. Abstractly,
we say that a vector at a point on a manifold lives on the tangent space at that point, whereas
its one-form dual lives on the cotangent space. The metric tensor provides a link between the
tangent space and cotangent space. This link blurs the distinction between one-forms and
vectors, and more generally between covariant and contra-variant representations of tensors. For
Cartesian tensor analysis, the duality between one-forms and vectors is the duality between
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row vectors and column vectors. Furthermore, as for Cartesian tensors, we construct an inner
product by contracting one-forms and vectors to produce a scalar. Finally, the duality relation
given by equation (4.24) offers us the means to raise and lower tensor indices in a manner akin
to the transpose operation in linear algebra that produces a row vector from a column vector.

4.2.4 Transformation of the coordinate representation

The transformation matrix (4.14) provides the means to convert any arbitrary coordinate
representation of a tensor from one coordinate system to another. For example, consider the
coordinate representation of a vector, which is realized by letting the vector eat one of the basis
one-forms

A(ea) = Aa. (4.33)

Now consider another coordinate system with basis one-forms ea, so that the vector has a
representation

A(ea) = Aa. (4.34)

Transforming the basis one-form using the transformation matrix leads to

Aa = A(ea) = A(Λaa e
a) = ΛaaA(ea) = ΛaaA

a. (4.35)

The transformation of an arbitrary one-form representation takes place with the inverse trans-
formation matrix

Aa = A(ea) = A(Λaa ea) = ΛaaA(ea) = ΛaaAa. (4.36)

4.2.5 Arbitrary coordinate representation of inverse metric

The inverse metric tensor has an arbitrary coordinate representation given by

gab = ea · eb =

 ∇ξ1 · ∇ξ1 ∇ξ1 · ∇ξ2 ∇ξ1 · ∇ξ3
∇ξ2 · ∇ξ1 ∇ξ2 · ∇ξ2 ∇ξ2 · ∇ξ3
∇ξ3 · ∇ξ1 ∇ξ3 · ∇ξ2 ∇ξ3 · ∇ξ3

 . (4.37)

Proof that gab gbc = δac requires use of the chain rule relations derived in Section 4.9.3.

4.3 Scalar product

In Section 1.4.3 we defined the scalar product between two Cartesian vectors. The natural
generalization is given by

P ·Q = P aQb ea · eb = P aQb gab = P aQa = PbQ
b, (4.38)

where the second equality made use of the metric tensor coordinate representation given by
equation (4.11). We can conceive of the scalar product in a somewhat more general manner by
recalling that a one-form, P operates on a vector, Q, and conversely, a vector operates on a
one-form. Exposing components leads to

P(Q) = P(Qa ea) = QaP(ea) = Qa Pa, (4.39)

which equals to
Q(P) = Q(Pa e

a) = PaQ(ea) = PaQ
a. (4.40)
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The scalar product is invariant to coordinate changes, as seen through

Q(P) = Q(Pa e
a) = PaQ

a = Q(Pa e
a) = PaQ

a. (4.41)

The invariance is also revealed by working just with the coordinate representations and introducing
the transformation matrix elements

PaQ
a = (Λaa Pa) (Λ

a
bQ

b) = Λaa Λ
a
b PaQ

b = δab PaQ
b = PaQ

a. (4.42)

4.4 Worked example: oblique coordinates

φ

<latexit sha1_base64="7u/jgNWScJlgvQF9nIpzrNBNEUA=">AAACMnicbVDLSgMxFM3UV62vqks3wSK4KjNVqhuh6MZlBfuAzjBk0kwbmswMSUaow/yHH+Larf6C7sSV4EeYmZZiWy8ETs65597keBGjUpnmu1FYWV1b3yhulra2d3b3yvsHbRnGApMWDlkouh6ShNGAtBRVjHQjQRD3GOl4o5tM7zwQIWkY3KtxRByOBgH1KUZKU265ltgehyR1k7MUXsHZzQ61Kxuq+Uywh0jl4mPqlitm1cwLLgNrCipgWk23/G33QxxzEijMkJQ9y4yUkyChKGYkLdmxJBHCIzQgPQ0DxIl0kvxvKTzRTB/6odAnUDBn/zoSxKUcc093cqSGclHLyP+0Xqz8SyehQRQrEuDJIj9mUIUwCwr2qSBYsbEGCAuq3wrxEAmElY5zbovHZwt0NtZiEsugXata9Wr97rzSuJ6mVARH4BicAgtcgAa4BU3QAhg8gRfwCt6MZ+PD+DS+Jq0FY+o5BHNl/PwCHNqqSA==</latexit>

e3 = e3 = ẑ

<latexit sha1_base64="GA8lvW65H1yDQX9mIirVggvHrvQ=">AAACGXicbVDLSsNAFJ3UV62vqCtxM1gEVyURqW6EohuXFewDmhAm00k7dCYJMxOxhOCHuHar3+BO3LryE/wLp2kQ23pg4HDOvZw7x48ZlcqyvozS0vLK6lp5vbKxubW9Y+7utWWUCExaOGKR6PpIEkZD0lJUMdKNBUHcZ6Tjj64nfueeCEmj8E6NY+JyNAhpQDFSWvLMg9TxOSSZl9oZvITOEKlcecg8s2rVrBxwkdgFqYICTc/8dvoRTjgJFWZIyp5txcpNkVAUM5JVnESSGOERGpCepiHiRLpp/oUMHmulD4NI6BcqmKt/N1LEpRxzX09ypIZy3puI/3m9RAUXbkrDOFEkxNOgIGFQRXDSB+xTQbBiY00QFlTfCvEQCYSVbm0mxee/Abobe76JRdI+rdn1Wv32rNq4Kloqg0NwBE6ADc5BA9yAJmgBDB7BM3gBr8aT8Wa8Gx/T0ZJR7OyDGRifPwLDn+M=</latexit>

e1 = x̂

<latexit sha1_base64="Yd7SvcIQkfARg/3c6iqib5dXDA8=">AAACF3icbVBPS8MwHE3nvzn/VT148BIcgqfRikyPQy8eJ7g5WEtJs3QLS5qSpMIo/SCevepn8CZePfoR/BamWxG3+YPA4733y0temDCqtON8WZWV1bX1jepmbWt7Z3fP3j/oKpFKTDpYMCF7IVKE0Zh0NNWM9BJJEA8ZeQjHN4X+8EikoiK+15OE+BwNYxpRjLShAvso80IOSR5knjC+4prMzXMY2HWn4UwHLgO3BHVQTjuwv72BwCknscYMKdV3nUT7GZKaYkbympcqkiA8RkPSNzBGnCg/m34gh6eGGcBISHNiDafs340McaUmPDROjvRILWoF+Z/WT3V05Wc0TlJNYjwLilIGtYBFG3BAJcGaTQxAWFLzVohHSCKsTWdzKSH/DTDduItNLIPuecNtNpp3F/XWddlSFRyDE3AGXHAJWuAWtEEHYJCDZ/ACXq0n6816tz5m1opV7hyCubE+fwC8zZ/W</latexit>e1

Figure 4.1: Oblique basis vectors for the x-z plane where e1 = e1 cosφ+ e3 sinφ and e3 = e3, with e1 = x̂ and
e3 = ẑ. These coordinate basis vectors are related to those used for generalized vertical coordinates shown in the
left panel of Figure 63.2.

We pause in the development to exemplify some of the formalism for oblique coordinates for
the x-z plane as specified by the basis vectors

e1 = e1 cosφ+ e3 sinφ = x̂ cosφ+ ẑ sinφ and e3 = e3 = ẑ. (4.43)

The oblique coordinate basis vectors, ea, are orthogonal when the angle φ = 0, π; otherwise they
are non-orthogonal. Also note that if φ = π/2, 3π/2 then e1 = ±e3, in which case the vectors
no longer form a basis for the x-z plane. So in the following we assume φ ∈ (−π/2, π/2). These
coordinates are oriented so that they correspond to the generalized vertical coordinate basis
vectors depicted in Figure 63.2. Finally, for the purposes of this section we ignore the 2 direction
and just work within the x-z plane. Hence, tensor indices carry values 1 and 3 with 2 ignored.

4.4.1 Turning the crank

We here exhibit the results of turning the crank for the oblique coordinates.

Transformation matrix and its inverse

We can construct the transformation matrix through ea = Λaa ea, and use of the coordinate
basis definition (4.43)

e1 = Λ1
1 e1 + Λ3

1 e3 =⇒ Λ1
1 = cosφ, Λ3

1 = sinφ (4.44a)

e3 = Λ1
3 e1 + Λ3

3 e3 =⇒ Λ1
3 = 0, Λ3

3 = 1, (4.44b)

so that the transformation matrix is

Λaa =

[
Λ1

1 Λ1
3

Λ3
1 Λ3

3

]
=

[
cosφ 0
sinφ 1

]
, (4.45)
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and a matrix inversion yields the inverse transformation matrix

Λaa =

[
Λ1

1 Λ1
3

Λ3
1 Λ3

3

]
=

1

cosφ

[
1 0
− sinφ cosφ

]
. (4.46)

Basis one-forms

The basis one-forms using oblique coordinates are determined by

ea = Λaa e
a = Λa1 e

1 + Λa3 e
3 (4.47)

with e1 = x̂ and e3 = ẑ for Cartesian coordinates. Making use of the inverse transformation
matrix (4.46) leads to

e1 = Λ1
1 e

1 + Λ1
3 e

3 =
x̂

cosφ
(4.48a)

e3 = Λ3
1 e

1 + Λ3
3 e

3 = −x̂ tanφ+ ẑ. (4.48b)

We can readily verify the bi-orthogonality relation (4.25) whereby

ea · eb = δba. (4.49)

Representing a vector

The inverse transformation matrix (4.46) can be used to relate the Cartesian coordinate repre-
sentation of an arbitrary vector, P = P a ea, to the oblique coordinate representation, P = P a ea.
Doing so leads to the contravariant components written using oblique coordinates

P a = Λaa P
a = Λa1 P

1 + Λa3 P
3 =⇒ P 1 =

1

cosφ
P 1 and P 3 = − tanφP 1 + P 3. (4.50)

Likewise, the covariant representation can be found by using the transformation matrix (4.45)
to render

Pa = Λaa Pa = Λ1
a P1 + Λ3

a P3 =⇒ P1 = P1 cosφ+ P3 sinφ and P3 = P3, (4.51)

where P a = Pa for the Cartesian coordinate representation.

Representing the metric tensor

The covariant representation of the metric tensor is given by

ga b = δab Λ
a
a Λ

b
b =

[
g11 g13
g31 g33

]
=

[
1 sinφ
sinφ 1

]
, (4.52)

and its inverse is

ga b = δab Λaa Λ
b
b =

[
g11 g13

g31 g33

]
=

1

(cosφ)2

[
1 − sinφ
− sinφ 1

]
. (4.53)
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Squared magnitude

The squared magnitude of a vector is given by

P ·P = gab P
a P b (4.54a)

= Pb P
b (4.54b)

= (P1 cosφ+ P3 sinφ)
1

cosφ
P 1 + P3 (P

3 − tanφP 1) (4.54c)

= P1 P
1 + P3 P

3 (4.54d)

= δab P
a P b. (4.54e)

4.4.2 Comments
Oblique coordinate offer a pedagogical step towards the more complex case of generalized vertical
coordinates studied in Chapter 63. Indeed, much of the tensor algebra needed for generalized
vertical coordinates is concisely summarized in the above steps using oblique coordinates.

4.5 Volume element and the Jacobian of transformation
Recall from Section 1.8.2 that we derived an expression for the volume of an infinitesimal region
of Euclidean space, R3, using Cartesian coordinates

dV = dx dy dz (x̂× ŷ) · ẑ = dx dy dz. (4.55)

This volume element is used for integrating over a region of R3 when using Cartesian coordinates.
We now generalize this result to arbitrary coordinates.

4.5.1 Jacobian of transformation

From multi-variate calculus, the relation between dξ1 dξ2 dξ3 and dξ1 dξ2 dξ3 for two sets of
coordinates is given by

dξ1 dξ2 dξ3 =
∂ξ

∂ξ
dξ1 dξ2 dξ3 (4.56a)

=
∂(ξ1, ξ2, ξ3)

∂(ξ1, ξ2, ξ3)
dξ1 dξ2 dξ3 (4.56b)

=

[
∂ξ

∂ξ1
× ∂ξ

∂ξ2

]
· ∂ξ
∂ξ3

dξ1 dξ2 dξ3 (4.56c)

= det(Λaa) dξ
1 dξ2 dξ3, (4.56d)

where det(Λaa) is the determinant of the transformation matrix, also known as the Jacobian of
transformation. The transformation is well defined so long as the Jacobian does not vanish. We
maintain labels on the transformation matrix inside the determinant symbol to help indicate the
sense for the transformation. This notation also helps maintain proper conservation of tensor
indices.

4.5.2 Jacobian related to the determinant of the metric
Recall the expression (4.12d) for the transformation of the metric

gab = ΛaaΛ
b
b gab = (ΛT)a

a gab Λ
b
b. (4.57)
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Taking determinants of both sides yields1

det(gab) = det((ΛT)a
a) det(gab) det(Λ

b
b) = [det(Λ)]2 det(gab). (4.58)

To reach this result we used the property of determinants that det(AB) = det(A) det(B) for
any two matrices, and determinant of a matrix equals to the determinant of its transpose so
that, det(ΛT) = det(Λ). Consequently,

det(Λaa) =

√
det(gab)√
det(gab)

. (4.59)

4.5.3 Invariant/covariant volume element

Equation (4.59) leads to the equivalent expressions for the volume element

dV ≡
√

det(gab) dξ
1 dξ2 dξ3 =

√
det(gab) dξ

1 dξ2 dξ3. (4.60)

This relation provides a general coordinate expression for the volume element, which we refer to
as the invariant volume element, or equivalently the covariant volume element. For the special
case when the unbarred coordinates are Cartesian, gab = δab, so that det(gab) = 1 and

det(Λaa) =
√

det(gab) unbarred coordinates are Cartesian. (4.61)

This is a rather useful expression for our purposes, since we can always use Cartesian as the
unbarred coordinates given that geophysical fluids move in a background Euclidean space.

We find that
√
det(gab) appears throughout general tensor analysis, so that it is useful to

introduce the shorthand
g =

√
det(gab). (4.62)

The indices are mere placeholders and play no role in the summation convention.

4.6 The permutation symbol and the determinant
As discussed in Section 1.7.1, the Cartesian components of the Levi-Civita tensor are given
by the permutation symbol, ϵabc. To help determine the general coordinate representation of
the Levi-Civita tensor, we here develop some identities satisfied by the determinant of the
transformation matrix.

4.6.1 Connecting the permutation symbol to the determinant

Consider a two-dimensional space with a transformation matrix Λaa between two sets of
coordinates. The determinant of the transformation is given by

det(Λaa) = Λ1
1 Λ

2
2 − Λ1

2 Λ
2
1. (4.63)

Introducing the permutation symbol ϵab allows us to write this expression in a more tidy manner

det(Λaa) = ϵab Λ
a
1 Λ

b
2 (4.64)

1Note that we leave the indices exposed on the metric tensor when inside of the determinant operator. These
indices are not subject to index conservation, with the determinant a number and so carrying no indices. Rather,
the indices are kept around to remind us what coordinates are used to represent the metric tensor.
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with
ϵ12 = 1 and ϵ21 = −1. (4.65)

The permutation symbol is defined to have numerically the same values whether the labels are
raised or lowered: ϵab = ϵab.

We can generalize the above to any number of dimensions, each of which adds one more
label to the permutation symbol and one more number added to the permutation string. We
already encountered the three dimensional version in Section 1.7.1 when discussing the vector
cross product, in which case the permutation symbol is

ϵ123 = 1 (4.66a)

ϵabc =


0 if any two labels are the same,
1 if a, b, c is an even permutation of 1, 2, 3,
−1 if a, b, c is an odd permutation of 1, 2, 3.

(4.66b)

Likewise, the determinant of the transformation matrix takes the form

det(Λaa) =
∂ξ

∂ξ
=
∂(ξ1, ξ2, ξ3)

∂(ξ1, ξ2, ξ3)
= ϵabc Λ

a
1 Λ

b
2 Λ

c
3. (4.67)

4.6.2 Further identities satisfied by the determinant

The following identity in two dimensions can be readily verified through enumeration

ϵab Λ
a
a Λ

b
b = ϵab det(Λ

a
a), (4.68)

which follows directly from the definition of the determinant and can be explicity verified so
long as we assume the permutation symbol, ϵab, is numerically identical to ϵab. Now contract

both sides of this relation with ϵab to isolate the determinant

1

2
ϵab ϵab Λ

a
a Λ

b
b = det(Λaa), (4.69)

where we used
ϵab ϵab = ϵ12 ϵ12 + ϵ21 ϵ21 = 2. (4.70)

The three dimensional version takes the form

ϵabc Λ
a
a Λ

b
b Λ

c
c = ϵabc det(Λ

a
a), (4.71)

so that
1

3!
ϵabc ϵabc Λ

a
a Λ

b
b Λ

c
c = det(Λaa). (4.72)

The identity (4.72) is an elegant means to write the determinant and it serves many needs.
Here is another relation that can be of use

Λaa det(Λ
a
a) =

1

2!
ϵabc ϵabc Λ

b
b Λ

c
c. (4.73)

The right hand side is (−1)a+a times the determinant of the 2× 2 matrix built from excluding
the a and a elements from Λaa, with this reduced determinant known as the cofactor. To prove
equation (4.73) we contract both sides by Λaa and use the identity Λaa Λ

a
a = 3, in which case

we recover the expression for the determinant in equation (4.72).
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4.6.3 Derivative of the Jacobian with respect to a matrix element

In the study of Hamilton’s principle for fluid mechanics in Chapter 47, we have the need
to compute the derivative of the Jacobian determinant with respect to an element of the
transformation matrix. For this purpose we make use of the identity

∂Λaa
∂Λdd

= δad δ
d
a, (4.74)

which then leads to

∂ det(Λaa)

∂Λdd
=

1

3!
ϵabc ϵabc

∂

∂Λdd

[
Λaa Λ

b
b Λ

c
c

]
=

1

2
ϵdbc ϵdbc Λ

b
b Λ

c
c = Λdd det(Λaa), (4.75)

where the final equality made use of equation (4.73). Evidently, the derivative of the determinant
with respect to a matrix element equals to the determinant multiplied by the element of the
inverse matrix.

4.6.4 Product of two Jacobians

Consider the case of two coordinate transformations that are each 1-to-1 and invertible. Summa-
rize these transformations as

ξa → ξa
′ → ξa, (4.76)

with the corresponding transformation matrices written

Λa
′
a =

∂ξa
′

∂ξa
and Λaa′ =

∂ξa

∂ξa′
and Λaa =

∂ξa

∂ξa
. (4.77)

We now prove the very useful chain rule formula for determinants

det(Λa
′
a) det(Λ

a
a′) = det(Λaa). (4.78)

To prove this identity, consider the two-dimensional case, where we have

det(Λa
′
a) det(Λ

a
a′) = (1/4) (Λ1′

1 Λ
2′
2−Λ1′

2 Λ
2′
1)(Λ

1
1′ Λ

2
2′−Λ1

2′ Λ
2
1′) = (1/2) (Λ1

1 Λ
2
2−Λ1

2 Λ
2
1) = det(Λaa),

(4.79)
where we made use of the chain rule identity

∂x1
′

∂x1
∂x1

∂x1′
= −∂x

1

∂x1
, (4.80)

and its analogs with the other indices. The proof extends to any number of dimensions, and we
make particular use of it when working with particle relabeling symmetry in Section 47.7.

4.7 The Levi-Civita tensor and the volume element

The metric tensor introduced in Section 4.1 provides a means to measure distance between two
points. The Levi-Civita tensor allows us to compute volumes (or areas for two dimensional
manifolds). We make particular use of this tensor to compute the volume element used for
integration. This section generalizes the Cartesian coordinate discussion provided in Section
1.8.3.
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4.7.1 General coordinate representation of the Levi-Civita tensor

The relation (4.68) indicates that the permutation symbol, ϵab, does not transform as the
components to a second order covariant tensor, unless the determinant of the transformation is
unity. The same can be said for the permutation symbol, ϵabc, with equation (4.71) indicating
that it does not transform as the components to a third order covariant tensor, unless the
determinant of the transformation is unity. Unit determinants occur for special transformations,
such as rotations (i.e., Cartesian to Cartesian coordinate transformation as in Chapter 1) and
the identity transformation. Indeed, we have already noted that the permutation symbol has
the same representation regardless the coordinate choice. As we now show, the permutation
symbol is the Cartesian coordinate representation of the Levi-Civita tensor.

The above relations for the determinant motivate us to introduce the general coordinate
form of the Levi-Civita tensor

εabc ≡
√
det(gab) ϵabc. (4.81)

We highlight the distinct symbols in this definition, with ε the Levi-Civita tensor and ϵ the
permutation symbol. By construction, the components to the Levi-Civita tensor transform as

Λaa Λ
b
b Λ

c
c εabc = Λaa Λ

b
b Λ

c
c

√
det(gab) ϵabc (4.82a)

=
√
det(gab) ϵabc det(Λ

a
a) (4.82b)

=
√
det(gab) ϵabc (4.82c)

= εabc, (4.82d)

where equations (4.59) and (4.81) were used. Therefore, εabc transforms as components to a
third order covariant tensor (a (0, 3) tensor). Likewise,

εabc =
ϵabc√
det(gab)

(4.83)

transforms as the components to a third order contravariant tensor (a (3, 0) tensor). These
transformation rules allow us to identify ε as a tensor rather than just a combination of numbers.

4.7.2 The volume element

As a third order tensor, the Levi-Civita tensor takes three vectors as its argument. In particular,
for three infinitesimal vectors we have

ε(e1 dξ
1, e2 dξ

2, e3 dξ
3) = dξ1 dξ2 dξ3 ε(e1, e2, e3) (4.84a)

= dξ1 dξ2 dξ3 ε123 (4.84b)

= dξ1 dξ2 dξ3
√

det(gab) ϵ123 (4.84c)

= dV, (4.84d)

where we used equation (4.60) for the final step. This result means that geometrically, the
Levi-Civita tensor measures the volume defined by three vectors

ε(A,B,C) = volume(A,B,C). (4.85)

This interpretation accords with the Cartesian coordinate discussion of the Levi-Civita tensor in
Section 1.8.3.
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4.8 Vector cross product

The vector cross product of two Cartesian basis vectors yields the third, so that

x̂× ŷ = ẑ and cyclic permutations. (4.86)

The coordinate invariant generalization of this relation is given by

ea × eb ≡ εabc ec. (4.87)

As defined, the vector cross product of two vectors leads to a one-form. We are thus led to the
general coordinate expression for the vector cross product of two arbitrary vectors

P×Q = P aQb ea × eb (4.88a)

= P aQb εabc e
c. (4.88b)

4.9 Coordinate transformation of partial derivatives

Throughout this book, the background space is Euclidean and time is universal (i.e., we maintain
the notion of absolute simultaneity). We are thus concerned with space tensors rather than the
space-time tensors of special and general relativity. Nonetheless, our description of space generally
makes use of curved generalized vertical coordinate surfaces that are time dependent. Curved
surfaces motivate the use of general tensors. Time dependence of these surfaces motivates
a space-time formulation (Section 3.5.4), in particular for the purpose of transforming the
partial time derivative operator. In this section we establish some properties of the space-time
transformation matrix and then make use of this matrix for transforming space and time partial
time derivatives. We have further use of a space-time formulation in Sections 17.5 and 17.6, also
for considering the transformation of partial derivatives.

4.9.1 The space-time transformation matrix

As discussed in Section 4.1.4, transformations between coordinate representations are enabled
by the transformation matrix built from partial derivatives of the coordinate transformations.
The transformation matrix with a universal Newtonian time plus spatial coordinates (that are
functions of space and time) takes on the form

Λαα =
∂ξα

∂ξα
=



∂ξ0

∂ξ0
∂ξ0

∂ξ1
∂ξ0

∂ξ2
∂ξ0

∂ξ3

∂ξ1

∂ξ0
∂ξ1

∂ξ1
∂ξ1

∂ξ2
∂ξ1

∂ξ3

∂ξ2

∂ξ0
∂ξ2

∂ξ1
∂ξ2

∂ξ2
∂ξ2

∂ξ3

∂ξ3

∂ξ0
∂ξ3

∂ξ1
∂ξ3

∂ξ2
∂ξ3

∂ξ3


=



1 0 0 0
∂ξ1

∂ξ0
∂ξ1

∂ξ1
∂ξ1

∂ξ2
∂ξ1

∂ξ3

∂ξ2

∂ξ0
∂ξ2

∂ξ1
∂ξ2

∂ξ2
∂ξ2

∂ξ3

∂ξ3

∂ξ0
∂ξ3

∂ξ1
∂ξ3

∂ξ2
∂ξ3

∂ξ3


. (4.89)

The final equality made use of our assumption that ξ0 = ξ0 since the time coordinate remains
universal. Hence, when computing ∂ξ0/∂ξa we keep ξ0 fixed so that the derivative vanishes as
in the specific case of [

∂ξ0

∂ξ1

]
ξ0,ξ2,ξ3

=

[
∂ξ0

∂ξ1

]
ξ0,ξ2,ξ3

= 0. (4.90)
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Zero elements in the first row of the transformation matrix (4.89) reveals that time is not a
function of space

∂ξ0

∂ξa
= 0, (4.91)

which is expected since we are assuming universal Newtonian time in which time is independent
of space. In contrast, nonzero elements in the first column indicate that our description of space
is generally a function of time

∂ξa

∂ξ0
̸= 0. (4.92)

We see the same overall structure in the inverse space-time transformation matrix

Λαα =
∂ξα

∂ξα
=



∂ξ0

∂ξ0
∂ξ0

∂ξ1
∂ξ0

∂ξ2
∂ξ0

∂ξ3

∂ξ1

∂ξ0
∂ξ1

∂ξ1
∂ξ1

∂ξ2
∂ξ1

∂ξ3

∂ξ2

∂ξ0
∂ξ2

∂ξ1
∂ξ2

∂ξ2
∂ξ2

∂ξ3

∂ξ3

∂ξ0
∂ξ3

∂ξ1
∂ξ3

∂ξ2
∂ξ3

∂ξ3


=



1 0 0 0

∂ξ1

∂ξ0
∂ξ1

∂ξ1
∂ξ1

∂ξ2
∂ξ1

∂ξ3

∂ξ2

∂ξ0
∂ξ2

∂ξ1
∂ξ2

∂ξ2
∂ξ2

∂ξ3

∂ξ3

∂ξ0
∂ξ3

∂ξ1
∂ξ3

∂ξ2
∂ξ3

∂ξ3


. (4.93)

4.9.2 Determinant of the transformation matrix
The determinant of the space-time transformation and its inverse remains identical to the
determinant of their purely space portions

det(Λαα) = det(Λaa) and det(Λαα) = det(Λaa), (4.94)

which follows since the first row in both transformations has only a single non-zero value, Λ0
0 = 1

and Λ0
0 = 1. Hence, the relations developed in Sections 4.5 and 4.6 for the volume element and

Jacobian of transformation remain unchanged when adding the universal time coordinate.

4.9.3 Multiplying the transformation matrix and its inverse
We here verify that the transformation matrix (4.89) indeed has its inverse given by (4.93). For
this purpose we must prove the space-time duality relations

δαβ = Λαβ Λ
β
β and δαβ = Λαβ Λ

β
β, (4.95)

where δαβ and δαβ are components to the identity tensor. The proof relies on writing the
space-time coordinate transformation as a composite function

ξα = ξα(ξα) = ξα[ξα(ξβ)]. (4.96)

Taking partial derivatives and using the chain rule renders

δαβ =
∂ξα

∂ξβ
=
∂ξα

∂ξα
∂ξα

∂ξβ
= Λαα Λ

α
β and δαβ =

∂ξα

∂ξβ
=
∂ξα

∂ξα
∂ξα

∂ξβ
= Λαα Λ

α
β. (4.97)

Furthermore, the space subcomponents decouple from time, which can be seen by considering a
few representative cases

1 = δ00 = Λ0
α Λ

α
0 = Λ0

0 Λ
0
0 (4.98a)
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1 = δ11 = Λ1
α Λ

α
1 = Λ1

a Λ
a
1 (4.98b)

0 = δ01 = Λ0
α Λ

α
1 = Λ0

0 Λ
0
1 (4.98c)

0 = δ12 = Λ1
α Λ

α
2 = Λ1

a Λ
a
2. (4.98d)

Consequently, the spatial components satisfy

δab = Λab Λ
b
b and δab = Λab Λ

b
b, (4.99)

which allows for a splitting of the spatial components from the time component.

4.9.4 Transformation of space and time partial derivatives
Application of the chain rule leads to the transformation of the partial derivative operator

∂α =
∂

∂ξα
=
∂ξα

∂ξα
∂

∂ξα
= Λαα ∂α. (4.100)

Extracting the time and space components from the transformation matrix (4.89) yields

∂0 = Λα0 ∂α = ∂0 + Λa0 ∂a (4.101a)

∂a = Λαa ∂α = Λaa ∂a. (4.101b)

Notably, the time derivative operator in one coordinate system transforms into both space and
time derivative operators in the new coordinate system. We expect this result since the time
derivative in one coordinate system is computed with its spatial coordinates held fixed, but these
coordinates are generally moving with respect to the other coordinate system. In contrast, the
spatial components to the partial derivative operator transform among just the other spatial
components; there is no mixing with the time derivative operator. This property of the spatial
derivative operator follows from the use of universal Newtonian time. It allows us to focus on
space tensors in the following sections.

4.10 Covariant derivative of a scalar
In this section and quite a few that follow it, we study the covariant derivative operator, which,
as we will see, provides the means to take derivatives of tensors on a curved space. Operationally,
we return to a focus on space tensor analysis by considering the contraction of spatial components
to the partial derivative operator with the basis of one-forms. This contraction renders the
geometric expression of the gradient operator acting on a scalar tensor

grad(F) = ∇F = ea ∂aF = ea ∂aF. (4.102)

This expression motivates us to define the covariant derivative operator

∇ = ea ∂a, (4.103)

so that we refer to equation (4.102) as either the gradient acting on a scalar or the covariant
derivative acting on a scalar.

4.11 Covariant derivative of a vector
The covariant derivative operator can act on a vector, in which case we consider ∇F. To perform
calculations requires us to unpack the manifestly covariant expression ∇F by introducing a

page 92 of 2158 geophysical fluid mechanics
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coordinate representation
∇F = (eb ∂b) (F

a ea). (4.104)

4.11.1 Derivative of a vector and Christoffel symbols

The chain rule leads to the expression for the partial derivative operator acting on a vector field

∂bF = ∂b(ea F
a) coordinate representation of the vector F (4.105a)

= (∂b F
a) ea + F a ∂b ea chain rule (4.105b)

= (∂b F
a) ea + F a Γcba ec define Christoffel symbols (4.105c)

= (∂b F
a + F c Γabc) ea reorganize (4.105d)

≡ (∇bF a) ea covariant derivative acting on vector component. (4.105e)

In the third equality we introduced the Christoffel symbols

∂b ea ≡ Γcba ec. (4.106)

The Christoffel symbols carry information about the partial derivatives of the basis vectors. They
vanish in Cartesian coordinates yet are generally nonzero. In the final equality we introduced
components to the covariant derivative acting on the vector components

∇bF a ≡ ∂bF a + Γabc F
c. (4.107)

Contracting ∂bF with the basis one-form eb leads to the coordinate invariant expression for the
covariant derivative of a vector field

∇F = eb (∂b F ) = (eb∇b F a) ea. (4.108)

4.11.2 An alternative derivation

A heuristic explanation of these ideas follows by applying the elementary calculus notions to a
vector field F as represented by arbitrary coordinates ξa, in which case

∂bF = lim
∆→0

F (x+∆eb)− F (x)

∆
, (4.109)

where x = ea ξ
a is the representation of the position for an arbitrary point and eb specifies the

direction for computing the partial derivative. The basis vectors, ea, are spatially independent
for Cartesian coordinates, so that the derivative of a vector is computed merely by taking the
derivative of each Cartesian component

∂bF = (∂bF
a) ea Cartesian coordinates. (4.110)

However, for general coordinates both the vector components and the basis vectors are spatially
dependent, in which case

F (x+∆eb)− F (x) = [F a +∆ ∂bF
a] [ea +∆ ∂b ea]− F a ea (4.111a)

= ∆ ∂b(F
a ea) +O(∆2). (4.111b)

This is the same result as found in the first step of the chain rule used in equation (4.105a).
Following through that derivation then leads to the same coordinate expression for the covariant
derivative acting on a vector field.
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4.11.3 Christoffel symbols as the metric connection

Recall from elementary calculus that the derivative of a function is computed by comparing
the function at two points in space, dividing by the distance between those points, and taking
the limit as the points get infinitesimally close. This operation is well defined for scalar fields
on arbitrary manifolds. However, it is problematic for vectors since the vectors live on distinct
tangent spaces and so cannot be directly compared (see Section 3.4 for more on tangent spaces).
For example, how do we compare two vectors at distinct points on a sphere? To do so we must
provide a method to move one vector to the position of the other before comparing. As seen
through the above discussion of covariant derivative of a vector, the Christoffel symbols provide
the means to move vectors. Namely, they connect the two vectors by carrying information about
how the basis vectors change in space. It is for this reason that some refer to the Christoffel
symbols as the metric connection or the connection coefficients.

The Christoffel symbols are coordinate dependent. For example, the Christoffel symbols all
vanish in Euclidean space when using Cartesian coordinates, whereas they are nonzero with
other coordinates. As discussed in Section 3.1, a tensor that vanishes in one coordinate system
remains zero for all coordinate systems. We thus conclude that the Christoffel symbols are not
components to a tensor. Rather, they carry information regarding the partial derivatives of the
coordinate basis vectors and as such they are fundamentally tied to a chosen coordinate system.

4.11.4 Transformation of the Christoffel symbols

We noted above that the Christoffel symbols do not transform as components to a tensor.
We here derive just how the Christoffel symbols transform under coordinate transformations.
For that purpose, note that the covariant derivative of a vector defines a tensor, so that its
components must transform according to

∇bF a = ΛbbΛ
a
a∇bF a. (4.112)

We expand the left hand side according to

∇bF a = ∂b F
a + Γa

bc
F c (4.113a)

= ∂b (Λ
a
a F

a) + Γa
bc
Λca F

a (4.113b)

= (∂b Λ
a
a + Λaa ∂b + Γa

bc
Λca)F

a (4.113c)

= (∂b Λ
a
a + Λaa Λ

b
b ∂b + Γa

bc
Λca)F

a (4.113d)

The expanded right hand side of equation (4.112) is given by

ΛbbΛ
a
a∇bF a = ΛbbΛ

a
a (∂bF

a + Γabc F
c). (4.114)

Notice how the ΛbbΛ
a
a ∂bF

a term cancels from equation (4.113d), thus rendering

∂b Λ
a
a F

a + Γa
bc
Λca F

a = ΛbbΛ
a
a Γ

a
bc F

c (4.115)

Relabeling the tensor indices on the right hand side term and rearranging leads to

(∂b Λ
a
a + Γa

bc
Λca − ΛbbΛ

a
d Γ

d
ba)F

a = 0. (4.116)

This equality holds for all vectors, so that we have the identity satisfied by the Christoffel
symbols and the transformation matrix

∂b Λ
a
a + Γa

bc
Λca = Λbb Λ

a
d Γ

d
ba. (4.117)
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Finally, we can contract with Λad to render

Γa
bd

= Λad Λ
b
b Λ

a
d Γ

d
ba − Λad ∂b Λ

a
a. (4.118)

The presence of a nonzero term, Λad ∂b Λ
a
a, means that Γa

bd
does not transform as components

to a tensor.

4.12 Covariant derivative of a one-form
The product of a one-form and a vector is a scalar. As seen in Section 4.10, the covariant
derivative of a scalar field is given by the gradient operator

∇(E · F) = eb ∂b (Ea F a). (4.119)

Expanding the partial derivative yields

∂b(Ea F
a) = F a ∂bEa + Ea ∂bF

a (4.120a)

= F a ∂bEa + Ea (∇bF a − ΓabcF
c) (4.120b)

= F a(∂bEa − ΓcbaEc) + Ea∇bF a (4.120c)

≡ F a∇bEa + Ea∇bF a. (4.120d)

The last equality defines the covariant derivative when acting on the components to a one form

∇bEa = ∂bEa − ΓcbaEc, (4.121)

which leads to the coordinate invariant expression for the covariant derivative of a one-form

∇E = (eb ∂b)E = (eb∇bEa) ea. (4.122)

4.13 Covariant derivative of the metric tensor
When written in Cartesian coordinates, the covariant derivative of components to the metric
tensor for Euclidean space vanishes,

∇cgab = ∇cδab = 0, (4.123)

because the Cartesian representation of the metric is the unit tensor, δab, in which case all
Christoffel symbols vanish. Previous results establish the tensorial nature of the covariant
derivative. Hence, ∇cgab = 0 is a valid result for all coordinates. This result is often called
the metricity condition. It represents a self-consistency condition required for the manifolds
considered in this book. Importantly, it holds only so long as the covariant derivative and the
metric tensor are represented by the same coordinates. Namely, if we consider an alternative
coordinate system to represent the covariant derivative, say ∇c, then we generally have ∇cgab ̸= 0.

4.14 Christoffel symbols in terms of the metric tensor
We can develop an expression for the covariant derivative when acting on the components to
a second order tensor. When applied to the metric tensor, its vanishing covariant derivative
(equation (4.123)) then leads to the identity

0 = ∇cgab = ∂cgab − Γdca gdb − Γdcb gad. (4.124)
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We can solve this equation for the Christoffel symbols

Γcab =
1

2
gcd (∂b gda + ∂a gdb − ∂d gab). (4.125)

This expression exhibits the symmetry property of the lower two indices on the Christoffel
symbols

Γcab = Γcba. (4.126)

This symmetry property holds for for spaces with zero torsion, such as the Euclidean space
considered in this book.

As an aside, we remark on the notation used for the Christoffel symbols. For that purpose,
introduce the torsion tensor,

Tab
c = Γcab − Γcba. (4.127)

For Euclidean space the torsion tensor vanishes identically, and this property holds for manifolds
embedded in Euclidean space that inherit the connection properties of Euclidean space. That
is, no matter what coordinates we use, each element of the torsion tensor is zero, Tab

c = 0.
Having Tab

c = 0 for all coordinates assures us that the torsion is indeed a tensor. As a tensor we
make use of the tensor notation with the upstairs c on the torsion tensor displaced to the right,
Tab

c. In contrast, the non-tensorial Christoffel symbols have the c vertically aligned and so not
displaced. This purposeful usage of notation is indicative of tensor analysis.

4.15 Covariant divergence of a vector
The covariant divergence of the components to a vector results in a scalar

∇aF a = ∂aF
a + ΓaabF

b. (4.128)

We now bring this expression into a form more convenient for practical calculations.

4.15.1 Contraction of the Christoffel symbols
Expression (4.125) for the Christoffel symbols yields the contraction

Γaab =
1

2
gad(∂b gda + ∂a gdb − ∂d gab) =

1

2
gad ∂b gad (4.129)

where symmetry of both the metric tensor and its inverse was used.

4.15.2 Exponential of the determinant
For the matrix representation of a symmetric positive definite tensor, such as the metric tensor,
we can write

det(A) = eln det(A) identity (4.130a)

= eln(ΠiΛi) determinant related to product of eigenvalues (4.130b)

= eΣi ln Λi identity (4.130c)

= eTr(lnA) sum of eigenvalues related to trace of matrix. (4.130d)

Each of these identities is trivial to verify using a set of coordinates in which the matrix is
diagonal. For any symmetric and positive definite matrix, such a set of coordinates always exists,
in which case

∂c ln det(A) = ∂c[Tr(lnA)] = Tr(∂c lnA) = Tr(A−1∂cA). (4.131)
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With A now set equal to the metric tensor, gab, this result yields

∂c ln det(gab) = gab ∂c gab (4.132)

which in turn yields for the contracted Christoffel symbol

Γaac = ∂c ln(
√

det(gab)) = ∂c ln g. (4.133)

This result brings the covariant divergence of a vector to the form

∇ · F = ∇a F a = ∂aF
a + F a ∂a ln g = g−1 ∂a(gF

a). (4.134)

This is a very convenient result. In particular, it only requires partial derivatives in the chosen
coordinate system, with all the coordinate dependent properties summarized by g =

√
det(gab).

4.16 Covariant Laplacian of a scalar

Making use of equation (4.134) with

F a = gab ∂bψ (4.135)

leads to the covariant Laplacian of a scalar field

∇a (gab ∂b ψ) =
1√

det(gab)
∂a [
√

det(gab) gab ∂bψ] = g−1 ∂a (g gab ∂bψ). (4.136)

This expression is fundamental to the evolution of scalar fields under the impacts from diffusion
(Chapter 69).

4.17 Covariant divergence of a second order tensor

We find many occasions to compute the covariant divergence a second order tensor, such as the
stress tensor appearing in the momentum equation (Chapter 24) or the eddy transport tensor
appearing in the tracer equation (Chapter 71). Following the methods used for derivating the
covariant derivative of a vector in Section 4.11 (see also Section 21.6 of Griffies (2004)), we have
the covariant divergence of the (2, 0) (sharp) representation of a second order tensor

∇aT ab = ∂aT
ab + Γbad T

da + Γaad T
bd. (4.137)

It is convenient to split the tensor components into the symmetric and antisymmetric parts

Sab = (T ab + T ba)/2 and Rab = (T ab − T ba)/2. (4.138)

The covariant divergence of the symmetric components is

∇aSab = g−1∂a(gS
ab) + Γbad S

ad, (4.139)

where we used equation (4.133) for the contraction of the Christoffel symbol. For the anti-
symmetric tensor, the ΓbadR

ad term drops out since Γbad is symmetric on the indices a, d, whereas
Rad is anti-symmetric. We are thus led to the covariant divergence of an anti-symmetric tensor

∇aRab = g−1 ∂a(gR
ab). (4.140)
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This relation is analogous to the covariant divergence of a vector given by equation (4.134). In
particular, the vector components

F b ≡ ∇aRab (4.141)

are divergence-free since

∇bF b = g−1 ∂b(gF
b) = g−1 ∂b(g∇aRab) = g−1 ∂b∂a(gR

ab) = 0, (4.142)

which follows from anti-symmetry of the components Rab under interchange of a, b and symmetry
of ∂b∂a.

4.18 Covariant curl of a vector
The Levi-Civita tensor from Section 4.7

εabc =
√
det(gab) ϵabc = g ϵabc, (4.143)

as well as its inverse
εabc = (1/

√
det(gab)) ϵ

abc = (1/g) ϵabc, (4.144)

are useful in generalizing the curl operation from Cartesian coordinates in Euclidean space to
arbitrary coordinates on a curved manifold embedded in Euclidean space. For this purpose we
define the covariant curl according to the coordinate invariant expression

curl(F ) = ea ε
abc (∇bFc) = ea εabc (∇bF c). (4.145)

This expression simplifies by making use of equation (4.121) for the covariant derivative, ∇b Fc =
∂bFc − Γacb Fa. Conveniently, the contraction εabc Γacb vanishes identically since εabc = −εacb
whereas Γacb = Γabc. Hence, we are left with a general expression for the covariant curl that
involves just the partial derivatives

curl(F ) = ea ε
abc ∂bFc = ea ε

abc ∂b(gcdF
d) = ea (1/g) ϵ

abc ∂b(gcdF
d), (4.146)

where the second equality made use of the identity Fc = gcdF d.

4.19 Gauss’s divergence theorem
The integral theorems from Cartesian vector analysis transform in a straightforward manner
to arbitrary coordinates in arbitrary smooth and oriented spaces. An easy way to prove the
theorems is to invoke the ideas of general coordinate invariance from Section 3.1, in which the
integral theorems are written in a tensorially proper manner with partial derivatives changed to
covariant derivatives. The divergence theorem offers a particularly simple example. For this
purpose, make use of the volume element (4.60)

dV =
√

det(gab) dξ
1 dξ2 dξ3, (4.147)

multiplied by the covariant divergence (4.134). Hence, the volume integral of the divergence is
given by ˆ

R

(∇a F a) dV =

ˆ
R

∂a[
√
det(gab)F

a] dξ1 dξ2 dξ3 =

˛
∂R
F a n̂a dS. (4.148)

In this equation, n̂ is the outward normal one-form for the boundary, ∂R, with dS the invariant
area element on the boundary, and n̂a the covariant components of the outward normal.
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4.20 Stokes’ curl theorem
The Cartesian form of Stokes’ Theorem from Section 2.6 is generalized in a manner similar to
the divergence theorem ‰

∂S
F · dx =

ˆ
S

curl(F ) · n̂dS, (4.149)

where dx is the vector line element along the path and ∂S is the closed path defining the
boundary to a simply connected two-dimensional surface, S. For the circulation on the left hand
side we have

F · dx = F a ea · eb dxb = Fb dx
b = Fb dξ

b. (4.150)

For the curl on the right hand side we have

curl(F ) · n̂ = εabc (∂bFc) ea · n̂ = εabc (∂bFc) n̂a = εabc (∂bFc) n̂a, (4.151)

thus leading to the expression of Stokes’ theorem in arbitrary coordinates

‰
∂S
Fb dξ

b =

ˆ
S

εabc (∂bFc) n̂a dS. (4.152)

4.21 Summary of Cartesian coordinates
Whenever developing a general tensor relation it is useful to check its validity by considering
Cartesian coordinates, in which case we can make use of familiar rules from vector calculus. We
here summarize some results from our discussion of Cartesian tensors in Chapters 1 and 2.

4.21.1 The basics
We start by expressing the trajectory of a point through space in the following equivalent forms

x(τ) = e1 x(τ) + e2 y(τ) + e3 z(τ) = x̂x(τ) + ŷ y(τ) + ẑ z(τ) (4.153)

with the basis vectors written

e1 = x̂ and e2 = ŷ and e3 = ẑ. (4.154)

The orthogonal unit vectors for Cartesian coordinates are normalized so that

e1 · e1 = e2 · e2 = e3 · e3 = 1. (4.155)

Furthermore, the basis vectors are identical to the basis one-forms

e1 = e
1 = x̂ and e2 = e

2 = ŷ and e3 = e
3 = ẑ, (4.156)

in which we see there is no importance placed on whether a tensor index is up or down. Since
the Cartesian basis vectors are independent of both space and time, we compute the coordinate
representation of the velocity vector through taking the time derivative as

v(τ) =
dx

dτ
, (4.157)

which takes on the expanded expressions

v(τ) = e1
dx(τ)

dτ
+ e2

dy(τ)

dτ
+ e3

dz(τ)

dτ
(4.158a)
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= x̂ v1(τ) + ŷ v2(τ) + ẑ v3(τ). (4.158b)

= x̂u(τ) + ŷ v(τ) + ẑw(τ), (4.158c)

where (u, v, w) is the notation commonly used in this book for the three velocity components.

4.21.2 Concerning the horizontal gradient operator
Geophysical fluids are affected by gravity, and gravity breaks the spatial symmetry between the
locally vertical (i.e., radial) and horizontal (i.e., local tangent plane) for fluid motion on a planet.
We have thus many occasions where the horizontal is treated distinctly from the vertical. For
that purpose we often find it useful to decompose the gradient operator into its horizontal and
vertical components, writing the operator in one of the following manners

∇ = ∇h +∇z = ∇h + ẑ ∂z, (4.159)

where the horizontal gradient operator, using Cartesian coordinates, is

∇h = x̂∇x + ŷ∇y. (4.160)

In earlier drafts of this book, as well as in many publications, we find the horizontal gradient
operator written as ∇z rather than ∇h. In this alternative notation, the subscript z indicates
that the derivative acts along surfaces of constant z. However, this notation is easily confused
in this book. In particular, the ∇ operator has tensor labels that distinguish its components,
in which case the vertical component to the Cartesian gradient operator is ∇z = ẑ ∂z. Herein
lies the source of much confusion. To avoid that confusion we have chosen to use the ∇h in this
book for the horizontal gradient operator. To further reduce potential for confusion, we make
use of the upright and sans serif h label. This label is not a tensor index but instead indicates
that the operator is computed along a locally constant horizontal direction, and so is part of
the operator’s name. The h label is also placed quite close to the ∇ symbol, nearly attached, in
order to further distinguish it from a tensor index.

4.21.3 Summary
In Cartesian coordinates, mathematical operators and integral theorems take their familiar form
from vector calculus. We here list those encountered throughout this book.

x = (x1, x2, x3) = (x, y, z) Cartesian coordinates (4.161)

F = x̂F 1 + ŷF 2 + ẑF 3 = x̂F1 + ŷF2 + ẑF3 covariant = contravariant (4.162)

∂

∂xa
= ∂a or (∂x, ∂y, ∂z) partial derivative operator (4.163)

∇ = x̂ ∂x + ŷ ∂y + ẑ ∂z gradient = covariant derivative (4.164)

∇h = x̂ ∂x + ŷ ∂y horizontal gradient operator (4.165)

∇ · F = ∂xF
x + ∂yF

y + ∂zF
z divergence of a vector (4.166)

∇h · F = ∂xF
x + ∂yF

y horizontal divergence of a vector (4.167)

(∇× F )a = ϵabc ∂
bF c components to the curl (4.168)

∇ · ∇ψ = ∇2ψ = (∂xx + ∂yy + ∂zz)ψ Laplacian of a scalar (4.169)ˆ
R

∇ · F dV =

˛
∂R
F · n̂dS Gauss’s divergence theorem (4.170)

‰
∂S
F · dx =

ˆ
S

(∇× F ) · n̂dS. Stokes’ curl theorem. (4.171)
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4.22 Summary of cylindrical-polar coordinates

Many physical systems exhibit circular symmetry in two-dimensions or cylindrical symmetry
in three-dimensions. Motion of liquid in a rotating circular tank provides the primary physical
example encountered in this book. In the following, we emulate the discussion presented for
the spherical coordinates in Section 4.23, here focusing on the cylindrical-polar coordinates
shown in Figure 4.2. Our task is somewhat simpler than for the spherical coordinates since the
vertical/axial position, z, remains unchanged from its Cartesian value. In a slight corruption of
notation, we use the symbol r for the radial distance from the vertical axis in cylindrical-polar
coordinates (Figure 4.2), which is distinct from the radial distance, r, used to measure the
distance from the origin in spherical coordinates (Figure 4.3).2

x
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rϑ

Figure 4.2: This schematic illustrates the geometry and notation for cylindrical-polar coordinates. The Cartesian
triad of orthonormal basis vectors, (x̂, ŷ, ẑ) points along the orthogonal axes. The cylindrical-polar triad of
orthonormal basis vectors, (r̂, ϑ̂, ẑ), makes use of the radial unit vector r̂, which points outward from the vertical
axis, the angular unit vector ϑ̂, which points in the counter-clockwise direction around the circle, and the vertical
unit vector ẑ. Note that the radial unit vector used for cylindrical-polar coordinates is distinct from that radial
vector used in spherical coordinates shown in Figure 4.3.

The coordinate transformation between Cartesian coordinates and cylindrical-polar coordi-
nates is given by

x = r cosϑ ≡ ξ1 cos ξ2 (4.172a)

y = r sinϑ ≡ ξ1 sin ξ2 (4.172b)

z = ξ3. (4.172c)

The radial coordinate for cylindrical-polar coordinates

r =
√
x2 + y2 (4.173)

measures the distance from the vertical z-axis, and the angular coordinate 0 ≤ ϑ ≤ 2π measures
the angle counter-clockwise from the positive x-axis. We introduce the unbarred and barred
labels for the Cartesian and cylindrical polar coordinates

(x, y, z) = (ξ1, ξ2, ξ3) ≡ ξa and (r, ϑ, z) = (ξ1, ξ2, ξ3) ≡ ξa. (4.174)

2Many mathematics texts use ρ for the cylindrical radial distance. We choose not to follow that convention,
since ρ is reserved in this book for mass density.
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Although the vertical coordinate, z, remains the same in both Cartesian and cylindrical-polar
coordinates, and it is orthogonal to the other coordinates, we find it useful to introduce a distinct
symbols, ξ3 and ξ3, to specify what other coordinates are held fixed when performing partial
derivative operations.

4.22.1 Cartesian and cylindrical-polar transformation
The coordinate transformation (4.172a)-(4.172c) leads to the transformation matrix

Λaa =

 ∂ξ1/∂ξ1 ∂ξ1/∂ξ2 ∂ξ1/∂ξ3

∂ξ2/∂ξ1 ∂ξ2/∂ξ2 ∂ξ2/∂ξ3

∂ξ3/∂ξ1 ∂ξ3/∂ξ2 ∂ξ3/∂ξ3

 =

 cosϑ −r sinϑ 0
sinϑ r cosϑ 0
0 0 1

 (4.175)

and the inverse transformation is given by

Λaa =
1

r

 r cosϑ r sinϑ 0
− sinϑ cosϑ 0

0 0 r

 . (4.176)

The determinant of the transformation (Jacobian) is given by

det(Λaa) = r, (4.177)

which vanishes along the vertical axis, which is where the transformation is singular. Otherwise,
the coordinate transformation is one-to-one and invertible.

4.22.2 Basis vectors
The cylindrical-polar coordinate basis vectors, ea, are related to the Cartesian coordinate basis
vectors, ea, through the transformation ea = Λaa ea. The transformation matrix (4.175) leads
to

er = x̂ cosϑ+ ŷ sinϑ (4.178a)

eϑ = r (−x̂ sinϑ+ ŷ cosϑ) (4.178b)

ez = ẑ. (4.178c)

It is convenient to introduce the following orthonormal unit vectors (r̂, ϑ̂, ẑ), which point in
directions of increasing r, ϑ, and z, and which are related to the basis vectors via

er = r̂ and eϑ = r ϑ̂ and ez = ẑ, (4.179)

along with the inverse relations

x̂ = r̂ cosϑ− ϑ̂ sinϑ (4.180a)

ŷ = r̂ sinϑ+ ϑ̂ cosϑ (4.180b)

ẑ = ẑ. (4.180c)

4.22.3 Basis one-forms
Since cylindrical-polar coordinates are orthogonal, we can readily derive the one-form basis
through inverting the vector basis

er = r̂ and eϑ = r−1ϑ̂ and ez = ẑ, (4.181)
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which satisfy the duality condition (Section 4.2.2)

eb · ea = δba. (4.182)

4.22.4 Position and velocity

In cylindrical-polar coordinates, the position of a point is specified by the radial position plus
the vertical position

x(τ) = r er + z ez. (4.183)

The velocity requires all three coordinates since the radial basis vector is a function of the
angular positions, which are in turn functions of time. Use of the chain rule renders

v(τ) =
dx

dτ
(4.184a)

= er
dr

dτ
+ r

der
dτ

+ ez
dz

dτ
(4.184b)

= er
dr

dτ
+ r

∂er
∂ϑ

dϑ

dτ
+ ez

dz

dτ
(4.184c)

= er
dr

dτ
+ eϑ

dϑ

dτ
+ ez

dz

dτ
(4.184d)

= er v
r + eϑ v

ϑ + ez v
z. (4.184e)

To reach this result we made use of the identity

eϑ = r
∂er
∂ϑ

= r ϑ̂. (4.185)

4.22.5 Metric tensor

Cylindrical-polar coordinates are orthogonal with the metric tensor and its inverse represented
by the diagonal matrices

gab = ea · eb =

 1 0 0
0 r2 0
0 0 1

 and gab = ea · eb =

 1 0 0
0 r−2 0
0 0 1

 . (4.186)

4.22.6 Volume element and Levi-Civita tensor

The square root of the determinant of the metric tensor written in cylindrical-polar coordinates
(from equation (4.186)) is given by √

det(gab) = r (4.187)

so that the volume element is
dV = r dr dϑ dz. (4.188)

The covariant Levi-Civita tensor has the cylindrical-polar representation

εabc = r ϵabc. (4.189)
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4.22.7 Vector cross product of basis vectors

As a check on the formalism for vector cross products, let us verify the relation (4.87) for the
cross product of two basis vectors using cylindrical-polar coordinates

ea × eb = εabc e
c =⇒ ea × eb = r ϵabc e

c. (4.190)

Making use of the cylindrical-polar coordinate basis vectors and one-forms renders

er × eϑ = r (r̂ × ϑ̂) = r ez = εrϑz e
z (4.191a)

eϑ × ez = r (ϑ̂× ẑ) = r r̂ = r er = εϑzr e
r (4.191b)

ez × er = ẑ × r̂ = ϑ̂ = r eϑ = εzrϑ e
ϑ. (4.191c)

To reach these results we made use of the cross products for the unit vectors

r̂ × ϑ̂ = ẑ and ϑ̂× ẑ = r̂ and ẑ × r̂ = ϑ̂. (4.192)

4.22.8 Components of a vector field

A vector field, F, has Cartesian components, F a, related to its cylindrical-polar components,
F a, via the transformation matrix, F a = Λaa F

a. This transformation leads to

F 1 = F x cosϑ+ F y sinϑ (4.193a)

F 2 = r−1 [−F x sinϑ+ F y cosϑ] (4.193b)

F 3 = F z. (4.193c)

Introducing the cylindrical-polar unit vectors (4.179) leads to the more tidy expressions

F 1 = r̂ · F (4.194a)

r F 2 = ϑ̂ · F (4.194b)

F 3 = ẑ · F , (4.194c)

where F is the Cartesian representation of the vector.

4.22.9 Differential operators

In cylindrical-polar coordinates, the gradient operator ∇ = ea∂a is given by

∇ = r̂
∂

∂r
+
ϑ̂

r

∂

∂ϑ
+ ẑ

∂

∂z
(4.195)

and the covariant divergence of a vector field is

∇aF a = r−1 ∂a (r F
a) (4.196a)

= r−1
(
∂r[r F

1] + ∂ϑ[r F
2] + ∂z[r F

3]
)

(4.196b)

=
1

r

∂(r r̂ · F )

∂r
+

1

r

∂ (ϑ̂ · F )

∂ϑ
+
∂(ẑ · F )

∂z
, (4.196c)
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where F is the Cartesian coordinate representation. The covariant Laplacian of a scalar,
∇2ψ = ∇ · ∇ψ, is

∇2ψ = ∇ ·
[
r̂
∂ψ

∂r
+
ϑ̂

r

∂ψ

∂ϑ
+ ẑ

∂ψ

∂z

]
(4.197a)

=
1

r

∂

∂r

[
r
∂ψ

∂r

]
+

1

r2
∂2ψ

∂ϑ2
+
∂2ψ

∂z2
. (4.197b)

The covariant curl (Section 4.18) is

(curlF)1 = r−1 [∂ϑ F
3 − ∂z (r2 F 2)] (4.198a)

(curlF)2 = r−1 [∂z F
1 − ∂r F 3] (4.198b)

(curlF)3 = r−1 [∂r (r
2 F 2)− ∂ϑ F 1)], (4.198c)

which can be written more conventionally as

(curlF)1 =
1

r

∂(ẑ · F )

∂ϑ
− ∂(ϑ̂ · F )

∂z
(4.199a)

r (curlF)2 =
∂(r̂ · F )

∂z
− ∂(ẑ · F )

∂r
(4.199b)

(curlF)3 =
1

r

∂(r ϑ̂ · F )

∂r
− 1

r

∂(r̂ · F )

∂ϑ
. (4.199c)

4.22.10 Summary
We here summarize the cylindrical coordinate version of some common mathematical operators.

(r, ϑ, z) = (x1, x2, x3) (4.200)

F 1 = r̂ · F r F 2 = ϑ̂ · F F 3 = ẑ · F (4.201)

∇ = r̂
∂

∂r
+
ϑ̂

r

∂

∂ϑ
+ ẑ

∂

∂z
(4.202)

∇aF a =
1

r

∂(r r̂ · F )

∂r
+

1

r

∂ (ϑ̂ · F )

∂ϑ
+
∂(ẑ · F )

∂z
. (4.203)

∇2ψ =
1

r

∂

∂r

[
r
∂ψ

∂r

]
+

1

r2
∂2ψ

∂ϑ2
+
∂2ψ

∂z2
(4.204)

(∇× F )a = εabc∂bF
c see equations (4.198a)− (4.198c) (4.205)

4.23 Summary of spherical coordinates
We now consider spherical coordinates defined by Figure 4.3 and related to Cartesian coordinates
through the coordinate transformation3

x = r cosϕ cosλ (4.206a)

y = r cosϕ sinλ (4.206b)

z = r sinϕ. (4.206c)

3Figure 4.3 depicts a rotating spherical planet. We here focus on the coordinate transformations when applied
within the non-inertial rotating reference frame of a terrestrial observer. Connections to observers in an inertial
non-rotating reference frame are studied in Chapter 13.
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The radial coordinate
r = |x| =

√
x · x =

√
x2 + y2 + z2 (4.207)

measures the distance from the center of the sphere to the position of the point. The spherical
angle coordinates,

0 ≤ λ ≤ 2π longitude (4.208)

−π/2 ≤ ϕ ≤ π/2 latitude, (4.209)

specify the longitude, measuring the radians of the position east of the prime meridian, and
latitude, measuring the radians north (ϕ > 0) or south (ϕ < 0) from the equator. To streamline
notation in the following, we introduce the unbarred and barred labels for the Cartesian and
spherical coordinates, respectively

(x, y, z) = (ξ1, ξ2, ξ3) ≡ ξa and (λ, ϕ, r) = (ξ1, ξ2, ξ3) ≡ ξa. (4.210)

ẑ

ŷ

x̂

r̂
φ̂

λ̂

r

φ

λ

Ω = Ω ẑ

south pole

north pole

equator

Figure 4.3: Geometry and notation for motion around a rotating sphere. For geophysical applications, the
sphere rotates counter-clockwise when looking down from the north polar axis and it has an angular speed Ω. The
planetary Cartesian triad of orthonormal basis vectors, (x̂, ŷ, ẑ) points along the orthogonal axes and rotates with
the sphere. The planetary spherical triad (also rotating with the sphere) of orthonormal basis vectors, (λ̂, ϕ̂, r̂),
makes use of the longitudinal unit vector λ̂, which points in the longitudinal direction (positive eastward), the
latitudinal unit vector ϕ̂, which points in the latitudinal direction (positive northward) and the radial unit vector
r̂, which point in the radial direction (positive away from the center).

4.23.1 Cartesian and spherical transformation

Following the general discussion in Section 4.1.4, we consider the infinitesimal distance along
one of the Cartesian coordinate axes, dξa. The chain rule allows us to relate this distance to
those along the axes of the spherical coordinate system

dξa =
∂ξa

∂ξa
dξa = Λaa dξ

a. (4.211)
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The partial derivatives ∂ξa/∂ξa form components to the transformation matrix that transforms
between coordinate representations. For the coordinate transformation (4.206a)-(4.206c), the
transformation matrix is given by

Λaa =

 ∂ξ1/∂ξ1 ∂ξ1/∂ξ2 ∂ξ1/∂ξ3

∂ξ2/∂ξ1 ∂ξ2/∂ξ2 ∂ξ2/∂ξ3

∂ξ3/∂ξ1 ∂ξ3/∂ξ2 ∂ξ3/∂ξ3

 =

 −r cosϕ sinλ −r sinϕ cosλ cosϕ cosλ
r cosϕ cosλ −r sinϕ sinλ cosϕ sinλ

0 r cosϕ sinϕ

 .
(4.212)

The determinant of the transformation (Jacobian) is given by

det(Λaa) = r2 cosϕ. (4.213)

The Jacobian vanishes at the north and south poles (ϕ = ±π/2), where the transformation is
singular. Otherwise, the transformation is one-to-one and invertible. Methods familiar from
linear algebra render the inverse transformation matrix

Λaa =
1

r2 cosϕ

 −r sinλ r cosλ 0
−r cosϕ sinϕ cosλ −r cosϕ sinϕ sinλ r cos2 ϕ
r2 cos2 ϕ cosλ r2 cos2 ϕ sinλ r2 cosϕ sinϕ

 , (4.214)

so that
Λaa Λ

a
b = δab and Λab Λ

b
b = δab. (4.215)

4.23.2 Basis vectors

The spherical coordinate basis vectors, ea, are related to the Cartesian coordinate basis vectors,
ea, through the transformation

ea = Λaa ea. (4.216)

The transformation matrix (4.212) leads to

eλ = r cosϕ (−x̂ sinλ+ ŷ cosλ) (4.217a)

eϕ = r(−x̂ sinϕ cosλ− ŷ sinϕ sinλ+ ẑ cosϕ) (4.217b)

er = x̂ cosϕ cosλ+ ŷ cosϕ sinλ+ ẑ sinϕ. (4.217c)

It is convenient to introduce the orthonormal unit vectors, (λ̂, ϕ̂, r̂), which point in directions of
increasing λ, ϕ, and r, so that the basis vectors are written

eλ = r cosϕ λ̂ and eϕ = r ϕ̂ and er = r̂, (4.218)

in which case we have the relations

λ̂ = −x̂ sinλ+ ŷ cosλ (4.219a)

ϕ̂ = −x̂ cosλ sinϕ− ŷ sinλ sinϕ+ ẑ cosϕ (4.219b)

r̂ = x̂ cosλ cosϕ+ ŷ sinλ cosϕ+ ẑ sinϕ (4.219c)

along with their inverse

x̂ = −λ̂ sinλ− ϕ̂ cosλ sinϕ+ r̂ cosλ cosϕ (4.220a)

ŷ = λ̂ cosλ− ϕ̂ sinλ sinϕ+ r̂ sinλ cosϕ (4.220b)

ẑ = ϕ̂ cosϕ+ r̂ sinϕ. (4.220c)
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4.23.3 Basis one-forms

Since spherical coordinates are locally orthogonal, we can readily derive the one-form basis
through inverting the vector basis

eλ = (r cosϕ)−1 λ̂ and eϕ = r−1ϕ̂ and er = r̂, (4.221)

which satisfy the duality condition (bi-orthogonality relation) with the basis vectors (Section
4.2.2)

eb · ea = δba. (4.222)

4.23.4 Position and velocity

In spherical coordinates, the position of a point is fully specified by the radial position

x(τ) = r er = r r̂. (4.223)

However, the velocity requires all three spherical coordinates since the radial basis vector is a
function of the angular positions, which are functions of time. Use of the chain rule renders

v(τ) =
dx(τ)

dτ
(4.224a)

= er
dr

dτ
+ r

der
dτ

(4.224b)

= er
dr

dτ
+ r

∂er
∂λ

dλ

dτ
+ r

∂er
∂ϕ

dϕ

dτ
(4.224c)

≡ er
dr

dτ
+ eλ

dλ

dτ
+ eϕ

dϕ

dτ
(4.224d)

= er v
r + eλ v

λ + eϕ v
ϕ. (4.224e)

To reach this result we made use of the identities satisfied by the spherical basis vectors

eλ = r
∂er
∂λ

and eϕ = r
∂er
∂ϕ

, (4.225)

which can be readily verified by equations (4.217a)-(4.217c).

4.23.5 Metric tensor

Since spherical coordinates are orthogonal, the metric tensor is diagonal and it is given by

gab = ea · eb =

 (r cosϕ)2 0 0
0 r2 0
0 0 1

 , (4.226)

along with the inverse metric tensor

gab = ea · eb =

 (r cosϕ)−2 0 0
0 r−2 0
0 0 1

 . (4.227)
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Volume element and Levi-Civita tensor

The square root of the determinant of the metric tensor written in spherical coordinates (from
equation (4.226)) is given by √

det(gab) = r2 cosϕ (4.228)

so that the volume element is
dV = r2 cosϕ dr dλ dϕ. (4.229)

The covariant Levi-Civita tensor has the spherical representation

εabc = (r2 cosϕ) ϵabc, (4.230)

where ϵabc are components to the permutation symbol (i.e., the Cartesian components to the
Levi-Civita tensor) from Section 1.7.1.

Vector cross product of basis vectors

As a check on the formalism for cross products, let us verify the relation (4.87) for the vector
cross product of two basis vectors using spherical coordinates

ea × eb = εabc e
c =⇒ ea × eb = (r2 cosϕ)ϵabc e

c. (4.231)

Making use of the spherical coordinate basis vectors and one-forms renders

er × eλ = (r cosϕ) (r̂ × λ̂) = (r cosϕ) ϕ̂ = (r2 cosϕ) eϕ = εrλϕ e
ϕ (4.232a)

eλ × eϕ = (r2 cosϕ) (λ̂× ϕ̂) = (r2 cosϕ) r̂ = (r2 cosϕ) er = ελϕr e
r (4.232b)

eϕ × er = r (ϕ̂× r̂) = r λ̂ = (r2 cosϕ) eλ = εϕrλ e
λ. (4.232c)

To reach these results we made use of the cross products for the spherical coordinate unit vectors

r̂ × λ̂ = ϕ̂ and λ̂× ϕ̂ = r̂ and ϕ̂× r̂ = λ̂. (4.233)

4.23.6 Components of a vector field

A vector field, F, has Cartesian components, F a, related to its spherical components, F a, via
the transformation matrix, F a = Λaa F

a. This transformation leads to

F 1 = (r cosϕ)−1 [−F x sinλ+ F y cosλ] (4.234a)

F 2 = r−1 [−F x sinϕ cosλ− F y sinϕ sinλ+ F z cosϕ] (4.234b)

F 3 = F x cosϕ cosλ+ F y cosϕ sinλ+ F z sinϕ. (4.234c)

Making use of the spherical unit vector (4.219a)-(4.219c) leads to the more tidy relations

(r cosϕ)F 1 = λ̂ · F (4.235a)

r F 2 = ϕ̂ · F (4.235b)

F 3 = r̂ · F , (4.235c)

where F = F a ea is the Cartesian representation.
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4.23.7 Differential operators
In spherical coordinates the gradient operator ∇ = ea∂a takes on the form

∇ = λ̂ (r cosϕ)−1 ∂λ + ϕ̂ r
−1 ∂ϕ + r̂ ∂r, (4.236)

and the covariant divergence of a vector field is given by

∇aF a = (r2 cosϕ)−1∂a[r
2 cosϕF a] (4.237a)

= (r2 cosϕ)−1
(
∂λ[r

2 cosϕF 1] + ∂ϕ[r
2 cosϕF 2] + ∂r[r

2 cosϕF 3]
)

(4.237b)

=
1

r cosϕ

∂(λ̂ · F )

∂λ
+

1

r cosϕ

∂ (ϕ̂ · F cosϕ)

∂ϕ
+

1

r2
∂ (r̂ · F r2)

∂r
. (4.237c)

The covariant Laplacian of a scalar, ∇2ψ = ∇ · ∇ψ, is given by

∇2ψ = ∇ ·
[
λ̂ (r cosϕ)−1 ∂λψ + ϕ̂ r−1 ∂ϕψ + r̂ ∂rψ

]
(4.238a)

=
1

(r cosϕ)2
∂2ψ

∂λ2
+

1

r2 cosϕ

∂

∂ϕ

[
cosϕ

∂ψ

∂ϕ

]
+

1

r2
∂

∂r

[
r2
∂ψ

∂r

]
. (4.238b)

The covariant curl (Section 4.18) takes the form

(curlF )1 = (r2 cosϕ)−1 [∂ϕ F
3 − ∂r (r2 F 2)] (4.239a)

(curlF )2 = (r2 cosϕ)−1 [∂r (r
2 cos2 ϕF 1)− ∂λ F 3] (4.239b)

(curlF )3 = (r2 cosϕ)−1 [∂λ (r
2 F 2)− ∂ϕ (r2 cos2 ϕF 1)], (4.239c)

which can be written in the more conventional form4

r cosϕ (curlF )1 =
1

r

[
∂(r̂ · F )

∂ϕ
− ∂(r ϕ̂ · F )

∂r

]
(4.240a)

r (curlF )2 =
1

r

[
∂(r λ̂ · F )

∂r
− 1

cosϕ

∂(r̂ · F )

∂λ

]
(4.240b)

(curlF )3 =
1

r cosϕ

[
∂(ϕ̂ · F )

∂λ
− ∂(cosϕ λ̂ · F )

∂ϕ

]
. (4.240c)

4.23.8 Summary
We here summarize the spherical coordinate version of some common mathematical operators:

(λ, ϕ, r) = (x1, x2, x3) (4.241)

(r cosϕ)F 1 = λ̂ · F r F 2 = ϕ̂ · F F 3 = r̂ · F (4.242)

∇ = λ̂ (r cosϕ)−1 ∂λ + ϕ̂ r
−1 ∂ϕ + r̂ ∂r (4.243)

∇h = λ̂ (r cosϕ)−1 ∂λ + ϕ̂ r
−1 ∂ϕ (4.244)

∇aF a =
1

r cosϕ

∂(λ̂ · F )

∂λ
+

1

r cosϕ

∂ (ϕ̂ · F cosϕ)

∂ϕ
+

1

r2
∂ (r̂ · F r2)

∂r
(4.245)

∇2ψ =
1

(r cosϕ)2
∂2ψ

∂λ2
+

1

r2 cosϕ

∂

∂ϕ

[
cosϕ

∂ψ

∂ϕ

]
+

1

r2
∂

∂r

[
r2
∂ψ

∂r

]
(4.246)

4Equations (4.240a)-(4.240c) correspond to equation (2.33) of Vallis (2017).
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(∇× F )a = εabc∂bF
c see equations (4.240a)− (4.240c). (4.247)

4.24 General orthogonal coordinates
We can generalize the spherical and cylindrical-polar coordinates by considering a nonsingular
and orthogonal set of coordinates defined such that the metric tensor takes on the diagonal form

gab = ea · eb =

 h1 0 0
0 h2 0
0 0 h3

 , (4.248)

where ha > 0 are “stretching” functions. The corresponding volume element is expressed as

dV = h1 h2 h3 dξ
1 dξ2 dξ3. (4.249)

These generalized orthogonal curvilinear coordinates have a corresponding orthogonal set of basis
vectors

ea = ha ê(a) no implied sum. (4.250)

The objects ê(a) are the dimensionless unit directions. The corresponding one-form basis is given
by

ea = (ha)
−1 ê(a). (4.251)

The index on the unit directions is enclosed in parentheses to advertise that it is not tensorial;
i.e., the unit directions do not transform as tensors. Rather, the functions ha carry the tensorial
properties of the basis vectors ea. Results for the trajectory and velocity are straightforward
generalizations of the spherical results in Section 4.23 and cylindrical-polar results from Section
4.22. A detailed presentation of generalized orthogonal coordinates is found in Section 21.11 of
Griffies (2004), with these coordinates commonly used for ocean and atmospheric models.

4.25 Comments on gradient operators
A feature common to non-Cartesian coordinates concerns the presence of spatially dependent
factors in front of certain components of the gradient operators. Indeed, recall the gradient for
the three coordinates discussed in this chapter:

∇ = x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z
Cartesian (4.252a)

∇ = r̂
∂

∂r
+
ϑ̂

r

∂

∂ϑ
+ ẑ

∂

∂z
cylindrical-polar (4.252b)

∇ =
λ̂

r cosϕ

∂

∂λ
+
ϕ̂

r

∂

∂ϕ
+ r̂

∂

∂r
spherical, (4.252c)

where we recall that r for the spherical coordinates measures the distance from the origin, whereas
r for cylindrical-polar coordinates measures the distance from the vertical axis. Observe the r−1

dependence for the angular components of the gradient for both spherical and cylindrical-polar
coordinates. This dependence arises since as r increases, the surfaces of constant r become
flatter, a result of their larger radius of curvature.

To further help understand the meaning of the r−1 factor, consider two points with the same r
but distinct angular coordinates. As r increases, so too does the distance between the two points,
even though their angular positions remain unchanged. Speaking prosaically, this property is
why the outer portion of a pizza pie is bigger than the inner portion. Correspondingly, when
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measuring the derivative of a function in the angular direction, that derivative must be weighted
by r−1 to account for the difference in the arc-distance (more precisely the geodesic distance)
between the two points. The same idea explains the cosϕ factor on the longitudinal derivative
in spherical coordinates. Each of these notions are encapsulated in the spatial dependence of the
basis vectors for non-Cartesian coordinates.

A practical implication of the r and r cosϕ factors appearing in the gradient operators arises
when performing a vertical integral of the fluid mechanical equations. Such integrals are often
used to study reduced order versions of the full three-dimensional equations. But to be used
in practice, such integrals must be done either with Cartesian coordinates or for those cases
where it is acceptable to set the r−1 factor to a constant, such as occurs for the shallow fluid
approximation discussed in Section 27.1.2. Indeed, the vertically integrated equations are of most
practical use only when making a shallow fluid approximation. If this point seems obscure now,
it will be clarified when studying the depth integrated mechanical energy in Section 27.1.6, the
depth integrated momentum equation in Section 28.4, the depth integrated angular momentum
equation in Section 28.5, and the depth integrated vorticity equations in Sections 44.3, 44.5, and
44.6.
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Chapter 5

CURVES AND SURFACES

We encounter curves and surfaces throughout the study of geophysical fluid mechanics, with fluid
particle pathlines through space-time and isopycnal/isentropic surfaces providing two examples.
Indeed, curves and surfaces are encountered throughout physics. Hence, there is a well developed
mathematical framework to describe the geometric properties of these objects. Our goal in this
chapter is to introduce some of the basics of curves and surfaces embedded in Euclidean space.

Although the curves and surfaces of geophysical fluid mechanics are commonly moving as
part of the fluid flow, we are concerned in this chapter with describing their instantaneous spatial
properties. Hence, time does not appear in this chapter. Furthermore, although curves and
surfaces can overturn and intersect themselves, we restrict attention to orientable curves and
surfaces whose normal direction has a nonzero projection onto the vertical; i.e., they have no
overhangs and no wrapping (Figure 5.1). This constraint is satisfied by the surfaces of constant
generalized vertical coordinates (e.g., isopycnal surfaces) considered in Chapter 63 and in many
other places in this book. It allows us to make use of coordinates known as the Monge gauge in
condensed matter physics.

reader’s guide to this chapter
This chapter requires an understanding of the Cartesian calculus of Chapter 2. The

differential geometry presented here is mostly written at the level of undergraduate calculus,
so that it can be readily skipped for those recalling the basic ideas and formula. The interested
reader can find far more development by studying a variety of mathematical physics texts
that discuss geometry. One point of direct connection is provided by the physics of fluctuating
membranes as discussed in Section 10.4 of the condensed matter physics textbook from
Chaikin and Lubensky (1995).
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5.1. DEFINITIONS AND NOTATION

5.1 Definitions and notation
The basic notions of curves and surfaces embedded in Euclidean space are rather intuitive.
Nonetheless, it is important to be precise in our usage. For this purpose we here offer some
notation and definitions.

5.1.1 Definitions

We assume the notion of a curve and surface embedded in Euclidean space to be self-evident,
offering analytical expressions for curves in Section 5.2 and surfaces in Section 5.3. Given such,
we here define some related notions used in our study of fluid mechanics.

• orientable: An orientable curve is a curve that allows for normal and tangent directions
to specify directions and sides to the curve. Likewise, an orientable surface has two sides,
allowing one to choose a positive side and a negative side. A Möbius strip is the canonical
surface that is not orientable since it only has one side. Likewise, the boundary of a Möbius
strip is a non-orientable curve. We only consider orientable objects in this book.

• path or contour: A path or contour is a continuous piecewise smooth oriented curve. A
simple path or simple contour does not cross itself. We already encountered contours when
considering path integrals in Chapter 2.

• circuit: A circuit is a path that closes, and a simple circuit is a circuit that does not
cross itself. Finally, a reducible circuit is a circuit that can be continuously deformed to a
point within the domain without leaving the domain. For example, a circuit within the
ocean that encloses an island or continent cannot be deformed to a point since doing so
requires the circuit to cross onto land and thus to leave the ocean.

5.1.2 Notation

In this chapter we write the Cartesian position of a point on a surface as

S = x x̂+ y ŷ + η(x, y) ẑ position on surface, (5.1)

with the vertical position written as

z = η(x, y) vertical position on surface. (5.2)

If we are instead referring to a point on a planar curve in the x-z-plane, then we drop the
y-dependence to have

S = x x̂+ η(x) ẑ position on planar curve. (5.3)

Time dependence is dropped throughout this chapter since we focus on the spatial geometry of
curves and surfaces at a particular time instance.

We assume the outward normal direction on the curve or the surface has a nonzero projection
into the vertical as shown in Figure 5.1. Indeed, we are only able to write the vertical position
as z = η(x, y) so long as there are no overturns in the surface, in which case the outward unit
normal direction is

n̂ =
∇(z − η)
|∇(z − η)| =

ẑ −∇η√
1 + |∇η|2

. (5.4)

Figure 5.2 provides an example surface along with the notation.
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x

z

x

z

z = η(x)n̂

n̂

Figure 5.1: Two sample curves on the x-z plane. The left panel shows a curve whose outward unit normal, n̂,
encounters points where n̂ · ẑ = 0 and where n̂ · ẑ changes sign. This curve, and its generalization to a surface,
are not treated in this chapter. The right panel shows a more gently undulating curve where n̂ · ẑ ̸= 0 everywhere,
and thus where n̂ · ẑ is single signed. For curves such as the right panel, we can express the vertical position as a
1-to-1 function of the horizontal position, z = η(x). Again, this curve has its natural generalization to a gently
undulating surface whereby z = η(x, y) provides a unique mapping between horizontal position and vertical. The
assumption regarding no overhanging curves and surfaces is consistent with our study of surfaces defined by a
constant generalized vertical coordinate (e.g., isopycnals or isentropes) in Chapter 63.

x

z
z = η(x, y)

y

S

Figure 5.2: Example two-dimensional surface embedded in Euclidean space. The position of a point on the
surface is given by the Cartesian position vector S = x x̂+ y ŷ + η(x, y) ẑ. The relation z = η(x, y) provides a
1-to-1 mapping between the horizontal position and the vertical position of a point on the surface. Correspondingly,
the surface is uniquely specified by finding the envelope of points where z − η(x, y) = 0. The lightly shaded region
represents the projection of the curved surface onto the flat horizontal x-y plane below.

5.1.3 Surfaces with x = γ(y, z) or y = ψ(x, z)

We generally find it most useful to specify a point on a surface according to equation (5.1),
whereby we write z = η(x, y) for the vertical position as a function of the horizontal position.
This approach is typical for our applications since the surfaces we encounter most commonly
in stratified geophysical flows have a normal direction that has a non-zero projection into the
ẑ direction. However, there are occasions where it is more convenient to define a point on a
surface according to

S = γ(y, z) x̂+ y ŷ + z ẑ alternative specification. (5.5)

Here, we specify the x position on the surface as a function of y and z via the function γ(y, z).
The unit normal is thus specified by

n̂ =
∇(x− γ)
|∇(x = γ)| =

x̂− ŷ ∂yγ − ẑ ∂zγ
1 +

√
(∂yγ)2 + (∂zγ)2

. (5.6)
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Hence, this specification is useful for those surfaces with normal direction having a non-zero
x̂ component everywhere on the surface, in which case we are afforded the ability to define
γ(y, z). Alternatively, if the surface instead has a normal direction with a non-zero ŷ component
everywhere, then we would find it more suitable to define a point on the surface according to

S = x x̂+ ψ(x, z) ŷ + z ẑ, (5.7)

where y = ψ(x, z) provides the y position of a point on the surface as a function of x, z.

For the remainder of this chapter we return to the specification (5.1) whereby z = η(x, y).
However, there are occasions when we find it more suitable to define the surface using either
equation (5.5) or (5.7). For example, we make use of the specification (5.5) in Section 21.7 when
studying the meridional-depth overturning streamfunction.

5.2 Planar curves in 2D Euclidan space

We here describe the geometry of a curve on the x-z-plane (a planar curve) as depicted in
Figure 5.3. These curves are one-dimensional objects living in a two-dimensional Euclidean
space. Extensions to curves on non-Euclidean surfaces, such as the sphere or an isopycnal, are
straightforward when those surfaces are embedded in the background Euclidean space assumed
in this book.

5.2.1 Differential increments along the curve

As a one-dimensional geometric object, an arbitrary curve can be parameterized by a single
coordinate, referred to here as φ. Let S(φ) specify the position of a point along the curve.
Correspondingly, the differential increment between two infinitesimally close points on the curve
is given by

S(φ+ dφ)− S(φ) = dS =
dS

dφ
dφ ≡ tdφ, (5.8)

where

t =
dS

dφ
(5.9)

is tangent to the curve. If φ = s is the arc length along the curve, then t = t̂ is a unt vector

t̂ · t̂ = dS

ds
· dS
ds

= 1. (5.10)

In some treatments in this book we also write

ŝ = t̂ (5.11)

to correspond to s for arc length. Recall we made use of the arc length along a curve in Section
2.4 when describing path integration.

5.2.2 Length along the curve

As in equation (5.3) we can represent the position of a point along the curve using Cartesian
coordinates

S = x x̂+ η(x) ẑ. (5.12)
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x

z

xA xB

z = η(x)

S = x x̂ + η(x) ̂z

̂t

n̂.
Figure 5.3: An orientable path in the x-z plane defined by a planar curve that does not intersect itself. The
Cartesian position of a point on the curve is given by S = x x̂ + η(x) ẑ, where z = η(x) provides the vertical
position of the point as a function of the horizontal position. The projection of the curve onto the horizontal x-axis
occupies a range xA ≤ x ≤ xB . One way to define the curve is by finding the envelope of points where z−η(x) = 0,
in which case we can readily find the unit normal direction pointing upward as n̂ = ∇(z − η)/|∇(z − η)| =
[ẑ − (dη/dx) x̂] [1 + (dη/dx)2 ]−1/2, and the unit tangent vector t̂ = [x̂+ (dη/dx) ẑ] [1 + (dη/dx)2 ]−1/2.

Hence, letting φ = x parameterize the curve leads to the representation of the tangent direction

t =
dS

dx
= x̂+

dη

dx
ẑ, (5.13)

which has the magnitude
t · t = 1 + (dη/dx)2, (5.14)

so that the unit tangent vector is

t̂ =
x̂+ (dη/dx) ẑ√
1 + (dη/dx)2

. (5.15)

Likewise, the curve’s unit normal vector is given by

n̂ =
∇(z − η)
|∇(z − η)| =

ẑ − (dη/dx) x̂√
1 + (dη/dx)2

, (5.16)

with orthogonality manifest
t̂ · n̂ = 0. (5.17)

The squared length of an infinitesimal segment along the curve is given by

(ds)2 = dS · dS =

[
dS

dx
· dS
dx

]
dx dx, (5.18)

so that the finite length of the curve is determined by the integral

L =

ˆ L

0
ds =

ˆ xB

xA

|dS/dx|dx =

ˆ xB

xA

√
1 + (dη/dx)2 dx, (5.19)

where xA ≤ x ≤ xB is the range over which x runs for the projection of the curve onto the x-axis
(see Figure 5.3).
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5.2.3 Curvature of a curve
Curvature measures the amount that the unit normal changes along the curve. For a planar
curve, the curvature at a point equals to the inverse radius of a circle that shares the same
tangent plane to the curve at the point (see Figure 5.4). We refer to the radius as the radius
of curvature and the corresponding circle as the curvature circle. To formulate an analytic
expression for the radius of curvature at a point on a curve, orient the Cartesian coordinate axes
so that the point is at the origin and the tangent plane sits along the x-axis as in Figure 5.4.
Consequently, the outward unit normal, n̂, is parallel to the ẑ direction.

A Taylor series expansion about the origin tells us that the vertical position of a point along
the curve and near to the origin can be written

η(x) = η(0) + x

[
dη

dx

]
x=0

+
x2

2

[
d2η

dx2

]
x=0

+O(x3) (5.20a)

=
x2

2

[
d2η

dx2

]
x=0

+O(x3). (5.20b)

This result follows since we placed the origin so that η(0) = 0, and aligned the x-axis so that it
is tangent at the origin, in which case dη/dx = 0 at x = 0. Hence, η has a quadratic behavior
near the origin.

R. x

z
z = η(x)

P

ϑ

Figure 5.4: The radius of curvature at a point on a curve, P , equals to the radius of the curvature circle that
shares the same tangent plane as the curve at the point P . When constructing the curvature circle we make use of
the angle, ϑ, to measure the height of a point along the circle, h(x) = R (1− cosϑ) ≈ Rϑ2/2 ≈ x2/(2R). Setting
R−1 = d2η/dx2 provides a second order accurate fit of the curvature circle to the curve at the point P .

Now place a circle with center along the z-axis so that it is tangent to the curve at the
origin, as depicted in Figure 5.4. What is the radius, R, of the circle that best fits the curve
at the origin? To answer this question note that the height of a point on the circle is given
by h(x) = R (1− cosϑ), where ϑ = 0 for a point at the origin and ϑ = π at the diametrically
opposite point. For small ϑ this height takes the form

h(x) ≈ R [1− 1 + ϑ2/2] = x2/(2R), (5.21)

where ϑ = x/R near the origin. For the height of a point on the curve (equation (5.20b)) to
match the height along the circle, to second order accuracy, requires us to set the circle’s radius
to

1

R
=

d2η

dx2
. (5.22)

Equation (5.22) thus provides an expression for the radius of curvature, R, whose inverse is the
curvature

curvature =
1

R
. (5.23)

This result supports our expectation that the second derivative measures the curvature. As the
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radius, R, gets larger, the curvature decreases, which means that local regions along the circle
appear more flat. In the opposite limit the curvature grows as R decreases. Note that we could
have chosen to orient the circle on the opposite side of the tangent (on the convex side), in which
case the radius of curvature is negative. That is, R > 0 when the unit normal points towards
the concave side (side where the curve rises towards n̂), whereas R < 0 when the unit normal
points towards the convex side (side where the curve falls away from n̂).

In closing this section we note that

−∇ · n̂ =
d2η/dx2

[1 + (dη/dx)2 ]3/2
. (5.24)

When evaluated at the point of interest along the curve, we set dη/dx = 0 so that

−∇ · n̂ =
d2η

dx2
=

1

R
. (5.25)

This result supports our earlier statement that curvature measures the change in the normal
direction along the curve. In fact, the identity

−∇ · n̂ =
1

R
(5.26)

holds for an arbitrary point along the curve since it is a coordinate invariant statement.

Equation (5.25) provides a useful means to check the sign of the radius of curvature. Namely,
the point of interest in Figure 5.4 is a local minimum, so that d2η/dx2 > 0 and the radius of
curvature is thus positive, R > 0. In contrast, the radius of curvature is negative at points where
d2η/dx2 < 0.

5.3 Surfaces embedded in 3D Euclidean space
We now extend the previous discussion to a two-dimensional surface embedded in three-
dimensional Euclidean space such as in Figure 5.2. In general, a 2D surface in 3D space
can be parameterized by two variables, φ1 and φ2, so that infinitesimal increments along the
surface satisfy

dS =
∂S

∂φ1
dφ1 +

∂S

∂φ2
dφ2 = t1 dφ1 + t2 dφ2. (5.27)

The vectors t1 and t2 are tangent to the surface at the point (φ1, φ2), and yet they are not
generally orthogonal to one another.

Making use of the Cartesian expression (5.1)

S = x x̂+ y ŷ + η(x, y) ẑ (5.28)

brings the two tangent directions and the unit tangent directions into the form

t1 =
∂S

∂x
= x̂+

∂η

∂x
ẑ and t̂1 =

x̂+ (∂η/∂x) ẑ√
1 + (∂η/∂x)2

(5.29a)

t2 =
∂S

∂y
= ŷ +

∂η

∂y
ẑ and t̂2 =

ŷ + (∂η/∂y) ẑ√
1 + (∂η/∂y)2

. (5.29b)

Likewise, the surface unit normal vector is given by

n̂ =
∇(z − η)
|∇(z − η)| =

ẑ −∇η
|ẑ −∇η| =

ẑ −∇η√
1 + |∇η|2

, (5.30)
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and it is straightforward to show orthogonality with the two tangent vectors

t̂1 · n̂ = t̂2 · n̂ = 0. (5.31)

5.3.1 Area on the surface
Recall from Section 1.7.5 that the magnitude of a vector product of two vectors equals to the
area of the parallelogram subtended by the vectors. Hence, the area of an infinitesimal surface
element with sides dφ1 and dφ2 is given by

dS =

∣∣∣∣ ∂S∂φ1
× ∂S

∂φ2

∣∣∣∣dφ1 dφ2. (5.32)

Making use of Cartesian coordinates brings the area element to

dS =
√

1 + |∇η|2 dx dy =
√
1 + |∇η|2 dA, (5.33)

where
dA = dx dy (5.34)

is the area of the surface projected onto the horizontal plane. Hence, the area of a finite region
is given by the integral

S =

ˆ
dS =

ˆ
|∇(z − η)|dA =

ˆ √
1 + |∇η|2 dx dy, (5.35)

where the second and third integrals extend over the region defined by the projection of the
surface onto the horizontal (see Figure 5.2).

5.3.2 Curvature of a surface
We now seek an expression for the curvature of a point on the surface. Since the surface has
two dimensions, we expect the curvature to be measured by two numbers rather than the single
curvature for the curve discussed in Section 5.2.3. The method for developing the curvature is
analogous to that used for a curve, yet with a bit more mathematics needed to allow for the
extra dimension. Figure 5.5 depicts the situation.

n̂

t1
t2𝒯 .

P

Figure 5.5: Depicting the elements needed to construct the curvature of a surface at an arbitrary point, P . The
local unit normal direction is given by n̂, along with the two tangent vectors t1 and t2. The tangent vectors
span the space of the tangent plane, T, shown as a flat surface that is tangent at the chosen point on the surface.
In this case the surface falls away from the normal direction, as per a convex surface, so that the two radii of
curvature are negative. Other surfaces can be concave, whereby both radii of curvature are positive, or hyperbolic
(saddle), whereby one is positive and another negative.
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Let x = (x1, x2) = (x, y) be Cartesian coordinates on a tangent plane local to an arbitrary
point on the surface, with the origin of the coordinate system taken at the point. Near to the
point, we can estimate the vertical distance of a point on the surface from the tangent plane
according to the quadratic form

η ≈ 1

2
xm Cmn xn, (5.36)

where C is the matrix of second partial derivatives evaluated at the point

C =


∂2η

∂x21

∂2η

∂x1∂x2
∂2η

∂x1∂x2

∂2η

∂x22

 . (5.37)

As a symmetric matrix, C is diagonalizable and it has two eigenvalues, R−1
1 and R−1

2 , along with
its associated eigenvectors, c1 and c2. The quadratic form (5.36) can thus be written as

η ≈ 1

2
R−1

1 (x · c1)2 +
1

2
R−1

2 (x · c2)2. (5.38)

R1 and R2 are the principle radii of curvature for the surface at the point P . They correspond,
respectively, to the radii of the curvature circles in the n̂-c1 and n̂-c2 planes. If the radius of
curvature, Rm, is positive, then the surface curves towards n̂ along the n̂-ci plane, and conversely
if Rm is negative. The surface takes the shape of a saddle when the two radii of curvature have
opposite signs.

There are two scalar invariants of the matrix C that commonly arise in applications.

• Tr(C) = R−1
1 + R−1

2 , which is twice the mean curvature for the surface. With the unit
normal vector given by equation (5.4), one can show that

−∇ · n̂ =
∇2η

[1 + (∇η)2 ]3/2 . (5.39)

A bit of algebra leads us to conclude that

−∇ · n̂ =
∇2η

[1 + (∇η)2 ]3/2 =
1

R1
+

1

R2
, (5.40)

for any point along the surface, thus generalizing the result (5.25) found for a curve.
Furthermore, if |∇η| ≪ 1 then we have

∇2η ≈ 1

R1
+

1

R2
, (5.41)

with this result proving useful in the study of surface tension in Section 25.11.

• det(C) = 1/(R1R2) is known as the Gaussian curvature, which is the product of the two
curvatures.

5.3.3 Curves on the surface z = η(x, y)

We now consider a curve, as in Section 5.2, defined along a two dimensional surface, z = η(x, y),
with the curve defined by lines of constant z = η(x, y). For example, if η(x, y) is the solid earth
topography, then lines of constant η are contours of constant topography. By definition, these
contours have no projection into the vertical direction (i.e., they do not go uphill or downhill),
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t̂

Figure 5.6: Geometry depicting a contour along a particular line of constant z = η(x, y), such as for a constant
elevation path along a mountain or valley. The along-contour unit tangent direction is t̂ = dx/ds, with s the
arc length along the contour. The unit normal direction pointing to the left of the contour direction is n̂, with
n̂ · t̂ = 0 and t̂× n̂ = ẑ. Both n̂ and t̂ are horizontal unit vectors.

and they are determined by
dη = 0 = ∇η · dx, (5.42)

where dx = x̂dx + ŷ dy is the horizontal space increment along the contour. Following the
introduction of arc length in Section 5.2.1, we write

dη = 0 = ∇η · dx = ∇η · dx
ds

ds = ∇η · t̂ ds, (5.43)

where t̂ is a unit vector pointing in the direction of the contour. To build an orthogonal triad of
coordinates, we then define an orthogonal unit vector, n̂, that points to the left of the contour
direction so that

n̂ · t̂ = 0 and t̂× n̂ = ẑ, (5.44)

as depicted in Figure 5.6. We provide an example use of this formalism in Exercise 5.1.

5.4 Exercises

exercise 5.1: Jacobian evaluated along a contour
Consider the vector cross product of two functions, ψ(x, y) and Q(x, y)

ẑ · (∇ψ ×∇Q) = ∂xψ ∂yQ− ∂yψ ∂xQ ≡ J(ψ,Q), (5.45)

where the final equality defined the Jacobian operator. Show that when evaluated along a
contour of constant Q, the Jacobian is given by

J(ψ,Q) = −(n̂ · ∇Q) (t̂ · ∇ψ) (5.46)

where t̂ is the unit tangent along the contour and n̂ is a unit vector pointing to the left of the
tangent (e.g., see Figure 5.6).

exercise 5.2: Curvature of a circle
Make use of equation (5.26), as well as the polar coordinates from Section 4.22, to show that for
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a circle of radius r we have

−∇ · n̂ =
1

r
, (5.47)

where n̂ = −r̂ points to the left when moving around the circle in a counterclockwise direction.
Hence, the radius of curvature for the circle equals to the circle’s radius.
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Chapter 6

LINEAR PARTIAL DIFFERENTIAL EQUATIONS

Fluid mechanics is a classical field theory whose mathematical description involves partial
differential equations (PDEs). Although most of these partial differential equations are nonlinear,
some are linear. Regardless, an understanding of linear partial differential equations provides
useful insights into the physics and maths of geophysical fluids. For this purpose, we here explore
the rudiments of linear partial differential equations.

chapter guide

This chapter renders an appreciation for the mathematical structure and physical behavior
of many equations encountered in geophysical fluid mechanics. Indeed, it is remarkable
how useful it is, both mathematically and physically, to develop a basic understanding
of linear partial differential equations. Furthermore, those aiming to develop solution
methods, either analytical or numerical, should have a working knowledge of this chapter
along with the Green’s function method detailed in Chapter 9. Throughout this chapter
we assume Cartesian coordinates.

There are many resources devoted to the theory and application of partial differential
equations throughout physics, engineering, and applied mathematics. Chapter 8 of Hilde-
brand (1976) offers a pedagogical starting point whereas Stakgold (2000a,b) thoroughly
develops the theory and methods available for boundary value problems encountered
in physics. Duchateau and Zachmann (1986) concisely summarize partial differential
equations and provide nearly 300 worked exercises, with much of the presentation in this
chapter following their treatment.
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6.1 Loose threads
• Exercises that illustrate the separation of variables method.

• Discuss the notion of spherical harmonics and cylindrical harmonics.

6.2 The advection equation
Consider a tracer concentration, C, which for present purposes is a scalar field that is a function
of space and time. As derived in Section 69.3, the tracer concentration in the absence of diffusion
satisfies the advection equation

(∂t + v · ∇)C = 0. (6.1)

The space and time derivatives acting on C are both first order, indicating that the advection
equation is a first order partial differential equation. It is a nonlinear partial differential equation
for those active tracers such as temperature, where active tracers affect the velocity, v, through
changes to density and hence to pressure. In contrast, the advection equation is linear for passive
tracers (e.g., colored dye, dust), which are tracers whose effects on velocity are negligible (Section
20.1.5). We limit the present discussion to passive tracers so that the advection equation is
linear.

6.2.1 Constant advection velocity
Consider one space dimension and let the advection velocity be constant in space and time,

(∂t + U ∂x)C = 0, (6.2)

where U is a constant velocity in the x̂ direction. An inspired guess reveals that

C(x, t) = Γ(α) = Γ(x− Ut) (6.3)

is a general solution to equation (6.2). Here, Γ is an arbitrary differentiable function that is
determined by the initial conditions of the tracer field. Furthermore, there is only one argument
to Γ, here written as α = x − Ut. As discussed in Section 6.3, α = x − Ut is referred to as a
characteristic curve for the constant speed one-dimensional advection equation.
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Verification of the solution (6.3) is readily found by noting

∂C

∂x
=

dΓ(α)

dα

∂α

∂x
= Γ′(α)

∂(x− Ut)
∂x

= Γ′ (6.4a)

∂C

∂t
=

dΓ(α)

dα

∂α

∂t
= Γ′(α)

∂(x− Ut)
∂t

= −Γ′ U. (6.4b)

We have thus verified that

(∂t + v · ∇)C = −Γ′ U + U Γ′ = 0. (6.5)

The functional dependence,

C(x, t) = Γ(α) = Γ(x− Ut), (6.6)

reveals that as time progresses with U > 0, an observer that moves in the positive x̂ direction
with a speed U maintains a constant value for the tracer concentration. This behavior means
that the tracer concentration is transported by advection with a speed U without changing its
structure. We illustrate this behavior in Figure 6.1.

C

x

C(x, t0)

C

x

C(x, t > t0)
U > 0

Figure 6.1: Illustrating the advection of a scalar field resulting from a constant advection velocity v = U x̂ with
U > 0. The initially square pulse of tracer concentration is translated, unchanged, by the constant advection
velocity.

6.2.2 Arbitrary functions resulting from PDEs
As revealed from the above example, the solution to a partial differential equation is typically
given in terms of an arbitrary function with a specified dependence on the independent variables.
The function itself is unspecified without additional information from initial and/or boundary
conditions. For example, consider an initial tracer concentration in the form of a sine-wave

C(x, t = 0) = C0 sin(k x), (6.7)

with k a wavenumber (dimensions of inverse length), and allow the domain to be infinite in
extent (no boundaries). When advected by a constant advection velocity, the solution to the
advection equation is a tracer concentration in the form of a sine-wave moving in the positive x̂
direction with speed U

C(x, t) = C0 sin[k (x− Ut)]. (6.8)

The arbitrary functional degree of freedom is a generalization of the case with ordinary differential
equations, whose solutions are determined up to constants that are specified by initial and/or
boundary conditions.

6.2.3 Further study
Advection plays a fundamental role in the transport of matter, energy, and momentum within
fluids. As seen in our discussion of fluid kinematics in Chapter 17, advection appears in the fluid
mechanical equations when viewing the fluid from the fixed laboratory or Eulerian reference
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frame. We thus encounter advection throughout this book, with further development of the
physics in Section 69.3 and mathematics in Section 69.4.

6.3 Characteristic curves for first order PDEs

The advection equation is the canonical first order partial differential equation commonly found
in fluid mechanics. A more general form for a first order partial differential equation in one
space dimension is given by1

P (x, t, ψ) ∂xψ +Q(x, t, ψ) ∂tψ = R(x, t, ψ), (6.9)

where P , Q, and R are arbitrary smooth functions, x, t are the independent variables, and ψ is
the unknown dependent function. This partial differential equation is linear if P , Q, and R are
independent of ψ, and quasi-linear if P and Q are independent of ψ and R is at most a linear
function of ψ. In this section we develop a formalism that determines the functional dependence
of solutions to these partial differential equations. This method of characteristics is quite useful
for exposing general properties of the solutions, even for those cases where the solution is not
analytically available.

6.3.1 General formulation

In the first order partial differential equation given by equation (6.9), assume there is a functional
relation

Υ(x, t, ψ) = constant (6.10)

that determines the dependent function, ψ, consistent with equation (6.9). We refer to Υ as an
integral surface that specifies a solution to the partial differential equation. If Υ specifies an
integral surface, it must satisfy

dΥ = 0 =
∂Υ

∂x
dx+

∂Υ

∂t
dt+

∂Υ

∂ψ
dψ, (6.11)

which holds since the differential of a constant vanishes. For the two dependent variables, x and
t, the condition (6.11) leads to the differential constraints

dΥ

dt
= 0 =

∂Υ

∂ψ

∂ψ

∂t
+
∂Υ

∂t
(6.12a)

dΥ

dx
= 0 =

∂Υ

∂ψ

∂ψ

∂x
+
∂Υ

∂x
. (6.12b)

Assuming ∂Υ/∂ψ ̸= 0 allows us to write

∂ψ

∂t
= − ∂Υ/∂t

∂Υ/∂ψ
and

∂ψ

∂x
= − ∂Υ/∂x

∂Υ/∂ψ
(6.13)

so that the first order partial differential equation (6.9) takes on the equivalent form

P
∂Υ

∂x
+Q

∂Υ

∂t
+R

∂Υ

∂ψ
= 0. (6.14)

1Much from this section is taken from Section 8.2 of Hildebrand (1976).
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Through this construct we have symmetrized the appearance of the functions P,Q,R appearing
in the partial differential equation (6.9). Consistency of equation (6.14) with

dΥ =
∂Υ

∂x
dx+

∂Υ

∂t
dt+

∂Υ

∂ψ
dψ = 0, (6.15)

requires
P = ρdx and Q = ρdt and R = ρdψ, (6.16)

for some non-dimensional function, ρ(x, t, ψ). Eliminating the unknown function ρ renders the
ordinary differential equations

dx

P
=

dt

Q
=

dψ

R
. (6.17)

Paths in (x, t, ψ) space that satisfy these differential equations are known as characteristic curves.
Note that if any one of the functions P , Q, or R vanish, then we merely remove that term from
these relations.

6.3.2 Examples
We now determine characteristic curves for some specific examples. First consider the linear
homogeneous advection equation with constant advection speed

U
∂ψ

∂x
+
∂ψ

∂t
= 0, (6.18)

in which we identify P = U , Q = 1, and R = 0. The single ordinary differential equation defining
the characteristic curve is given by

dx

U
=

dt

1
, (6.19)

so that characteristics are given by the family of space-time lines

d(x− U t) = 0 =⇒ x− U t = α, (6.20)

with α an arbitrary constant. These lines determine the paths in space-time along which
advective signals are transmitted.

Now add a constant source to the linear advection equation

U
∂ψ

∂x
+
∂ψ

∂t
= R. (6.21)

The two ordinary differential equations defining the characteristic curve are

dx

U
=

dt

1
=

dψ

R
. (6.22)

In addition to the relation x− U t = α1 determined from the homogeneous case, we also have
ψ−R t = α2 for α2 an arbitrary constant. Hence, the characteristic equations render the general
solution of the form

Γ[x− U t, ψ −R t] = constant, (6.23)

for Γ an arbitrary function. One example solution is given by

ψ = f(x− U t) +R t, (6.24)

for an arbitrary smooth function, f . This solution has the form of a traveling signal, f(x− U t),
plus a linear signal, R t.
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For the final example, consider the linear advection equation with non-constant coefficients
and non-constant source

x
∂ψ

∂x
+ t

∂ψ

∂t
= ψ, (6.25)

in which the ordinary differential equations determining the characteristics are given by

dx

x
=

dt

t
=

dψ

ψ
. (6.26)

The first equality leads to the identity

d(lnx) = d(ln t) =⇒ t/x = α1. (6.27)

Similarly, by equating the first and third terms in equation (6.26) we have

ψ/x = α2. (6.28)

Hence, the general solution of the partial differential equation (6.25) is given by e

Γ(t/x, ψ/x) = 0⇒ ψ = xF (t/x) (6.29)

for an arbitrary smooth function F .

6.4 Classifying second order partial differential equations

There are many second order partial differential equations appearing in fluid mechanics, a general
form of which in one space dimension is given by

A
∂2ψ

∂x2
+B

∂2ψ

∂x∂t
+ C

∂2ψ

∂t2
= Λ. (6.30)

For linear partial differential equations, A,B,C are arbitrary functions of space and time that are
independent of ψ. Furthermore, Λ is a function of space and time and at most a linear function of
ψ and its derivatives. The most general solution to a linear partial differential equation consists
of the sum of any particular solution and a solution to the homogeneous problem (where Λ = 0).

The terms involving second derivatives in equation (6.30) determine the character of the
solutions, with importance placed on the sign of the discriminant B2 − 4AC. By analogy with
conic sections we classify second order partial differential equations as follows:

PDE form =


hyperbolic B2 − 4AC > 0
elliptic B2 − 4AC < 0
parabolic B2 − 4AC = 0.

(6.31)

We can further motivate this terminology by considering the case of a homogeneous constant
coefficient partial differential equation and an assumed solution of the form

ψ(x, t) = f(mx+ t). (6.32)

Plugging into the second order partial differential equation (6.30) with Λ = 0 leads to

Am2 +Bm+ C = 0. (6.33)

The two solutions, m1 and m2, are both real for the hyperbolic case, conjugate complex for the
elliptic case, and a perfect square for the parabolic case.
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6.5 Elliptic partial differential equations

The elliptic case from Section 6.4 has discriminant B2 − 4AC < 0, in which case there are two
imaginary characteristics. The canonical example elliptic equation is Laplace’s equation

(∂xx + ∂yy)ψ = 0, (6.34)

where we converted from the time coordinate, t, to the space coordinate y. Formally, this
transition is realized by setting t = i y, where i =

√
−1. Laplace’s equation is satisfied by time-

independent (i.e., steady state) solutions to the heat/diffusion equation (Section 6.6). Another
common elliptic equation is Poisson’s equation, which results from adding a source to Laplace’s
equation

(∂xx + ∂yy)ψ = Λ. (6.35)

As a frequent shorthand, we define the Laplacian operator (for three space-dimensions)

∇2 = ∂xx + ∂yy + ∂zz. (6.36)

This expression generalizes to arbitrary coordinates (e.g., see Sections 4.22, and 4.23 for cylindrical
and spherical coordinate examples).

As there is no time in the Laplace and Poisson equations, information is transmitted
instantaneously so that the structure of the solution is determined by boundary conditions or
boundary data. Strictly speaking, instantaneous information transfer is not physical since all
physical signals have a finite propagation speed no greater than the speed of light. However, an
infinite speed can be a useful mathematical construct motivated by the physics. For example,
acoustic signals (Chapter 51) propagate in fluids much faster than other waves and fluid particle
speeds. For many purposes of large-scale planetary fluid mechanics, it is suitable to assume
acoustic speeds are infinite, and in so doing we filter or remove acoustic modes from of the
dynamical equations.2 In the process, the hyperbolic equation describing acoustic waves is
converted into an elliptic equation.

6.5.1 Harmonic functions

Solutions to Laplace’s equation, ∇2ψ = 0, are known as harmonic functions. The name
“harmonic” originates from the study of fundamental modes of oscillation, such as arise from
musical instruments or more generally the motion of linear oscillators. Such fundamental modes
are solutions to the Laplace equation with boundary conditions depending on the instrument.
On domains with certain symmetries, the solution to Laplace’s equation can be written in terms
of the sine and cosine trignometric functions. Notably, these functions are solutions to the
one-dimensional Helmholtz equation (see Section 6.7.3), or equivalently to the simple harmonic
oscillator equation (see Section 15.6). As a result, the sine and cosine functions, though not
satisfying Laplace’s equation, provide building blocks to the harmonic functions that do satisfy
Laplace’s equation.

Here are some example harmonic functions for two space dimensions:

ψ = x3 − 3x y2 ψ = ln(x2 + y2) ψ = eγ x cos(γ y) ψ = a x+ b y, (6.37)

2A scuba diver feeling the beat of a ship underwater, or an audience member at a rock concert may question
why we wish to filter out acoustic waves from the dynamics. Even so, in Chapter 51 we see that acoustic energy
is in fact tiny relative to planetary waves and gravity waves, and utterly negligible for studies of large scale
geophysical fluid motions.
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with arbitrary constants a, b, γ. Furthermore, with

∇2(ψ ϕ) = ψ∇2ϕ+ 2∇ϕ · ∇ψ + ϕ∇2ψ, (6.38)

we see that the product of two harmonic functions (∇2ψ = ∇2ϕ = 0) is itself harmonic if
and only if their gradients are orthogonal, ∇ψ · ∇ϕ = 0. In the remainder of this section we
present some properties of harmonic functions and develop self-consistency for the boundary
data appearing in the Laplacian boundary value problem defined by equations (6.41a)-(6.41b)
stated below.

6.5.2 Mean value property of harmonic functions
Harmonic functions possess a remarkable mean value property, which we prove in Section 9.3.10
using methods from Green’s function theory. Here, we consider its implications.

The mean value property says that the value of a harmonic function, ψ, at a point x0 within
an open region of R equals to the average of ψ taken over the surface of a sphere within R that
is centered at x0. In equations this property states that

ψ(x0) =

¸
SR
ψ(x) dS¸
SR

dS
, (6.39)

where SR is a sphere with radius R centered at x0 with “area” given by

˛
SR

dS =

{
2πR n = 2 space dimensions
4πR2 n = 3 space dimensions.

(6.40)

We illustrate this property in Figure 6.2.
The mean-value property of harmonic functions holds anywhere within the domain where

∇2ψ = 0, so long as the sphere is fully contained within that domain. It implies that there
can be no extrema of ψ within the domain, since if there was an extrema then it could not
satisfy the mean-value property. Hence, all extrema of harmonic functions live on the domain
boundary. This property lends mathematical support for considering harmonic functions to be
solutions to continuous physical systems that are in equilibrium or a steady state. As a physical
example, consider a temperature field, T (x), in a region with zero heat sources and zero fluid
flow. As shown in Section 68.3.4, the steady state temperature satisfies ∇2T = 0, and as such it
is harmonic and hence has no extrema within the domain.

.
𝒮R
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∮
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Figure 6.2: The value of a harmonic function at a point x0 equals to the area average of the function over a
sphere of arbitrary radius (so long as ∇2ψ = 0 inside the sphere) centered at x0. We here illustrate this property
for 3-dimensions, but it holds for arbitrary space dimensions.
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6.5.3 Laplace’s boundary value problem
Laplace’s equation requires boundary conditions to fully specify the harmonic function. We here
consider Laplace’s boundary value problem in the form

∇2ψ = 0 x ∈ R (6.41a)

αψ + β n̂ · ∇ψ = σ x ∈ ∂R, (6.41b)

where R is a smooth and simply connected volume, ∂R is the boundary surface enclosing R

with outward unit normal, n̂, and with α, β, and σ given boundary data functions.

We can establish constraints on the boundary conditions that lead to a self-consistent
Laplacian boundary value problem (6.41a)-(6.41b). We do so through the use of Gauss’s
divergence theorem (Section 2.7) in which integration over the full domain leads to

0 =

ˆ
R

∇2ψ dV =

˛
∂R
n̂ · ∇ψ dS. (6.42)

In physical applications the boundary condition (6.41b) usually appears with either α = 0 or
β = 0, and these two cases are associated with distinct self-consistency constraints.

Dirichlet boundary condition

The case with β = 0 is referred to as a Dirichlet boundary condition whereby

ψ = σ x ∈ ∂R, (6.43)

where we set α = 1 without loss of generality. In this case all boundary data result in a
self-consistent Laplacian boundary value problem so there is no constraint on σ. Thinking
again about temperature, this boundary condition specifies the temperature on the domain
boundary to equal T = σ, with all boundary functions σ consistent with a harmonic temperature
distribution within the domain interior.

Neumann boundary condition

The case with α = 0 results in a Neumann boundary condition. Without loss of generality we set
β = 1 and reach the following self-consistency condition

˛
∂R
σ dS = 0. (6.44)

A self-consistent boundary condition for Laplace’s equation with the Neumann boundary condi-
tion must satisfy this surface integral constraint. For the temperature example, this boundary
condition says that to realize a steady state harmonic temperature distribution within a region,
we can at most apply a zero area averaged boundary heating. If the boundary constraint (6.44)
is not satisfied, then the interior temperature field cannot be harmonic so that it will not be in a
steady state.

6.5.4 Poisson’s equation
The generic boundary value problem for Poisson’s equation takes on the form

∇2ψ = Λ x ∈ R (6.45a)

αψ + β n̂ · ∇ψ = σ x ∈ ∂R, (6.45b)
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where Λ(x) is a specified source function. We here present, without proof, some general properties
of solutions to Poisson’s equation and develop self-consistency conditions for the boundary data
appearing in equation (6.45b).

6.5.5 Extended max-min principle for Poisson’s equation

A subharmonic function, ψ, satisfies the Poisson equation with a non-negative source

∇2ψ = Λ ≥ 0 x ∈ R. (6.46)

Here, the source function makes the curvature of a subharmonic function positive. Correspond-
ingly, every point within R satisfies the minimum principle

ψ(x0) ≤
¸
SR
ψ(x) dS¸
SR

dS
, (6.47)

for spheres, SR, that are fully within R and where ∇2ψ = Λ. The signs switch for superharmonic
functions whereby ∇2ψ ≤ 0 for x ∈ R

Returning to the temperature example, consider a temperature field in a region with a
positive heat source, Λ > 0. The steady state temperature in the presence of zero fluid flow
satisfies Poisson’s equation ∇2T = Λ ≥ 0 for regions with the heat source. The minimum
principle (6.47) means that the temperature at any point within the heating region is less than
the temperature averaged over a sphere centered on the point, so long as the sphere remains
within the region of heating. It is only in the absence of a heat source or sink, where ∇2T = 0,
that we recover the mean-value property of harmonic functions given by equation (6.39).

6.5.6 Poisson’s boundary value problem

We follow the method in Section 6.5.3 to develop constraints on the boundary conditions applied
as part of the Poisson boundary value problem (6.45a)-(6.45b). Use of Gauss’s divergence
theorem leads to the constraint ˛

∂R
n̂ · ∇ψ dS =

ˆ
R

ΛdV. (6.48)

We separately consider Dirichlet and Neumann boundary conditions.

Dirichlet boundary condition

The Dirichlet condition with β = 0 leads to

ψ = σ x ∈ ∂R. (6.49)

Just as for Laplace’s boundary value problem, all boundary data result in a self-consistent Poisson
boundary value problem, so there is no constraint on σ. Thinking again about temperature, this
boundary condition specifies the temperature on the domain boundary to equal T = σ, with all
boundary functions, σ, consistent with the interior heating, Λ, and a temperature field satisfying
∇2T = Λ within the interior.
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Self-consistent Neumann boundary condition

The Neumann boundary condition leads to the following self-consistency condition

˛
∂R
σ dS =

ˆ
R

ΛdV. (6.50)

A self-consistent boundary condition for Poisson’s equation with a Neumann boundary condition
must satisfy this surface integral constraint. For the temperature example, this boundary
condition says that the area integrated boundary data must be consistent with the volume
integrated source function in order for the temperature to satisfy Poisson’s equation. Otherwise,
the temperature field will evolve in time and thus not be in a steady state. Compatibility of the
boundary conditions ensures the existence of a solution to the Poisson equation that is unique
up to an arbitrary constant.

6.6 Parabolic partial differential equations

The parabolic case from Section 6.4, B2 − 4AC = 0, contains a single real characteristic. The
canonical example is the heat equation, which is also known as the diffusion equation

∂ψ

∂t
= κ

∂2ψ

∂x2
, (6.51)

where κ > 0 is the kinematic diffusivity with dimensions of squared length per time.

6.6.1 Initial and initial-boundary value problems
The Cauchy Problem is the name given to the initial value problem for the heat equation over
all space, here given by Euclidean space

∂ψ

∂t
= κ∇2ψ x ∈ Rn, t > 0 (6.52a)

ψ(x, t = 0) = σ(x) x ∈ Rn (6.52b)

|ψ(x, t)| <∞ x ∈ Rn, t > 0. (6.52c)

The general initial-boundary value problem over a finite domain R takes the form

∂ψ

∂t
= κ∇2ψ x ∈ R, t > 0 (6.53a)

ψ(x, t = 0) = σ(x) x ∈ R (6.53b)

α(x)ψ(x, t) + β(x) n̂ · ∇ψ(x, t) = g(x, t) x ∈ ∂R, t > 0, α β ≥ 0. (6.53c)

Following from the discussion of Laplace’s and Poisson’s boundary value problems, choices for
the boundary functions α and β impact on the character of the boundary conditions. The
Neumann condition is most commonly applied to set the flux of a tracer or temperature at the
boundaries. The alternative use of the Dirichlet condition is commonly applied for idealized
“diagnostic” tracers in geophysical fluid applications (see Haine et al. (2025) for a review of such
idealized ocean tracers).

6.6.2 Smoothing property
The extended max-min principle from Section 6.5.5 holds also for the heat equation, which is
consistent with solutions to the heat equation generally decaying their initial condition towards
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zero by reducing the amplitude of all extrema. Hence, no extrema are introduced in the interior
of the domain by the heat equation; extrema only arise via boundary and/or initial conditions.
Furthermore, the steady state limit of the heat equation is a harmonic function, and so solves
Laplace’s equation whereby the mean-value property holds (Section 6.5.2).

Illustrating the smoothing property in a finite domain

We illustrate the smoothing property for the specific case of the one-dimensional initial-boundary
value problem with homogeneous Dirichlet boundary conditions

∂ψ

∂t
= κ

∂2ψ

∂x2
0 < x < L, t > 0 (6.54a)

ψ(x, t) = I(x) 0 < x < L, t = 0 (6.54b)

ψ(0, t) = ψ(L, t) = 0 t > 0. (6.54c)

A variety of methods, such as separation of variables, can be used to derive the following Fourier
series solution3

ψ(x, t) =

∞∑
n=1

In e
−κ t (nπ/L)2 sin(nπ x/L) with In =

2

L

ˆ L

0
I(x) sin(nπ x/L) dx. (6.55)

As per the smoothing property of diffusion, note how the amplitude of each Fourier mode decays
exponentially in time.

Smoothing property for an initial value problem on the real line

Now consider the one-dimensional heat equation on the real line, with the only boundary
conditions being regularity at infinity

∂ψ

∂t
= κ

∂2ψ

∂x2
−∞ < x <∞, t > 0 (6.56a)

ψ(x, t) = I(x) −∞ < x <∞, t = 0. (6.56b)

One can show by direct differentiation that the following Gaussian is a solution4

ψ(x, t) =
1√

4π κ t

ˆ ∞

−∞
I(ξ) exp

[
−(x− ξ)2

4κ t

]
dξ. (6.57)

Again, this function smooths/damps the initial condition function I(x) as time increases.

6.6.3 Duhamel’s superposition integral for the heat equation

Consider a scalar field that starts from zero initial conditions and evolves according to the heat
equation in the presence of a source

∂Ψ

∂t
= κ∇2Ψ+ f(x) x ∈ Rn, t > 0 (6.58a)

Ψ(x, t) = 0 x ∈ Rn, t = 0. (6.58b)

3We discuss Fourier series in Chapter 8.
4In Section 9.5 we develop Green’s function methods to derive the integral solution (6.57).
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Now consider the converse, in which another scalar field evolves without a source and yet is
initialized according to the source

∂ψ

∂t
= κ∇2ψ x ∈ Rn, t > 0 (6.59a)

ψ(x, t) = f(x) x ∈ Rn, t = 0. (6.59b)

Remarkably, these two scalar fields are related by Duhamel’s superposition integral

Ψ(x, t) =

ˆ t

0
ψ(x, t− τ) dτ. (6.60)

We verify the connection by direct differentiation

∂Ψ(x, t)

∂t
= ψ(x, 0) +

ˆ t

0

∂ψ(x, t− τ)
∂t

dτ = f(x) + κ∇2Ψ(x, t). (6.61)

Duhamel’s superposition integral allows us to move the source between the partial differential
operator and the initial conditions. It says that the forced solution, Ψ(x, t), is built by time
integrating the “retarded” values of the unforced solution, ψ, from the initial time, t = 0,
to the current time, t. A more general presentation allows for the source function to be a
function of time, f(x, t), in which case we develop a family of solutions, ψf (x, t; τ), generated
by reinitializing ψf (x, t = τ ; τ) = f(x, τ) and then superposing the members of this family to
generate Ψ(x, t). This more general solution method is encompassed by the Green’s functions of
Section 9.5.

As an example, consider the initial value problem for the heat equation on a line as given by
equations (6.56a)-(6.56b)

∂ψ

∂t
= κ

∂2ψ

∂x2
−∞ < x <∞, t > 0 (6.62a)

ψ(x, t) = f(x) −∞ < x <∞, t = 0, (6.62b)

whose solution is given by the Gaussian function in equation (6.57). Duhamel’s superposition
integral (6.60) says that

Ψ(x, t) =

ˆ t

0
ψ(x, t− τ) dτ =

ˆ t

0

1√
4π κ (t− τ)

ˆ ∞

−∞
f(ξ) exp

[
− (x− ξ)2
4κ (t− τ)

]
dτ dξ (6.63)

satisfies the forced (inhomogeneous) initial value problem with zero initial condition

∂Ψ

∂t
= κ

∂2Ψ

∂x2
+ f(x) −∞ < x <∞, t > 0 (6.64a)

Ψ(x, t) = 0 −∞ < x <∞, t = 0. (6.64b)

We make use of this result in our discussion of Green’s functions in Chapter 9.

6.6.4 Further study

We examine physical and mathematical properties of the heat/diffusion equation in Sections 68.3
and 68.4. Section 9.11 of Hildebrand (1976) offers a lucid discussion of Duhamel’s superposition
integral.
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6.7 Hyperbolic partial differential equations

The hyperbolic case from Section 6.4 has B2−4AC > 0 and thus contains two real characteristics.
The the linear homogeneous wave equation is the canonical example of a hyperbolic partial
differential equation

(∂tt − U2 ∂xx)ψ = 0. (6.65)

Solutions have the form of a moving signal in both directions that move along the two character-
istics

ψ(x, t) = F(x− Ut) +G(x+ U t), (6.66)

where F and G are differentiable functions whose form is determined by the initial conditions.
Note that we can factor the differential operator into the form

(∂t − U ∂x) (∂t + U ∂x)ψ = 0. (6.67)

Consequently, if either one of the linear first-order partial differential equations are satisfied

(∂t − U ∂x)ψ = 0 (6.68a)

(∂t + U ∂x)ψ = 0 (6.68b)

then ψ will satisfy the full wave equation. These first-order partial differential equations are the
one-dimensional advection equations considered in Section 6.3 with opposite advection direction,
and each of which has a single characteristic. In this manner, we can think of advection by
constant velocity as the square root of the wave equation. Similarly, some disciplines refer to the
linear advection equation (6.2), with constant advection speed, as the one-way wave equation. It
represents the simplest of the hyperbolic partial differential equations.

6.7.1 Initial value problem for the infinite-domain wave equation

Since there are two time derivatives, specification of a solution requires initial conditions for
the field and its first time derivative. To illustrate the structure of a solution to the wave
equation, we develop a solution to the Cauchy problem, which is the initial value problem for
the one-dimensional wave equation on the real line (infinite spatial domain so no boundary
conditions)

∂ttψ = c2 ∂xxψ −∞ < x <∞, t > 0 wave equation on a line (6.69a)

ψ = F (x) −∞ < x <∞, t = 0 initial condition (6.69b)

∂tψ = G(x) −∞ < x <∞, t = 0 initial tendency, (6.69c)

where the initial condition data, F,G, are arbitrary functions of space and c is a constant wave
speed. Following from the discussion of characteristics in Section 6.3, we are motivated to
perform a linear transformation of the wave equation into wave characteristic coordinates

ξ = x+ c t and η = x− c t =⇒ (ξ + η)/2 = x and (ξ − η)/(2c) = t. (6.70)

Wave signals propagate in directions defined by constant ξ and η, so that these coordinates
isolate the signal transmission. Furthermore, as we will see, this coordinate transformation
facilitates a direct integration of the wave equation.
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Transformation to characteristic coordinates

To help organize the linear transformation to characteristic coordinates, write equation (6.70) as
a matrix-vector equation[

ξ
η

]
=

[
c 1
−c 1

] [
t
x

]
⇐⇒

[
t
x

]
=

1

2

[
c−1 −c−1

1 1

] [
ξ
η

]
. (6.71)

Furthermore, introduce tensor indices (see Chapter 1)

µ = (0, 1) and µ = (0, 1), (6.72)

where indices 0 and 0 represent time and indices 1 and 1 represent space, in which case the time
and space coordinates are written

xµ = (x0, x1) = (t, x) and xµ = (x0, x1) = (ξ, η). (6.73)

Use of this index notation brings the linear transformation (6.71) into the tidy form

xµ = Λµν x
ν ⇐⇒ xµ = Λµν x

ν , (6.74)

where the transformation matrices are given by the constant matrices5

Λµν =

[
∂x1/∂x1 ∂x1/∂x2

∂x1/∂x2 ∂x2/∂x2

]
=

[
c 1
−c 1

]
(6.75)

and

Λµν =

[
∂x1/∂x1 ∂x1/∂x2

∂x2/∂x1 ∂x2/∂x2

]
=

1

2

[
c−1 −c−1

1 1

]
. (6.76)

Note the use of an upstairs position for the row index on the transformation matrix, which
conforms to the use with general tensors from Chapter 3. The coordinate transformation (6.74)
and the transformation matrices (6.75)-(6.76) then lead to the partial derivative relationship

∂ν = Λµν ∂µ ⇐⇒ ∂ν = Λµν xµ, (6.77)

so that

∂2

∂x2
=

[
∂

∂ξ
+

∂

∂η

]2
=

∂2

∂ξ2
+ 2

∂

∂ξ

∂

∂η
+

∂2

∂η2
(6.78a)

c−2 ∂
2

∂t2
=

[
∂

∂ξ
− ∂

∂η

]2
=

∂2

∂ξ2
− 2

∂

∂ξ

∂

∂η
+

∂2

∂η2
. (6.78b)

General solution for the initial value problem

The operator transformations (6.78a) and (6.78b) bring the initial value problem (6.69a)-(6.69c)
into the form

∂2ψ

∂ξ∂η
= 0 −∞ < η < ξ <∞ (6.79a)

ψ(ξ, η) = F (ξ) −∞ < ξ <∞, ξ = η (6.79b)

5For linear coordinate transformations such as considered here, the space-time coordinates as well as tensors
transform with the same transformation matrices.
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∂ψ

∂ξ
− ∂ψ

∂η
= c−1G(ξ) −∞ < ξ <∞, ξ = η. (6.79c)

Integrating equation (6.79a) leads to ∂ξψ = θ(ξ) so that

ψ(ξ, η) = Φ(η) +

ˆ ξ

θ(s) ds ≡ Φ(η) + Θ(ξ), (6.80)

for two functions Φ(η) and Θ(ξ). The initial conditions (6.79b) and (6.79c) determine relations
between Φ(η) and Θ(ξ) and the initial data

Θ(ξ) =
1

2

[
F (ξ) +

1

c

ˆ ξ

G(s) ds

]
(6.81a)

Φ(η) =
1

2

[
F (η)− 1

c

ˆ η

G(s) ds

]
, (6.81b)

in which case the general solution to the initial value problem (6.69a)-(6.69c) takes the form

ψ(x, t) =
1

2
[F (x+ c t) + F (x− c t)] + 1

2c

ˆ x+c t

x−c t
G(s) ds, (6.82)

where we reintroduced the variables (x, t). This solution is known as the D’Alembert formula for
the wave equation. Note how the initial profile, F (x), is propagated along the two characteristics,
ξ = x+ c t and η = x− c t, without any change. In contrast, the initial tendency, ∂tψ(x, t = 0) =
G(x), is smoothed through the time integration. This behavior contrasts to the heat equation in
Section 6.6, with its single time derivative resulting in a smoothing of the full solution.

t

x

.

. .
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⇠0 = x0 + c t0<latexit sha1_base64="qy4MiXYZcSJ2EDsxmQ5MZVdjUag=">AAACHXicbVDLSgMxFM3UV62vUZciBIvgQsuMSHUjFN24rGAf0A5DJk3b0GRmSO6IZejKD3HtVr/BnbgVP8G/MH0gtvVAyMm593JuThALrsFxvqzMwuLS8kp2Nbe2vrG5ZW/vVHWUKMoqNBKRqgdEM8FDVgEOgtVjxYgMBKsFvethvXbPlOZReAf9mHmSdELe5pSAkXx7v8mA+KkzwJf4YXSfYIqbxxiGD9/OOwVnBDxP3AnJownKvv3dbEU0kSwEKojWDdeJwUuJAk4FG+SaiWYxoT3SYQ1DQyKZ9tLRNwb40Cgt3I6UOSHgkfp3IiVS674MTKck0NWztaH4X62RQPvCS3kYJ8BCOjZqJwJDhIeZ4BZXjILoG0Ko4mZXTLtEEQomuSmXQP4amGzc2STmSfW04BYLxduzfOlqklIW7aEDdIRcdI5K6AaVUQVR9Iie0Qt6tZ6sN+vd+hi3ZqzJzC6agvX5A/bpoDY=</latexit>

⌘0 = x0 � c t0

Figure 6.3: Equation (6.82) is the general solution to the wave equation initial value problem on a line, in which
case an arbitrary space-time point, (x0, t0), is causally connected via wave signals to all space-time points within
the shaded region in its past. This domain of influence is bounded by the two wave characteristics, ξ0 = x0 + c t0
and η0 = x0 − c t0, with these characteristics the pathway for propagating information about the initial wave
profile, ψ(x, t = 0) = F (x). Points in between the characteristics are causally connected via the initial time
tendency, ∂tψ(x, t = 0) = G(x), which is integrated over the region x0 − c t0 ≤ x ≤ x0 + c t0. Points outside the
domain of influence are causally disconnected from the point (x0, t0).

6.7.2 Domain of influence for wave signals
The wave solution (6.82) at a point in space time, (x0, t0), depends on data to its past within a
causality triangle, or domain of influence, as shown in Figure 6.3. The domain of influence is
bounded by the two wave characteristics, ξ0 = x0 + c t0 and η0 = x0 − c t0. These characteristics
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are the pathways for propagating information about the initial wave profile, ψ(x, t = 0) = F (x).
Points in between the characteristics are causally connected via the initial time tendency,
∂tψ(x, t = 0) = G(x), which is integrated over the region x0− c t0 ≤ x ≤ x0+ c t0. Points outside
the domain of influence are causally disconnected from the point (x0, t0).

6.7.3 Helmholtz equation
Consider the wave equation with a constant wave speed

(∂tt − c2∇2)ψ = 0. (6.83)

Assuming a monochromatic periodic time dependence ansatz6 of the form

ψ(x, t) = e−iω tΨ(x) (6.84)

results in the Helmholtz equation for the amplitude function

[∇2 + (ω/c)2] Ψ = 0. (6.85)

The Helmholtz equation thus plays a central role in wave theory. In particular, it is the relevant
equation when we are uninterested in the initial value problem for waves, but instead are
interested in the steady state where the wave field is fully established. In Exercise 51.1, we
encounter this equation when deriving the standing acoustic modes in a rectangular cavity. We
further encounter Helmholtz-like equations throughout our study of wave mechanics in Part X
of this book.

6.7.4 Duhamel’s superposition integral for the wave equation
We here present Duhamel’s superposition integral for the wave equation, following from the
similar discussion for the heat equation in Section 6.6.3. For this purpose, consider the forced
wave equation with time independent forcing

∂ttΨ = c2∇2Ψ+G(x) x ∈ Rn, t > 0 (6.86a)

Ψ(x, t) = 0 x ∈ Rn, t = 0, (6.86b)

and the corresponding unforced wave equation with inhomogenous initial time tendency

∂ttψ = c2∇2ψ x ∈ Rn, t > 0 (6.87a)

ψ(x, t) = 0 x ∈ Rn, t = 0. (6.87b)

∂tψ(x, t) = G(x) x ∈ Rn, t = 0. (6.87c)

The two scalar fields are related by Duhamel’s superposition integral

Ψ(x, t) =

ˆ t

0
ψ(x, t− τ) dτ. (6.88)

We can verify this formula through direct differentiation

∂tΨ(x, t) =

ˆ t

0

∂ψ(x, t− τ)
∂t

dτ (6.89a)

6Ansatz is a German word meaning an educated guess for the form of the solution. Monochromatic refers to
the time dependence where each portion of the wave oscillates with the same angular frequency, ω. We study
wave kinematics in Chapter 49.
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∂ttΨ(x, t) = ∂tψ(x, 0) +

ˆ t

0
∂ttψ(x, t− τ) dτ = G(x) + c2∇2Ψ(x, t). (6.89b)

As an example, consider the initial value problem for wave equation on a line with time
independent forcing

∂ttΨ = c2 ∂xxΨ+G(x) −∞ < x <∞, t > 0 (6.90a)

Ψ(x, t) = 0 −∞ < x <∞, t = 0 (6.90b)

∂tΨ(x, t) = 0 −∞ < x <∞, t = 0. (6.90c)

Duhamel’s superposition integral says that Ψ is related to the solution of the unforced wave
equation with initial time tendency given by the forcing

∂ttψ = c2 ∂xxψ −∞ < x <∞, t > 0 (6.91a)

ψ(x, t) = 0 −∞ < x <∞, t = τ (6.91b)

∂tψ(x, t) = G(x) −∞ < x <∞, t = τ > 0. (6.91c)

We know from Section 6.7.1 that the solution, ψ, is given by the D’Alembert formula in equation
(6.82), only here with the initial condition function set to zero

ψ(x, t) =
1

2c

ˆ x+c t

x−c t
G(s) ds. (6.92)

Hence, D’Alembert’s formula says that the solution to the forced wave equation (6.90a)-(6.90c)
is given by the superposition integral

Ψ(x, t) =
1

2c

ˆ t

0

ˆ x+c (t−τ)

x−c (t−τ)
G(s) ds. (6.93)

Introducing the antiderivative function via

G(s) =

ˆ s

G(s′) ds′ ⇐⇒ ∂G(s)

∂s
= G(s) (6.94)

allows us to interpret the solution (6.93) as the superposition of two oppositely traveling waves

Ψ(x, t) =
1

2c

ˆ t

0

[
G[x+ c (t− τ)]−G[x− c (t− τ)]

]
dτ. (6.95)

6.7.5 Further study
Stakgold (2000a,b) provides a thorough discussion of the wave equation and the related Helmholtz
equation. We further our understanding of wave maths and physics in Part X of this book, where
we refer to the hyperbolic waves of this section as non-dispersive waves. For non-dispersive waves,
the linear superposition of many waves retains its integrity since each wave travels with the same
speed. However, most waves of interest for geophysical fluid mechanics are dispersive, so that
waves mix among themselves; i.e., they change wavelengths as they propagate. Dispersive waves
are described by linear partial differential equations that are not necessarily hyperbolic. For
example, surface gravity waves of Chapter 52 satisfy an elliptic equation, with time dependence
arising from boundary conditions. The dispersion of surface gravity waves leads to the familiar
spreading of waves on the surface of a pond whereby longer waves travel faster than shorter
waves.
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6.8 Euler’s theorem for homogeneous functions

Consider a suite of Q independent variables, X1, X2, ...XQ, and an arbitrary function of these
variables, F (X1, X2, ...XQ). We say that this function is a homogeneous function of degree γ if
the following property holds

F (λX1, λX2, ...λXQ) = λγ F (X1, X2, ...XQ), (6.96)

with λ an arbitrary scalar. The left hand side is the function evaluated with each of the
independent variables scaled by the same number, λ. The right hand side is the function
evaluated with the unscaled variables, but multiplied by the scale raised to the power γ.

A particularly remarkable and useful property of such functions can be found by taking ∂/∂λ
on both sides of the identity (6.96). The left hand side has the following partial derivative, as
found through the chain rule

∂F (λX1, λX2, ...λXQ)

∂λ
=
∂F (X1, X2, ...XQ)

∂X1

∂(λX1)

∂λ
+ ...

∂F (X1, X2, ...XQ)

∂XQ

∂(λXQ)

∂λ

=

Q∑
q=1

[
∂F (X1, X2, ...XQ)

∂Xq

]
Xr ̸=q

Xq (6.97)

The derivative of the right hand side of equation (6.96) is given by

∂[λγ F (X1, X2, ...XQ)]

∂λ
= γ λγ−1 F (X1, X2, ...XQ). (6.98)

Bringing these results together leads to Euler’s theorem for homogeneous functions, which is
found by setting λ = 1

Q∑
q=1

Xq

[
∂F (X1, X2, ...XQ)

∂Xq

]
Xr ̸=q

= γ F (X1, X2, ...XQ). (6.99)

Example homogeneous functions include the intensive thermodynamic properties from Part
IV of this book, with such properties homogeneous functions of degree γ = 0, meaning they are
scale invariant. For example, a bucket of homogeneous water has the same temperature whether
or not we remove an arbitrary sample of the water. In contrast, as discussed below, extensive
thermodynamic properties are homogeneous functions of degree γ = 1. Section 22.3 presents
the thermodynamic implications of such mathematical properties. We also make use of these
properties in proving the Virial theorem of classical mechanics in Section 12.7.

6.9 Evolution of time averages

In geophysical fluid mechanics, we generically refer to an equation with a time derivative, such
as a parabolic or hyperbolic equation, as a prognostic equation or an evolution equation. In the
analysis of such equations, for example when analyzing simulation output or time series data, it
is common to take the time average in order to focus on lower frequency behavior. This section
provides a technical discussion concerning this time averaging operation, with the material here
following Bladwell et al. (2022).

For this purpose, ignore all space coordinates and write a generic prognostic equation in the
form

dA

dt
= B. (6.100)
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For example, the quantity A might be the velocity or temperature at a point in space, and
B might be the acceleration due to pressure or the heating due to temperature diffusion. We
term dA/dt the time tendency of the quantity A whereas B is the “forcing” that gives rise
to the time tendency. In the analysis of fluid flows, we commonly wish to diagnose terms
appearing in the evolution equations for the purpose of ascribing physical understanding to the
flow regime; e.g., what forces are more active in certain regions. Although sitting a bit outside
the scope of a chapter on partial differential equations, the material in this section exposes some
common questions that arise when time averaging terms appearing in the prognostic equations
of geophysical fluid mechanics.

Time integration of equation (6.100) leads to

A(t) = A(t0) +

ˆ t

t0

B(s) ds, (6.101)

thus providing an expression for the instantaneous value of A at an arbitrary time t, assuming
knowledge of the initial value, A(t0), as well as the time integral of B. In practice, particularly
when working with numerical models, we typically have access to time averages over some time
interval (e.g., days, months, years, decades) rather than instantaneous (snapshot) values of A.
Furthermore, instantaneous snapshots can be prone to relatively large fluctuations that expose
the diagnostic calculations to numerical precision errors (e.g., small differences between relatively
large fluctuating values). We are thus interested in relating time averages of A to time averages
of B.

6.9.1 Time averages

ΔT5,6

t
t0 t1 t2 t3 t4 t5 t6 t7 t8

Δτ
ΔT7,8

Figure 6.4: Example time axis for the discussion of time averaging. The labeled times, tn, can represent, for
example, days, months or years with the time interval, ∆Tn,n+1 = tn+1 − tn, not necessarily the same (e.g.,
different number of days in a month or a leap year versus non-leap year). The smaller unlabeled time steps
represent the time steps for the model’s prognostic equations (e.g., days, hours, seconds, etc.), with fixed time
step ∆τ .

Introduce a discrete partitioning of the time axis as in Figure 6.4 and define an unweighted
time average over a chosen time interval ∆Tn,n+1 = tn+1 − tn > 0

An,n+1 =
1

∆Tn,n+1

ˆ tn+1

tn

A(t) dt (6.102a)

Bn,n+1 =
1

∆Tn,n+1

ˆ tn+1

tn

B(t) dt. (6.102b)

These integrals are realized in practice as a discrete sum over the model time steps, with only
the lower limit inclusive so as to not double-count endpoints; i.e., [tn, tn+1). We allow for
non-constant time intervals, ∆Tn,n+1, as arises in monthly and yearly (with leap-years) time
averages.

Substituting expression (6.101) into the time mean (6.102a) renders

An,n+1 −A(t0) =
1

∆Tn,n+1

ˆ tn+1

tn

[ˆ t

t0

B(s) ds

]
dt, (6.103)
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and a similar expression over a later time interval [tp, tp+1) with p ≥ n+1 leads to the difference
between time averages

Ap,p+1 −An,n+1 =
1

∆Tp,p+1

ˆ tp+1

tp

[ˆ t

t0

B(s) ds

]
dt− 1

∆Tn,n+1

ˆ tn+1

tn

[ˆ t

t0

B(s) ds

]
dt. (6.104)

The formalism allows us to take differences between time averages over intervals that are
separated, such as might be of interest in taking decadal means between the beginning and end
of a century, for example. Importantly, the initial value, A(t0), is absent from the difference in
time means so that there are only time integrated quantities appearing in equation (6.104).

6.9.2 Massaging the double time integrals

The double time integrals in equation (6.104) can be massaged into a simpler form. We start by
making the following decomposition and noting that tn ≤ t ≤ tn+1

ˆ tn+1

tn

[ˆ t

t0

B(s) ds

]
dt =

ˆ tn+1

tn

[ˆ tn

t0

B(s) ds+

ˆ t

tn

B(s) ds

]
dt (6.105a)

= ∆Tn,n+1

ˆ tn

t0

B(s) ds+

ˆ tn+1

tn

[ˆ t

tn

B(s) ds

]
dt. (6.105b)

We are thus led to the difference

Ap,p+1 −An,n+1 =

[ˆ tp

t0

B(s) ds−
ˆ tn

t0

B(s) ds

]
+

1

∆Tp,p+1

ˆ tp+1

tp

[ˆ t

tp

B(s) ds

]
dt− 1

∆Tn,n+1

ˆ tn+1

tn

[ˆ t

tn

B(s) ds

]
dt

=

ˆ tp

tn

B(t) dt+
1

∆Tp,p+1

ˆ tp+1

tp

[ˆ t

tp

B(s) ds

]
dt− 1

∆Tn,n+1

ˆ tn+1

tn

[ˆ t

tn

B(s) ds

]
dt. (6.106)

The double integrals in equation (6.106) take place over triangular time domains, such as shown
in Figure 6.5.

t1

t2

t3

t
t1 t2 t3

s
s = t

∫
t3

t2 [∫
t

t2

ℬ(s) ds] dt

Figure 6.5: Gold region depicts the time integration domain used in one of the double integrals from equation
(6.106) for the special case of n = 2. Note that the gray triangular region generally leads to a distinct integral.
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6.9.3 Making use of a double integral identity

We here derive an identity (originally due to Cauchy (1823)) that reduces the double integral in
equation (6.106) to a single integral to expose the underlying geometry of the time windowing.
For this purpose we make use of the following identity

ˆ tn+1

tn

[ˆ t

tn

B(s) ds

]
dt =

ˆ tn+1

tn

(tn+1 − t)B(t) dt. (6.107)

To prove this identity we make the substitution B(s) = dA/ds from equation (6.100) and then
show that both sides to equation (6.107) yield the same result. For the left hand side we have

ˆ tn+1

tn

[ˆ t

tn

B(s) ds

]
dt =

ˆ tn+1

tn

[ˆ t

tn

dA(s)

ds
ds

]
dt (6.108a)

=

ˆ tn+1

tn

[ˆ t

tn

dA(s)

]
dt (6.108b)

=

ˆ tn+1

tn

[A(t)−A(tn)]dt (6.108c)

=

ˆ tn+1

tn

A(t) dt− (tn+1 − tn)A(tn), (6.108d)

whereas the right hand side is

ˆ tn+1

tn

(tn+1 − t)B(t) dt =

ˆ tn+1

tn

(tn+1 − t)
dA(t)

dt
) dt (6.109a)

=

ˆ tn+1

tn

(tn+1 − t) dA(t) (6.109b)

=

ˆ tn+1

tn

d[A(t) (tn+1 − t)] +A(t) dt (6.109c)

= −A(tn) (tn+1 − tn) +
ˆ tn+1

tn

A(t) dt, (6.109d)

which is identical to the left hand side given by equation (6.108d). We have thus proven the
double integral formula (6.107).

The right hand side of the double integral formula (6.107) can be written

ˆ tn+1

tn

(tn+1 − t)B(t) dt = tn+1∆Tn,n+1Bn,n+1 −
ˆ tn+1

tn

tB(t) dt, (6.110)

which might be useful in some contexts. However, it is awkward for our purposes since it exposes
the absolute time, tn+1, in the first term on the right hand side and the time, t, within the
integral. Since we generally do not hold any initial time as special (i.e., the initial time, t0, is
arbitrary), it is preferable to retain the time differences throughout the formulation. Hence,
when making use of the double integral identity (6.107) we bring equation (6.106) into the form

Ap,p+1 −An,n+1 =

ˆ tp

tn

B(t) dt+

ˆ tp+1

tp

(tp+1 − t)B(t)

tp+1 − tp
dt−

ˆ tn+1

tn

(tn+1 − t)B(t)

tn+1 − tn
dt (6.111a)

=

ˆ tn+1

tn

(t− tn)B(t)

tn+1 − tn
dt+

ˆ tp

tn+1

B(t) dt+

ˆ tp+1

tp

(tp+1 − t)B(t)

tp+1 − tp
dt. (6.111b)

The first right hand side term is a weighted integral with a linearly increasing weight from zero
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to unity, whereas the final right hand side term has a linearly descreasing weight from unity to
zero. The middle term has a unity weight throughout and it vanishes if p = n+ 1, as when the
averaging regions are adjacent. Figure 6.6. illustrates the time windowing used for equation
(6.111b).

t
tn tn+1 tn+2 tp−1 tp+1tp

w
ei

gh
t

0

1
time window

Figure 6.6: Illustrating the time window weighting used in computing the right hand side of equation (6.111b).
Note that if p = n+ 1, then the middle term in equation (6.111b) and there is no plateau region of unit weight, in
which case the window region becomes two adjacent triangles.

As a final means to write equation (6.111b), extend the middle term to the end of the time
period and then subtract the extra piece and recombine to render

Ap,p+1 −An,n+1 =

ˆ tp+1

tn+1

B(t) dt+

ˆ tn+1

tn

(t− tn)B(t)

tn+1 − tn
dt−

ˆ tp+1

tp

(t− tp)B(t)

tp+1 − tp
dt. (6.112)

The first term on the right hand side is an unweighted integral from the end of the first interval
to the end of the final interval, whereas the other two terms both have increasing weights over
their respective integration intervals. This form allows for some advantages diagnostically since
we only need to save unweighted integrals plus linearly increasing weighted integrals; there is no
need to save decreasing weighted integrals.

6.10 Exercises
exercise 6.1: Helmholtz decomposition for Coriolis acceleration
Consider a vector field

F = 2Ω× v, (6.113)

where Ω is a spatial constant and ∇ · v = 0. As seen in Part V of this book, the vector F
is minus the Coriolis acceleration. Since the velocity is non-divergent, there exists a vector
potential so that

v = ∇×B. (6.114)

Show that we can perform a Helmholtz decomposition of the Coriolis acceleration so that

F = 2Ω× v = −∇Ψ+∇×A, (6.115)

where

−∇2Ψ = −2Ω · (∇× v) (6.116a)

∇×A = (Ω · ∇)B +∇λ, (6.116b)

with λ an arbitrary gauge function.
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Chapter 7

THE DIRAC DELTA

The Dirac delta provides an idealization of a point source. In mathematics, the Dirac delta is
known as a generalized function or a distribution (e.g., chapter 5 of Stakgold (2000b)). We use
the nomenclature Dirac delta, rather than the commonly used “Dirac delta function”, as a hint
that this object is not a typical sort of function. Indeed, the Dirac delta has the very peculiar
properties of vanishing everywhere except at a single point where it is infinite. Consequently,
it has a nonzero integral, which is normalized to unity. Furthermore, when multiplied by an
arbitrary smooth test function and then integrated over the point where the Dirac delta “fires”,
the result is the test function evaluated at the point. This behavior is referred to as the sifting
property. When the test function is unity, then the sifting property reduces to the normalization,
so that the sifting property serves as the defining property of the Dirac delta.

Our treatment of the Dirac delta is physically formal in that we offer a deductive formulation
that is motivated from a physical perspective rather than serving the needs for a mathematically
rigorous presentation.1 The physically formal treatment presented here is supported by heuristic
arguments taken from Newtonian gravity (see Section 13.10); electrostatics (e.g., Jackson (1975));
and the diffusion of temperature or matter within a continuous media.2

reader’s guide to this chapter
Properties of the Dirac delta are derived in many treatments within the mathematical

physics literature. In particular, the Dirac delta is ubiquitous in the study of quantum
mechanics. We here made use of Appendix A of Gasiorowicz (1974) and Appendix C of Pope
(2000).

7.1 Motivation from Newtonian gravity . . . . . . . . . . . . . . . . . . . . . 150
7.2 Sifting property of the Dirac delta . . . . . . . . . . . . . . . . . . . . . . 151
7.3 Dirac delta carries physical dimensions . . . . . . . . . . . . . . . . . . . 151
7.4 Example δ(ϵ)(x) distributions . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.5 Connection to the Heaviside step function . . . . . . . . . . . . . . . . . 153
7.6 Scaling property of the Dirac delta . . . . . . . . . . . . . . . . . . . . . 154
7.7 Dirac delta with a function argument . . . . . . . . . . . . . . . . . . . . 155
7.8 Equivalence classes of Dirac deltas . . . . . . . . . . . . . . . . . . . . . . 156
7.9 Taylor series decomposition of the Dirac delta . . . . . . . . . . . . . . . 156
7.10 Spectral decomposition of the Dirac delta . . . . . . . . . . . . . . . . . . 158

1The term physically formal is often used in the mathematical physics and applied mathematics literature as
a complement to mathematically rigorous. A mathematically rigorous treatment for the topics of this chapter
require an array of mathematical apparatus, particularly in topics of functional analysis, that are outside our
scope.

2A heuristic technique or argument employs a practical method not guaranteed to be fully rational or deductive
from all perspectives, but is sufficient for establishing a self-consistent formalism. The study of the Dirac delta is
an example where physical heuristics established a formalism whose mathematical rigor followed later.
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7.11 The product of Dirac deltas . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.12 Cartesian, spherical, and cylindrical-polar coordinates . . . . . . . . . . . 159

7.12.1 Cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . . . 159
7.12.2 Spherical coordinates . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.12.3 Cylindrical-polar coordinates . . . . . . . . . . . . . . . . . . . . 159

7.13 Temporal Dirac delta and impulses . . . . . . . . . . . . . . . . . . . . . 160
7.14 Shifting the space-time position of the source . . . . . . . . . . . . . . . 160

7.1 Motivation from Newtonian gravity

In Newtonian gravity3 we encounter the Poisson equation for the gravitational potential, Φ,
arising from an arbitrary mass density, ρ

∇2Φ = 4πGgrv ρ, (7.1)

with Ggrv Newton’s gravitational constant. The gravitational potential for an arbitrary spherically
symmetric mass, when sampled at a point outside the mass, equals to the potential of a point
mass located at the origin. Making precise the notion of a “point mass” provides a physical
venue for introducing the Dirac delta, which we interpret as the mass density for a point mass.
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3
ω ε3
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ω(ω)(x) →
{

V →1
ω if |x| ↑ ε

0 if |x| > ε.
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ω(x) = M ε(ω)(x)

Figure 7.1: Depicting a spherical region of radius, ϵ > 0, and with fixed mass, M , whose volume is given by
Vϵ =

4
3
π ϵ3. The Dirac delta is given by the limit as the radius tends to zero, δ(x) ≡ limϵ→0 δ

(ϵ)(x). That is, the
Dirac delta is the mass density for a point mass.

For that purpose, consider a mass, M , distributed uniformly within a sphere of radius, ϵ > 0,
and volume,

Vϵ =
4

3
π ϵ3, (7.2)

and let the sphere be centered at the origin of a coordinate system (see Figure 7.1). The mass
distribution has a mass density,

ρ(x) =M δ(ϵ)(x), (7.3)

where we introduced the ϵ−distribution

δ(ϵ)(x) ≡
{
V −1
ϵ if |x| ≤ ϵ

0 if |x| > ϵ.
(7.4)

By construction, an integral over a domain, R, that fully encompasses the sphere yields the mass

ˆ
R

ρ dV =M

ˆ
R

δ(ϵ)(x) dV =M, (7.5)

with this result holding even as the radius of the sphere becomes arbitrarily small, ϵ→ 0. We

3We consider Newtonian gravity in a bit more detail in Section 13.10.1.
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7.2. SIFTING PROPERTY OF THE DIRAC DELTA

define the Dirac delta as the limiting ϵ-distribution

δ(x) ≡ lim
ϵ→0

δ(ϵ)(x). (7.6)

Evidently, the Dirac delta is the mass density for a mass source that is zero everywhere in
space except at a single point. Hence, the Dirac delta distribution is infinite at the location of
the point source. This dual property, namely an object defined only at a single point and yet
having an infinite value at that point, allows the Dirac delta to have a nonzero integral, which is
normalized according to ˆ

R

δ(x) dV = 1, (7.7)

where the region, R, includes the point x = 0 where the Dirac delta “fires”. Concerns with
how to interpret the infinite value of δ(x) at x = 0 are ameliorated by recognizing that δ(x) is
evaluated only as part of an integral. Connecting to other physical analogs beyond the point
mass source, we can consider the Dirac delta as the charge density (charge per volume) for a
point charge in electrostatics, or the mass density for a point source of trace matter within a
fluid.

7.2 Sifting property of the Dirac delta
Multiply an ϵ-distribution by an arbitrary smooth function, ψ(x). Since the ϵ-distribution has
support only within the ϵ-sphere surrounding the origin, an integral of δ(ϵ)(x)ψ(x) over the
sphere, in the limit that ϵ→ 0, leads to the sifting property

lim
ϵ→0

ˆ
R

δ(ϵ)(x)ψ(x) dV =

ˆ
R

δ(x)ψ(x) dV = ψ(x = 0). (7.8)

Evidently, the Dirac delta sifts out the smooth function as evaluated at the location of the
Dirac delta source. The normalization property (7.7) and the sifting property (7.8) are the two
defining features of the Dirac delta. To derive further properties implied by normalization and
sifting, we find it useful to write

ψ(x) =

ˆ
R

δ(x− y)ψ(y) dV, (7.9)

which reduces to the normalization property (7.7) when ψ = 1.

The sifting property (7.9) holds whether the Dirac delta has argument x− y or y − x

ψ(x) =

ˆ
R

δ(x− y)ψ(y) dV =

ˆ
R

δ(y − x)ψ(y) dV, (7.10)

in which case we conclude that the Dirac delta is a symmetric or even distribution

δ(x) = δ(−x). (7.11)

7.3 Dirac delta carries physical dimensions
As emphasized throughout this chapter, the Dirac delta carries physical dimensions given by
the inverse dimension of its argument. For example, δ(x) has dimensions inverse length (here,
x is a Cartesian space coordinate), δ(t) has dimensions inverse time (t is time), and δ(ϕ) is
non-dimensional (ϕ is latitude in radians). The dimensional properties of a Dirac delta are
manifest from its corresponding sifting property. It is notable that many treatments, particularly
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7.4. EXAMPLE δ(ϵ)(x) DISTRIBUTIONS

in the maths literature, ignore the physical dimensions of the Dirac delta. Hence, it is important
to exercise care when transferring Dirac delta identities from a maths text to a physics context.

7.4 Example δ(ϵ)(x) distributions

In one-dimension, the construction of the Dirac delta following equation (7.6) is given by

δ(ϵ)(x) = ϵ−1 for |x| < ϵ/2 and 0 for |x| > ϵ/2, (7.12)

with this function depicted in Figure 7.2.
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Figure 7.2: Left panel: Heaviside step function, H(x), as given by equation (7.19). Middle and right panels: the
square pulse function, δ(ϵ)(x), given by equation (7.12), with the far right panel having a smaller value for ϵ > 0
than the middle panel. We see that limϵ→0 δ

(ϵ)(x) = δ(x) = dH(x)/dx, with
´
R
δ(ϵ)(x) dx = 1 for each ϵ.

There are many other ϵ-distributions whose limiting behavior also result in a Dirac delta, as
defined by the unit normalization and sifting properties

lim
ϵ→0

δ(ϵ)(x) = δ(x). (7.13)

Indeed, any even function that is normalized to unity and whose central peak’s width is
infinitesimal can be used to define a suitable δ(ϵ)(x), with the following examples (see Figure
7.3) appearing in applications (ϵ > 0 for each example)

δ(ϵ)(x) =
e−|x|/ϵ

2 ϵ
(7.14a)

δ(ϵ)(x) =
e−x

2/ϵ2

ϵ
√
π

(7.14b)

δ(ϵ)(x) =
ϵ

π (x2 + ϵ2)
(7.14c)

δ(ϵ)(x) =
sin(x/ϵ)

π x
(7.14d)

δ(ϵ)(x) =
ϵ sin2(x/ϵ)

π x2
. (7.14e)

With x corresponding to a spatial position, note how each of these one-dimensional functions
has physical dimensions of inverse length. The sifting property holds since each function is even
and becomes infinitely peaked yet infinitesimally narrow as ϵ→ 0. We verify the normalization
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condition for equation (7.14a) through

1

2 ϵ

ˆ ∞

−∞
e−|x|/ϵ dx =

1

2 ϵ

ˆ 0

−∞
ex/ϵ dx+

1

2 ϵ

ˆ ∞

0
e−x/ϵ dx =

1

2
+

1

2
= 1. (7.15)

The other expressions for δ(ϵ)(x) likewise have unit integrals over the real line and so satisfy
the normalization property. The expression (7.14b) is related to the causal free space Green’s
function for the diffusion equation studied in Section 9.5.2. The expression (7.14d) is notable for
its connection to Fourier analysis from Chapter 8. Namely, from the discussion in Section 8.5.1
we have the integral expression

δ(x) =
1

2π
lim
ϵ→0

ˆ 1/ϵ

−1/ϵ
ei k x dk =

1

2π ix
lim
ϵ→0

(eix/ϵ − e−ix/ϵ) = lim
ϵ→0

sin(x/ϵ)

π x
. (7.16)

Equivalently, we have the identity

δ(x) =
1

2π

ˆ ∞

−∞
ei k x dk =

1

π

ˆ ∞

−∞
cos(k x) dk, (7.17)

which follows from the Euler identity (8.3) and anti-symmetry of the sin function

ˆ ∞

−∞
sin(k x) dk = 0. (7.18)

2 0 2
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2 0 2

sin2 (x/ )/( x2)

Figure 7.3: Plots of the functions δ(ϵ)(x) from equations (7.14a)-(7.14e) for ϵ = 0.2, each of which converges to
the Dirac delta as ϵ→ 0.

7.5 Connection to the Heaviside step function

The Heaviside step function (Figure 7.2) is given by4

H(x) =


0 if x < 0
1/2 if x = 0
1 if x > 0,

(7.19)

4In some treatments, H(x) is undefined at x = 0. For our purposes, the properties of the Heaviside step
function remain unchanged whether it is defined at x = 0 or not. See footnote on page 20 of Stakgold (2000a) for
more details.
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and it is related to the sgn function

sgn(x) =


−1 if x < 0
0 if x = 0
1 if x > 0,

(7.20)

according to
sgn(x) = 2H(x)− 1. (7.21)

Both the Heaviside and sgn functions are piecewise continuous and have infinite derivatives at
x = 0. In particular, the derivative of the Heaviside step function equals to the Dirac delta

dH(x)

dx
= δ(x). (7.22)

This identity is most apparent by considering the square pulse approximation to the Dirac delta
given by equation (7.12), in which we find

δ(x) = lim
ϵ→0

δ(ϵ)(x) = lim
ϵ→0

H(x+ ϵ/2)−H(x− ϵ/2)
ϵ

=
dH(x)

dx
. (7.23)

To be convinced of the second equality, separately consider the cases with x < −ϵ/2, x > ϵ/2, and
|x| < ϵ/2. Equivalently, we see that the Heaviside step function is the cumulative distribution of
the Dirac delta

ˆ x

−∞
δ(y) dy =

ˆ x

−∞

dH(y)

dy
dy = H(x)−H(−∞) = H(x). (7.24)

Connecting to the language of probability theory, the Dirac delta corresponds to a probability
density function peaked over an infinitesimal region, whereas the Heaviside step function is the
corresponding probability distribution function.

As we see when studying Green’s functions in Chapter 9, there are many other functions
whose derivatives yield the Dirac delta. In particular, the Green’s function is a continuous
function whose first derivative has a jump and second derivative equals to a Dirac delta. Just as
there is no unique function, δ(ϵ)(x), whose limit yields a Dirac delta, there is no unique function
whose derivative (or 2nd derivative) equals to a Dirac delta. The key point is that any “function”
that respects the sifting property (7.9) is a legitimate Dirac delta.

7.6 Scaling property of the Dirac delta

Write the sifting property (7.9) in the form

ψ(x) =

ˆ L

−L
δ(x− y)ψ(y) dy with |x| < L, (7.25)

where we introduced the constant, L, to keep track of the integration limits. Now scale the
coordinates by a non-dimensional constant, α ̸= 0, so that x = α ξ, y = αη, and dy = α dη, in
which case the sifting property (7.25) becomes

ψ(α ξ) =

ˆ L/α

−L/α
α δ(α ξ − αη)ψ(αη) dη. (7.26)
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The sifting property (7.25) also implies

ψ(α ξ) =

ˆ L/α

−L/α
δ(ξ − η)ψ(αη) dη, (7.27)

so that equating the two expressions (7.26) and (7.27) suggests that δ(x) = α δ(αx). However,
this expression fails for α < 0. Namely, from the symmetry property (7.11) we know that
δ(x) = δ(−x) so that δ(αx) = δ(−αx). Hence, the scaling property holds for an arbitrary
nonzero constant in the following form with the absolute value of the constant,

δ(x) = |α| δ(αx). (7.28)

Stated more simply, the symmetry property (7.11), δ(x) = δ(−x), is a special case of the scaling
property with α = −1. For this connection to hold requires application of the absolute value
operation, | − 1| = 1, thus leading to the expression (7.28).

7.7 Dirac delta with a function argument
Consider the integral ˆ

R

ψ(x) δ[f(x)] dx, (7.29)

for some smooth function, f(x). The argument to the Dirac delta vanishes where the function
vanishes, so this integral is nonzero only if f(x) has at least one root somewhere. Assume there
are N roots of f(x), where f(xn) = 0. Let us furthermore assume the roots are simple, so that
f(x) has a non-zero first derivative at each root, f ′(xn) ̸= 0. Consequently, near any of the
simple roots we can write the Taylor expansion

f(x) ≈ f ′(xn) (x− xn). (7.30)

We are thus led to

ˆ
R

ψ(x) δ[f(x)] dx =
N∑
n=1

ˆ
R

ψ(x) δ[f ′(xn) (x− xn)] dx (7.31a)

=
N∑
n=1

1

|f ′(xn)|

ˆ
R

ψ(x) δ(x− xn) dx (7.31b)

=
N∑
n=1

ψ(xn)

|f ′(xn)|
, (7.31c)

where the second equality made use of the scaling property (7.28). Evidently, we we find the
generalized scaling property for the Dirac delta

δ[f(x)] =
N∑
n=1

δ(x− xn)
|f ′(xn)|

for f(x) having N simple roots with f ′(xn) ̸= 0. (7.32)

As an example, consider the quadratic function, f(x) = x2 − α2, which has two simple roots,
x1 = α and x2 = −α, and corresponding derivatives, f ′(x1) = 2α and f ′(x2) = −2α. The
generalized scaling property (7.32) leads to

δ(x2 − α2) =
δ(x− α) + δ(x+ α)

2 |α| , (7.33)
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and the corresponding sifting result

ˆ
R

ψ(x) δ(x2 − α2) dx =
ψ(α) + ψ(−α)

2 |α| . (7.34)

7.8 Equivalence classes of Dirac deltas

We commonly write a variety of equations satisfied by the Dirac that are outside of an integral
sign, such as equations (7.32) and (7.33). Those equations are placeholders or shorthands for
relations that hold inside of integrals and when multiplied by a smooth test function. For
example, consider

ψ(a)A(a) =

ˆ
R

ψ(x)A(x) δ(x− a) dx, (7.35)

which is equivalent to

ψ(a)A(a) =

ˆ
R

ψ(x)A(a) δ(x− a) dx. (7.36)

We conclude that
A(x) δ(x− a) = A(a) δ(x− a). (7.37)

As a corollary, let A(a) = 1 so that

A(x) δ(x− a) = δ(x− a). (7.38)

We can thus consider the Dirac delta as an equivalance class

[A(x) δ(x)] ∼ [δ(x)]. (7.39)

That is, if a Dirac delta within an integral is multiplied by a non-dimensional function, A(x),
satisfying A(0) = 1, then we can disregard A(x) since it does not modify how the Dirac delta
acts within the integral. That is, A(x) does not modify the sifting property of δ(x), and so it
has no impact on how δ(x) affects test functions inside of integrals.

7.9 Taylor series decomposition of the Dirac delta

The first derivative of a Dirac delta represents an idealization of a dipole (e.g., see exercise 1.14
of Stakgold (2000a)). How does a Dirac dipole act on a test function? To answer this question,
make use of the identity

ˆ ϵ

−ϵ

d[ψ(x) δ(x)]

dx
dx = ψ(ϵ) δ(ϵ)− ψ(−ϵ) δ(−ϵ). (7.40)

Each term on the right hand side vanishes when ϵ > 0 since the Dirac delta never fires. Applying
the product rule inside of the integral renders the identity

ˆ ϵ

−ϵ

d[ψ(x) δ(x)]

dx
dx =

ˆ ϵ

−ϵ

[
ψ(x)

dδ(x)

dx
+ δ(x)

dψ(x)

dx

]
dx = 0, (7.41)

so that ˆ ϵ

−ϵ
ψ(x)

dδ(x)

dx
dx = −

[
dψ(x)

dx

]
x=0

. (7.42)

page 156 of 2158 geophysical fluid mechanics



7.9. TAYLOR SERIES DECOMPOSITION OF THE DIRAC DELTA

Consequently, the Dirac dipole acts to sift minus the first derivative of the test function. For
example, let ψ(x) = x, in which case

ˆ ϵ

−ϵ
x
dδ(x)

dx
dx = −1 =⇒

ˆ ϵ

−ϵ

[
x
dδ(x)

dx
+ δ(x)

]
dx = 0, (7.43)

which can be formally written
x (dδ(x)/dx) = −δ(x). (7.44)

We follow the same procedure to derive the sifting property of the second derivative of the
Dirac delta ˆ

R

ψ
d2δ

dx2
dx =

ˆ
R

[
d

dx

(
ψ

dδ

dx

)
− dψ

dx

dδ

dx

]
dx. (7.45)

The right hand side first term integrates to boundary contributions, each of which vanish if we
assume the Dirac delta is in the interior of the domain, and we assume the test function is well
behaved on the boundaries. Integration by parts one more time renders

ˆ
R

ψ
d2δ

dx2
dx = −

ˆ
R

dψ

dx

dδ

dx
dx = −

ˆ
R

d

dx

(
δ
dψ

dx

)
dx+

ˆ
R

δ
d2ψ

dx2
dx =

ˆ
R

δ
d2ψ

dx2
dx, (7.46)

where the boundary term vanishes from the penultimate equation. This procedure readily
generalizes to the identity holding for any integer n > 0

ˆ
R

ψ(x)
dnδ(x)

dxn
dx = (−1)n

ˆ
R

δ(x)
dnψ(x)

dxn
dx = (−1)n

[
dnψ(x)

dxn

]
x=0

. (7.47)

Hence, the n′th derivative of the Dirac delta acts to sift the n′th derivative of a test function as
multiplied by (−1)n.

The sifting property in the form of equation (7.47) allows us to define the Taylor series of a
Dirac delta as follows. Consider the expression for the test function at an arbitrary point x = a,
written using both a Taylor series and the sifting property

ψ(a) = ψ(0) +
∞∑
n=1

an

n!
ψ(n)(0) =

ˆ
R

ψ(x) δ(x− a) dx, (7.48)

where we introduced the shorthand

ψ(n)(0) =

[
dnψ(x)

dxn

]
x=0

. (7.49)

Making use of the sifting property (7.47) also yields

ψ(0) +

∞∑
n=1

an

n!
ψ(n)(0) =

ˆ
R

ψ(x)

[
δ(x) +

∞∑
n=1

an

n!
(−1)n δ(n)(x)

]
dx, (7.50)

where we introduced the shorthand

δ(n)(x) =
dnδ(x)

dxn
. (7.51)

We are thus led to the identity

ψ(a) =

ˆ
R

ψ(x) δ(x− a) dx =

ˆ
R

ψ(x)

[
δ(x) +

∞∑
n=1

an

n!
(−1)n δ(n)(x)

]
dx, (7.52)
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which renders the Taylor series

δ(x− a) = δ(x) +

∞∑
n=1

an

n!
(−1)n δ(n)(x). (7.53)

7.10 Spectral decomposition of the Dirac delta
Consider a discrete set of orthonormal polynomials, Pn(x), that satisfy

ˆ
R

w(x)Pn(x)Pm(x) dx = δmn, (7.54)

where m,n are integers, w(x) is a weight function, and δmn is the Kronecker delta. We assume
these polynomials form a complete basis for the domain, R, with the Legendre polynomials,
Hermite polynomials, and Laguerre polynomials examples that arise in physics.

Now consider an arbitrary smooth test function, ψ(x), defined over the domain R. Com-
pleteness of the polynomials means that we can represent ψ(x) as the infinite series, which is
sometimes referred to as a spectral decomposition

ψ(x) =
∑
n

Φn Pn(x) =
∑
n

[ˆ
R

w(y)Pn(y)ψ(y) dy

]
Pn(x), (7.55)

where the expansion coefficients, Φn, are determined by projecting ψ onto the polynomials along
with the weighting function. Rearranging the spectral decomposition (7.55) allows us to write

ψ(x) =

ˆ
R

[∑
m

w(y)Pm(y)Pm(x)

]
ψ(y) dy =

ˆ
R

δ(x− y)ψ(y) dy, (7.56)

where the second equality made use of the sifting property (7.9) of the Dirac delta. We thus
identify the spectral decomposition of the Dirac delta

δ(x− y) =
∑
m

w(y)Pm(y)Pm(x). (7.57)

7.11 The product of Dirac deltas
The product of two Dirac deltas is not defined if the deltas act on the same space dimension.
For example, one possible definition of the product of two x-space Dirac deltas could be

δ(x) δ(x)
?
= lim

ϵ1→0
δ(ϵ1)(x) lim

ϵ2→0
δ(ϵ2)(x). (7.58)

If we take ϵ1 to zero before ϵ2 then

δ(x) δ(x)
?
= δ(x) lim

ϵ2→0
δ(ϵ2)(x). (7.59)

The problem is seen by taking the integral along the real line,

ˆ
δ(x) δ(x) dx

?
=

ˆ
δ(x) lim

ϵ2→0
δ(ϵ2)(x) dx = lim

ϵ2→0
δ(ϵ2)(0) = δ(0) =∞. (7.60)

Evidently, the product of two Dirac deltas, when acting on the same dimension, is not defined
since the integral is not finite. However, when the two Diracs act over distinct coordinate
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dimensions, such as the x and y Cartesian coordinates, then there is no problem since each
dimension has a corresponding integration

ˆ
R

δ(x) δ(y) dx dy =

[ˆ
Rx

δ(x) dx

][ˆ
Ry

δ(y) dy

]
= 1, (7.61)

where the domains Rx and Ry contain the origin. We pursue this point in Section 7.12 when
decomposing the Dirac delta for three space dimensions into its coordinate components.

7.12 Cartesian, spherical, and cylindrical-polar coordinates
We here display the form of the Dirac delta for three space dimensions using Cartesian, spherical,
and cylindrical coordinates.

7.12.1 Cartesian coordinates

We can decompose the three-dimensional Dirac delta according to the Cartesian coordinates

δ(x) = δ(x) δ(y) δ(z), (7.62)

so that, with the domain R containing the origin, we have

ˆ
R

δ(x)dV =

ˆ
R

δ(x) δ(y) δ(z) dx dy dz = 1. (7.63)

Each of the Dirac deltas, δ(x), δ(y), and δ(z) has physical dimensions of inverse length, so that
their product, δ(x) δ(y) δ(z), has the dimension inverse volume.

7.12.2 Spherical coordinates

We sometimes find it useful to make use of the spherical coordinates from Section 4.23, in which
the Dirac delta takes the form

δ(x) =
δ(r) δ(ϕ) δ(λ)

r2 cosϕ
, (7.64)

so thatˆ
R

δ(x) dx dy dz =

ˆ
R

δ(x) r2 cosϕ dr dϕ dλ =

ˆ
R

δ(r) δ(ϕ) δ(λ) dr dϕ dλ = 1. (7.65)

Notice how the dimensions of a particular Dirac delta equals to the inverse dimensions of its
argument, so that both δ(ϕ) and δ(λ) are dimensionless whereas δ(r) has the dimension of
inverse length.

7.12.3 Cylindrical-polar coordinates

When written using the cylindrical-polar coordinates from Section 4.22, we have

δ(x) =
δ(r) δ(ϑ) δ(z)

r
, (7.66)

so that ˆ
R

δ(x) dx dy dz =

ˆ
R

δ(x) r dr dϑ dz =

ˆ
R

δ(r) δ(ϑ) δ(z) dr dϑ dz = 1. (7.67)
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Again, the dimensions of a particular Dirac delta equals to the inverse dimensions of its argument,
so that δ(ϑ) is dimensionless whereas δ(r) and δ(z) have dimensions of inverse length.

7.13 Temporal Dirac delta and impulses

Poisson’s equation (7.1) for the gravitational potential is an elliptic partial differential equation
(see Section 6.5), in which there is no time derivative. We now introduce the temporal Dirac
delta to support the study of evolution equations, such as when developing a Green’s function
theory for the diffusion equation in Section 9.5, the wave equation in Section 9.6, and the
advection-diffusion equation of Section 69.9. The temporal Dirac delta is a point source that is
turned on just at one time instance and it is normalized according to

ˆ
T

δ(t) dt = 1, (7.68)

where T is a time interval containing the source time, t = 0. This normalization means that δ(t)
has dimensions of inverse time. The temporal Dirac delta also possesses the sifting property
from Section 7.2, in which ˆ

T

δ(t)ψ(t) dt = ψ(t = 0). (7.69)

In the study of transient behavior of dynamical systems, it is often of interest to examine
the response of the system to an idealized force, F(t), where the force occurs over a small time
increment. The time integral of this force is referred to as the impulse

I(τ) =

ˆ τ

−τ
F(t) dt. (7.70)

If the force is further idealized to occur just at a single moment in time, and it is normalized to
unity, then we have the unit impulse, which is the integral of the Dirac delta

I(τ) = 1 =

ˆ τ

−τ
δ(t) dt. (7.71)

The corresponding response of the dynamical system is referred to as the impulse response
function. If the dynamical system is linear, then the impulse response function equals to the
Green’s function for the initial value problem. We further discuss the response function in
Section 9.7.

7.14 Shifting the space-time position of the source

We can arbitrarily place the Dirac source at (x0, t0), in which case the Dirac delta is written

δ(x− x0) δ(t− t0) = δ(x− x0) δ(y − y0) δ(z − z0) δ(t− t0). (7.72)

Defining the region, R, to now encompass the source point in space, x = x0, and the time
increment T to encompasses the source time, t = t0, we have the normalization condition

ˆ
R

ˆ
T

δ(x− x0) δ(t− t0) dV dt = 1, (7.73)
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as well as the sifting property

ˆ
R

ˆ
T

ψ(x, t) δ(x− x0) δ(t− t0) dV dt = ψ(x0, t0). (7.74)
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Chapter 8

FOURIER ANALYSIS

In this chapter we survey salient features of Fourier analysis, with particular application to the
study of wave mechanics in Part X of this book. Fourier analysis is the canonical means to
spectrally decompose a signal into orthogonal components, here given by trigonometric functions.
Fourier analysis is particularly relevant to the study of wave mechanics considered in Part X of
this book, thus motivating the use of wave mechanics terminology in this chapter. We assume
Cartesian coordinates throughout this chapter, given that our treatment of Fourier analysis
assumes flat Euclidean space.1 Furthermore, we are only concerned in this book with physical
systems, in which all physical quantities are real numbers. Hence, our use of complex numbers,
common in Fourier analysis, is solely for convenience.

The following lists conventions for Fourier analysis followed in this book, with further context
for these conventions given later in the chapter.

• P is the period for functions represented using a Fourier series. Some treatments instead
write the period as P = 2L.

• A factor of 1/2π is placed on the inverse Fourier transform as per equation (8.68c), whereas
there is unity for the Fourier transform. An alternative convention is commonly used in
quantum mechanics whereby 1/

√
2π appears on both the Fourier transform and its inverse.

We have more to say about this convention in Section 8.3.7. Note that the 1/2π factor for
the inverse Fourier transform in one-dimension becomes (1/2π)n for n-dimensions. In this
chapter we focus on n = 1 since generalizations to higher dimensions are straightforward.

• Fourier space is referred to as k-space or wavevector space, which is a dual vector space
(through the Fourier integral transform) to x-space or position space. Some treatments
refer to x-space as “physical space”. We avoid that language since for describing a
physical system, x-space is no more or less physical than k-space. Instead, they emphasize
complementary features and both offer physical insights.

chapter guide

The following references offer compatible treatments to that here, with many also providing
far more details: Chapters 2 and 5 of Spiegel (1974b), Appendix A of Gasiorowicz (1974),
Appendix I of Cohen-Tannoudji et al. (1977), Sections 5.10-5.15 of Hildebrand (1976),
Section 5.6 of Stakgold (2000b), and Section 6.4.2 of Thorne and Blandford (2017).
However, there are slight inconsistencies in conventions that warrant care if taking results
from the literature, such as integral tables for Fourier transforms. This video from
3Blue1Brown provides an insightful introduction to Fourier series, and this video, also
from 3Blue1Brown provides a corresponding introduction to Fourier transforms.

1Spherical harmonics offers a generalization of Cartesian Fourior analysis to the sphere.
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8.1 Complex numbers

All physical fields are real in the physics considered in this book. Even so, we sometimes make use
of complex numbers for convenience, particularly when studying linear waves since manipulating
exponentials is simpler than the alternative sines and cosines. We here summarize a few salient
points for working with complex numbers in physics.

8.1.1 Modulus and phase

A complex number, A, is the sum of its real and imaginary parts, which we write as2

A = Re[A] + i Im[A], (8.1)

and its complex conjugate is written

A∗ = Re[A]− i Im[A]. (8.2)

Making use of the Euler identity,3

eiα = cosα+ i sinα, (8.3)

2In this book, we generally use the LATEX mathcal notation for complex numbers.
3There are few equations in mathematics that are more elegant and powerful than Euler’s identity.
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allows us to write a complex number as

A =
√
AA∗ eiα = |A| (cosα+ i sinα) with tanα = Im[A]/Re[A]. (8.4)

The term
|A| =

√
AA∗ =

√
Re[A]2 + Im[A]2 (8.5)

is the modulus of the complex number A. The notation |A| is motivated since the modulus is a
generalization of the absolute value used for real numbers. The angle, α, is called the argument
in the maths literature, whereas we refer to it as the phase to correspond to its name in wave
mechanics. We illustrate these formulae in Figure 8.1 within the complex plane.
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A→ = Re[A]→ i Im[A] = |A| (cosω→ i sinω) = |A| e↑iω

Figure 8.1: Illustrating the complex plane and its representation of a complex number, A = Re[A] + i Im[A] =
|A| (cosα+ i sinα) = |A| eiα, along with its complex congugate, A∗ = |A| e−iα, as well as −A∗ and −A.

The complex conjugate of the product of two complex numbers is the product of the conjugate,
which can be shown by

AB = |A| |B| ei (α+β) (8.6a)

A∗B∗ = |A| |B| e−i (α+β) = (AB)∗. (8.6b)

When we write a complex number in this book, it is the real part that is of physical interest

Re[A] =
√
AA∗ cosα = |A| cosα. (8.7)

Hence, for most purposes we evaluate the product, AA, as the product of the real parts

Re[A] Re[A] = |A|2 cos2 α. (8.8)

Likewise, with B = |B| eiβ, we interpret the product AB as

Re[A] Re[B] = |A| |B| cosα cosβ. (8.9)

These considerations are particularly important when computing energetics of wave fields.
Namely, energetics involves the product of real fields rather than the product of complex fields.
So if we work with the complex representation of a wave, then we must compute its real part
prior to computing the product; i.e., the real part of the product of two complex fields is not
equal to the product of the real parts

Re[AB] ̸= Re[A] Re[B]. (8.10)

The following identities are particularly useful when computing energetics of wave fields as in
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Section 61.4.6

Re[iA] = Re[i Re[A]− Im[A]] = − Im[A] (8.11a)

Re[A∗B] = |A| |B| cos(−α+ β) = Re[AB∗] (8.11b)

Im[A∗B] = |A| |B| sin(−α+ β) = −|A| |B| sin(α− β) = − Im[AB∗]. (8.11c)

8.1.2 Phase averaging

There are many occasions in the study of waves where it is useful to average over the extent of a
wave, either in space or time. Doing so provides a measure for the “wave averaged” properties.
To add precision to this notion, consider two real wave fields written in the form of a traveling
plane wave

A = Re[A ei (k·x−ω t)] = |A| cos(k · x− ω t+ α) (8.12a)

B = Re[B ei (k·x−ω t)] = |B| cos(k · x− ω t+ β), (8.12b)

where k · x − ω t is the space-time dependence found for a traveling plane wave, with k the
wavevector and ω the angular frequency (e.g., Section 49.5). We wrote the complex wave
amplitudes as

A = |A| eiα and B = |B| eiβ, (8.13)

where α and β are phase shifts relative to k ·x−ω t. To introduce the notion of a phase average,
introduce a constant phase shift, φ, according to

α = α′ + φ and β = β′ + φ, (8.14)

in which case we define a phase average as

⟨· · ·⟩ ≡ 1

2π

ˆ 2π

0
(· · · ) dφ, (8.15)

so that a phase average is computed by sampling over the extent of a single wavelength or single
wave period. The phase average of a traveling plane wave is zero

⟨A⟩ = 1

2π

ˆ 2π

0
|A| cos(k · x− ω t+ α′ + φ) dφ = 0, (8.16)

whereas the phase average for the product of two real wave fields does not generally vanish

⟨AB⟩ = 1

2π

ˆ 2π

0
|A| |B| cos(k · x− ω t+ α′ + φ) cos(k · x− ω t+ β′ + φ) dφ (8.17a)

=
1

4π

ˆ 2π

0
|A| |B| [cos(α′ − β′) + cos(2k · x− 2ω t+ 2φ+ α′ − β′)] dφ (8.17b)

=
1

2
|A| |B| cos(α′ − β′) (8.17c)

=
1

2
Re[A∗B] (8.17d)

=
1

2
Re[AB∗]. (8.17e)

We see that the phase average of a product acts to remove information about the common phase,
leaving only information about the modulus of the wave amplitudes and their phase difference.
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For example,
⟨A2⟩ = |A|2/2, (8.18)

so that the phase average for the square of a real wave field is one-half the squared modulus of
the wave amplitude. Similarly, if B = iA then

⟨AB⟩ = 1

2π

ˆ 2π

0
|A| |B| cos(π/2) dφ = 0, (8.19)

in which we say that the real wave fields A and B are out of phase.

8.1.3 Euler’s identity motivates the use of complex numbers

As noted earlier, there is no physical reason to introduce complex numbers in classical physics.
However, there are many mathematical reasons. In particular, it is generally more convenient to
use complex Fourier analysis than real Fourier analysis when establishing various theoretical
results in wave mechanics.

The central reason to employ complex numbers is the shear elegance and power of Euler’s
identity (8.3). We encountered examples in Section 8.1.2 when discussing phase averaging. One
more example concerns the sum of two waves, such as the sum of the two real wave fields (8.12a)
and (8.12b)

C = A+B = |A| cos(k · x− ω t+ α) + |B| cos(k · x− ω t+ β). (8.20)

It is certainly possible to determine an expression for the combined wave, C, through the use of
trigonometric identities. However, it is far less tedious to compute the sum via Euler’s identity,
in which case

C = |A| cos(k · x− ω t+ α) + |B| cos(k · x− ω t+ β) (8.21a)

= Re[|A| ei (k·x−ω t+α) + |B| ei (k·x−ω t+β)] (8.21b)

= Re[(|A| eiα + |B| eiβ) ei (k·x−ω t)] (8.21c)

≡ Re[|C| ei (k·x−ω t+γ)] (8.21d)

= |C| cos(k · x− ω t+ γ), (8.21e)

where we introduced the complex amplitude

|C| ei γ ≡ |A| eiα + |B| eiβ. (8.22)

We can further use Euler’s identity and some trigonometric identities to determine the real
amplitude and phase shift for the combined wave

|C|2 = |A|2 + |B|2 + 2 |A| |B| cos(α− β) (8.23a)

tan γ =
|A| sinα+ |B| sinβ
|A| cosα+ |B| cosβ . (8.23b)

The curious reader is encouraged to use just real analysis to compute the expression (8.21e),
along with the real amplitude (8.23a) and phase shift (8.23b).
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8.2 Fourier series

Consider an arbitrary real function, F (x), defined over the real line and that is piecewise
continuous on every finite interval, as is its first derivative.4 We also assume the function satisfies
the periodicity condition5

F (x+ P ) = F (x), (8.24)

where P > 0 is the period.6 The periodicity condition (8.24) holds for every point on the real
line so that

F (x+ nP ) = F (x) for arbitrary positive or negative integer n. (8.25)

How general are periodic functions defined over the full real line? To answer this question,
consider a function defined only over a finite domain, x ∈ [α, β], and that is periodic over that
domain

G(α) = G(β). (8.26)

Quite trivially, we can construct the extended function, F (x), that equals to G(x) for x ∈ [α, β]
and that is periodic over the real line, F (x) = F (x+P ), with period P = β−α. For this reason,
it is sufficient to focus on periodic functions defined over the full real line, x ∈ (−∞,∞).

8.2.1 Fourier series of sines and cosines

A Fourier series decomposes an arbitrary periodic function in terms of the function’s mean value
over a period, plus an infinite series of sines and cosines7

F (x) = a0 +

∞∑
n=1

[an cos(kn x) + bn sin(kn x)], (8.27)

where we introduced the discrete wavenumber

kn = 2π n/P. (8.28)

Clearly the Fourier series (8.27) satisfies the periodicity condition, F (x) = F (x+ nP ). Mathe-
matically, the Fourier series is enabled by completeness of the trigonometric functions as a basis
for periodic functions over a finite interval. Furthermore, the real coefficients, an and bn, are
determined through use of orthonormality conditions satisfied by the sine and cosine functions

2

P

ˆ x0+P

x0

cos(kn x) sin(km x) dx = 0 (8.29a)

2

P

ˆ x0+P

x0

cos(kn x) cos(km x) dx = δmn (8.29b)

2

P

ˆ x0+P

x0

sin(kn x) sin(km x) dx = δmn, (8.29c)

4These properties for F (x) are commonly satisfied for functions considered in this book.
5We use the notation x as for a spatial coordinate. Yet everything that follows holds if x is interpreted as time.
6Some treatments, such as Chapter 2 of Spiegel (1974b), assume the function has period F (x) = F (x+ 2L),

in which case P = 2L. In general, care is needed when making use of expressions from the literature to account
for slight differences in conventions.

7There are certain mathematical conditions required of F (x) that allow for the Fourier series to be an identity.
These conditions are typically satisfied by functions encountered in physics. See Section 5.10 of Hildebrand (1976)
for more details.
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where δmn is the Kronecker delta, which is unity if m = n and vanishes otherwise.8 Furthermore,
note that the constant, x0, is arbitrary and with the equalities holding for any value. We can
understand this arbitrariness by noting that the integral over a single period of a periodic
function is unchanged when shifting the start point of the integration. All that matters is that
we extend over a single period.9

The orthonormality conditions (8.29a)-(8.29c) directly lead to the following expressions for
the Fourier series expansion coefficients

a0 =
1

P

ˆ x0+P

x0

F (x) dx (8.30a)

an>0 =
2

P

ˆ x0+P

x0

cos(kn x)F (x) dx (8.30b)

b0 = 0 (8.30c)

bn>0 =
2

P

ˆ x0+P

x0

sin(kn x)F (x) dx. (8.30d)

Evidently, a0 is the mean value of F (x) over a single period. As an exercise, we verify equation
(8.30b) by multiplying the Fourier series (8.27) by cos(km x) for m > 0 and integrating over a
period

ˆ x0+P

x0

cos(km x)F (x) dx =

ˆ x0+P

x0

cos(km x)

[
a0 +

∞∑
n=1

[an cos(kn x) + bn sin(kn x)]

]
dx

(8.31a)

= (P/2) an δmn, (8.31b)

where the second equality used the orthogonality conditions (8.29a)-(8.29c). We use analogous
steps to verify equation (8.30d),

ˆ x0+P

x0

sin(km x)F (x) dx =

ˆ x0+P

x0

sin(km x)

[
a0 +

∞∑
n=1

[an cos(kn x) + bn sin(kn x)]

]
dx (8.32a)

= (P/2) bn δmn. (8.32b)

8.2.2 Functions with a particular parity
Any function, F (x), can be written as the sum

F (x) =
F (x) + F (−x)

2
+
F (x)− F (−x)

2
= F even(x) + F odd(x). (8.33)

The function F odd(x) is said to have odd parity since it swaps sign upon the transformation
x→ −x

F odd(−x) = −F odd(x), (8.34)

whereas F even has even parity since it maintains the same value upon the transformation x→ −x

F even(−x) = F even(x). (8.35)

8As seen in Section 1.4, the Kronecker delta is the representation of the Euclidean metric when represented
by Cartesian coordinates. For equations (8.29b) and (8.29c), we use the Kronecker delta merely as a signal of
orthonormality of the trigonometric functions.

9We make use of this arbitrariness in Section 8.3.1 where we choose a particularly useful value for developing
the notion of a Fourier integral.
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The cosine and sine functions used in the Fourier series have even and odd parities, respectively

cos(kn x) = cos(−kn x) =⇒ cosine has even parity (8.36a)

sin(kn x) = − sin(−kn x) =⇒ sine has odd parity. (8.36b)

As we show next, the Fourier series expansion of F even and F odd involve only a portion of the full
series (8.27).

8.2.3 Fourier series of periodic functions with parity
Consider an even parity periodic function

F even(x) = F even(x+ P ), (8.37)

so that this function has a Fourier series representation (equation (8.27))

F even(x) = a0 +
∞∑
n=1

[an cos(kn x) + bn sin(kn x)]. (8.38)

Making use of the even parity property, F even(−x) = F even(x), on the left hand side, as well as
the parity properties (8.36a) and (8.36b) of the cosine and sine functions on the right hand side,
leads to

F even(x) = a0 +
∞∑
n=1

[an cos(kn x)− bn sin(kn x)]. (8.39)

For the series expansions (8.38) and (8.39) to be consistent for arbitrary even functions requires
bn = 0 for all n. Evidently, an even periodic function only has a Fourier cosine series expansion

F even(x) = a0 +
∞∑
n=1

an cos(kn x), (8.40)

An analogous result holds for an odd parity periodic function, in which an = 0 so that F odd only
has sine functions for its Fourier expansion

F odd(x) =
∞∑
n=1

bn sin(kn x). (8.41)

As a self-consistency check on the cosine expansion (8.40), compute the bn coefficients
according to equation (8.30d) whereby (setting x0 = −P/2 for convenience)

bn>0 =
2

P

ˆ P/2

−P/2
sin(kn x)F

even(x) dx equation (8.30d) (8.42a)

=
2

P

ˆ −P/2

P/2
sin(−kn y)F even(−y) (−dy) let x = −y (8.42b)

=
2

P

ˆ −P/2

P/2
sin(kn y)F

even(−y) dy sin(−kny) = − sin(kny) (8.42c)

= − 2

P

ˆ P/2

−P/2
sin(kn y)F

even(−y) dy. swap integration limits (8.42d)

= − 2

P

ˆ P/2

−P/2
sin(kn y)F

even(y) dy. F even(y) = F even(−y). (8.42e)
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The only way to satisfy this equation is for bn = 0 for each n, thus verifying the expansion (8.40).
The same sort of argument is used to prove that an = 0 when computing the Fourier series
expansion of an odd function, thus verifying the Fourier sine expansion (8.41) (see Exercise ).

8.2.4 Complex Fourier series of exponentials
Rather than a sum of sines and cosines, we can use the Euler identity (8.3) to decompose a
periodic function into a series of exponentials by introducing the complex expansion coefficients

c0 = a0 (8.43a)

c−n = (an + i bn)/2 for n > 0 (8.43b)

cn = (an − i bn)/2 for n > 0. (8.43c)

Making use of the expressions (8.30b) and (8.30d) yields

cn =
1

P

ˆ x0+P

x0

e−i kn x F (x) dx. (8.44)

The reality condition, commonly referred to as conjugate symmetry,

c−n = c∗n, (8.45)

holds since we are only considering real functions, F (x). Inverting the relations (8.43a)-(8.43c)

a0 = c0 (8.46a)

an = cn + c−n for n > 0 (8.46b)

bn = i (cn − c−n) for n > 0 (8.46c)

then allows us to write the Fourier series (8.27) as

F (x) = a0 +
∞∑
n=1

[an cos(kn x) + bn sin(kn x)] (8.47a)

= c0 +

∞∑
n=1

[(cn + c−n) cos(kn x) + i (cn − c−n) sin(kn x)] (8.47b)

= c0 +
∞∑
n=1

cn [cos(kn x) + i sin(kn x)] +
∞∑
n=1

c−n [cos(kn x)− i sin(kn x)] (8.47c)

= c0 +
∞∑
n=1

cn e
i kn x +

∞∑
n=1

c−n e
−i kn x (8.47d)

= c0 +

∞∑
n=1

cn e
i kn x +

∞∑
n=1

c−n e
i k−n x (8.47e)

=

∞∑
n=−∞

cn e
i kn x, (8.47f)

where the penultimate step made use of equation (8.28) for the wavenumber, whereby

kn = 2π n/P = −k−n. (8.48)

The exponential expression in equation (8.47f) is commonly more convenient for manipulations,
with the conjugate symmetry condition (8.45) of fundamental importance when working with
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real functions. Importantly, note that the real coefficients, an and bn, are defined for n ≥ 0 (with
b0 = 0) , whereas the complex coefficients, cn, are defined for all integers.

8.2.5 Bessel-Parseval relations

Making use of the conjugate symmetry condition (8.45) allows us to write the square of a real
periodic function

F (x)F (x) =

[ ∞∑
n=−∞

cn e
i kn x

][ ∞∑
m=−∞

cm ei km x

]
equation (8.47f) (8.49a)

=

[ ∞∑
n=−∞

cn e
i kn x

][ ∞∑
m=−∞

c−m e−i km x

]
swap m summation order (8.49b)

=

[ ∞∑
n=−∞

cn e
i kn x

][ ∞∑
m=−∞

c∗m e−i km x

]
conjugate symmetry (8.45) (8.49c)

=

∞∑
n,m=−∞

cn c
∗
m ei (kn−km)x combine sums. (8.49d)

The Bessel-Parseval relation (sometimes just referred to as Parseval’s identity) results from
performing an average of equation (8.49d) over a single period

1

P

ˆ x0+P

x0

F (x)F (x) dx =
∞∑

n=−∞
cn c

∗
n =

∞∑
n=−∞

|cn|2 =
∞∑

n=−∞
cn c−n. (8.50)

To reach this identity we used the orthonormality condition holding for the exponentials

1

P

ˆ x0+P

x0

ei (kn−km)x dx = δmn, (8.51)

and the final equality in equation (8.50) follows from conjugate symmetry (8.45) that holds since
F is real. The analogous form of Parseval’s identity holds when using the sine/cosine version of
the Fourier series (8.27), whereby

F (x)F (x) =

[
a0 +

∞∑
n=1

[an cos(kn x) + bn sin(kn x)]

][
a0 +

∞∑
m=1

[am cos(km x) + bm sin(km x)]

]
,

(8.52)
with integration and the orthonormality relations (8.29a)-(8.29c) resulting in

1

P

ˆ x0+P

x0

F (x)F (x) dx = a20 +
1

2

∞∑
n=1

(a2n + b2n). (8.53)

We find it useful to double-check this form of Parseval’s identity while confirming we are
consistently using both the real and complex forms of the Fourier series. For this purpose,
substitute the expressions (8.43a)-(8.43c) for cn into the final form of Parsevel’s identity (8.50)
to yield

∞∑
n=−∞

cn c−n = c20 +

−1∑
n=−∞

cn c−n +

∞∑
n=1

cn c−n = c20 + 2

∞∑
n=1

cn c−n = a20 +
1

2

∞∑
n=1

(a2n + b2n),

(8.54a)
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which agrees with equation (8.53).
We can go one further step by introducing a second real and periodic function, H(x) =

H(x+mP ), in which case

H(x) =
∞∑

n=−∞
dn e

i kn x. (8.55)

The Bessel-Parseval relation (8.50) can thus be generalized to

1

P

ˆ x0+P

x0

F (x)H(x) dx =
∞∑

n=−∞
cn d

∗
n =

∞∑
n=−∞

cn d−n. (8.56)

8.3 Fourier integrals
We develop Fourier integrals as the limit of a Fourier series and then derive some properties of
these integrals. Our treatment is heuristic.10

8.3.1 Fourier’s integral theorem
Consider a real periodic function, F (x) = F (x + nP ) with n an integer, and decompose it
according to the Fourier series (8.27). Also, insert the expressions (8.30a)-(8.30d) for the
expansion coefficients and specify the arbitrary constant x0 = −P/2 in order to symmetrize the
integral limits. The resulting Fourier series is given by

F (x) =
2

P

ˆ P/2

−P/2
F (u)

[
1

2
+

∞∑
n=1

[cos(kn u) cos(kn x) + sin(kn u) sin(kn x)]

]
du. (8.57)

We now consider the limit as P → ∞, in which case the period becomes infinite so that the
function, F (x), is no longer periodic over a finite interval. Precisely, we make the following
assumptions and conversions.

• finite integral: We assume the absolute value of the function has a finite integral for
arbitrary P , which in turn means that its average tends to zero as P becomes infinite:

ˆ P/2

−P/2
|F (u)|du <∞ =⇒ lim

P→∞

1

P

ˆ P/2

−P/2
F (u) du = 0. (8.58)

• infinitesimal wavenumber increment: We introduce the wavenumber increment

kn+1 − kn = ∆k = 2π/P, (8.59)

which becomes infinitesimal as P becomes large. As a result, the infinite sum over discrete
wavenumbers transitions to an integral over continuous wavenumbers

lim
P→∞

∞∑
n=1

2

P
=

1

π

ˆ ∞

0
dk. (8.60)

Making use of these results in equation (8.57) leads to

F (x) =
1

π

ˆ ∞

0

[
cos(k x)

ˆ ∞

−∞
F (u) cos(k u) du+ sin(k x)

ˆ ∞

−∞
F (u) sin(k u) du

]
dk, (8.61)

10The derivation of the Fourier transform equations in this section follows that given by Chapter 5 of Spiegel
(1974b), particularly worked exercise 5.11, yet note that L in Spiegel (1974b) is given by L = P/2.
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which is known as Fourier’s integral theorem. We can bring Fourier’s integral theorem a bit
closer to the discrete Fourier sum (8.27) by introducing the real amplitude functions

A(k) ≡ 1

π

ˆ ∞

−∞
F (u) cos(k u) du and B(k) ≡ 1

π

ˆ ∞

−∞
F (u) sin(k u) du, (8.62)

thus resulting in the tidy expression of the Fourier integral theorem (8.61)

F (x) =

ˆ ∞

0
[A(k) cos(k x) +B(k) sin(k x)] dk. (8.63)

This version of Fourier’s integral theorem forms the foundation for the remainder of this section,
which largely consists of rewriting this identity in a variety of forms. Before doing so, we
emphasize the following points.

All physical fields produce real numbers

As noted at the start of this chapter, all physical fields in this book are real. Hence, every
term in equation (8.63) is real, including the amplitude functions, A(k) and B(k). So although
many versions of Fourier analysis involve complex numbers, as we describe in Section 8.3.2,
the introduction of complex numbers is based on mathematical convenience and so it is not
physically motivated.

Concerning the functional degrees of freedom

For each function, F (x), there are two amplitude functions, A(k) and B(k). However, there
is no explosion of functional degrees of freedom since F (x) is defined over the full real line,
−∞ < x <∞ whereas A(k) and B(k) are defined with k ≥ 0. The equal functional degrees of
freedom manifest when using the complex version of the Fourier integral theorem in Section
8.3.2.

Parity properties of the amplitude functions

The parity properties of the amplitude functions, A(k) and B(k), are directly inherited from the
cosine and sine functions appearing in their definition (8.62), so that we find

A(k) = A(−k) and B(k) = −B(−k). (8.64)

As shown in Section 8.3.5, these properties are reflected in the nature of the integral theorem
when representing functions, F (x), with a particular parity.

Allowing the wavenumber to range over the full real line

The integral over wavenumber, k, in equation (8.62) extends from k = 0 to k = ∞. When
moving to a complex representation that involves the Fourier transform in Section 8.3.2, the
integral is extended to −∞ < k <∞. As discussed in Section 49.6.10, the extension to k < 0
can be interpreted as a plane wave moving in the direction opposite to the wave with k > 0.

8.3.2 Fourier transform
Introducing the Fourier transform, F(k), allows us to connect to the complex Fourier series
from Section (8.2.4)

F(k) ≡ π [A(k)− iB(k)] =

ˆ ∞

−∞
F (u) e−i k u du ⇐= Fourier transform. (8.65)
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We can write the Fourier integral theorem (8.63) in terms of F(k) according to

F (x) =

ˆ ∞

0
[A(k) cos(k x) +B(k) sin(k x)] dk (8.66a)

=
1

2π

ˆ ∞

0

[
cos(k x) [F(k) +F∗(k)] + i sin(k x) [F(k)−F∗(k)]

]
dk (8.66b)

=
1

2π

ˆ ∞

0

[
F(k) ei k x +

[
F(k) ei k x

]∗]
dk. (8.66c)

From its definition (8.65), we know that the complex conjugate of the Fourier transform satisfies
the conjugate symmetry identity

F∗(k) =

ˆ ∞

−∞
F (u) ei k u du = F(−k). (8.67)

This identity is directly analogous to the discrete Fourier transform identity (8.45), both of
which hold due to the reality of the function, F (x). We are thus led to the complex version of
the Fourier integral theorem (8.63)

F (x) =
1

2π

ˆ ∞

0
F(k) ei k x dk +

1

2π

ˆ ∞

0
F(−k) e−i k x dk (8.68a)

=
1

2π

ˆ ∞

0
F(k) ei k x dk − 1

2π

ˆ −∞

0
F(k) ei k x dk (8.68b)

=
1

2π

ˆ ∞

−∞
F(k) ei k x dk. (8.68c)

With F(k) referred to as the Fourier transform we sometimes refer to F (x) as the inverse Fourier
transform. Correspondingly, F(k) and F (x) are Fourier transform pairs.

8.3.3 A comment on conjugate symmetry

As noted above, reality of the function, F (x), is ensured by a Fourier transform that satisfies
the conjugate symmetry property (8.67). We make use of this property in much of our analysis
in this book, such as when studying wave packets in Chapter 49. However, there are reasons to
sometimes dispense with conjugate symmetry. One example is provided in Sections 49.6.4 and
52.9.1 when providing information about a wave packet’s initial tendency rather than its initial
position. Evidently, the identity (8.66c) ensures that F (x) is real, even if the Fourier amplitudes,
F(k), do not satisfy conjugate symmetry. That is, conjugate symmetry is a sufficient condition
to ensure F (x) is real, but it is not a necessary condition.

8.3.4 Integrals over a symmetric interval

Consider the integral of a function, F (x), defined over an arbitrary, but symmetric, interval
x ∈ [−L,L]. Decomposing this function into its even an odd components leads to

ˆ L

−L
F (x) dx =

1

2

ˆ L

−L
[F (x) + F (−x)] dx+

1

2

ˆ L

−L
[F (x)− F (−x)] dx (8.69a)

≡
ˆ L

−L
F even(x)dx+

ˆ L

−L
F odd(x) dx. (8.69b)
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The integral of the even parity component can be written

ˆ L

−L
F even(x) dx =

ˆ 0

−L
F even(x) dx+

ˆ L

0
F even(x) dx (8.70a)

= −
ˆ 0

L
F even(−x) dx+

ˆ L

0
F even(x) dx (8.70b)

= 2

ˆ L

0
F even(x) dx. (8.70c)

Evidently, the integral of an even parity function over a symmetric interval equals to twice the
integral over half the interval

ˆ L

−L
F even(x) dx = 2

ˆ L

0
F even(x) dx. (8.71)

In a similar manner we find that the integral of an odd parity function over a symmetric interval
vanishes

ˆ L

−L
F odd(x) dx =

ˆ 0

−L
F odd(x) dx+

ˆ L

0
F odd(x) dx (8.72a)

= −
ˆ 0

L
F odd(−x) dx+

ˆ L

0
F odd(x) dx (8.72b)

=

ˆ L

0
[F odd(−x) + F odd(x)] dx (8.72c)

= 0. (8.72d)

We thus find that the integral of an arbitrary function over a symmetric interval is given by
twice the integral of the even component over half the interval

ˆ L

−L
F (x) dx = 2

ˆ L

0
Feven(x) dx =

ˆ L

0
[F (x) + F (−x)] dx. (8.73)

We make use of these relations in developing parity conditions for Fourier transforms, in which
case the integral limits are infinity, L =∞.

8.3.5 Fourier cosine and sine transforms

The Fourier integral theorem simplifies when acting on functions of a particular parity. As any
function can be decomposed into its even and odd parity components (see Section 8.3.4), it is
common to make use of the simplification by introducing the cosine and sine transforms. These
transforms allow one to work with all real valued functions when convenient, rather than the
complex valued functions used with the standard Fourier transform of Section 8.3.2.

Fourier cosine transform for even functions: F (x) = F (−x)

Consider an even function, F (x) = F (−x), and expand it in terms of the Fourier integral theorem
(8.63)

F (x) =

ˆ ∞

0
[A(k) cos(k x) +B(k) sin(k x)] dk. (8.74)
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Since F (x) = F (−x) it follows that

F (x) = F (−x) =
ˆ ∞

0
[A(k) cos(k x)−B(k) sin(k x)] dk, (8.75)

which follows from the odd parity of the sine function. For this relation to hold requires B(k) = 0,
which indeed follows from its definition

π B(k) =

ˆ ∞

−∞
F (u) sin(k u) du (8.76a)

=

ˆ 0

−∞
F (u) sin(k u) du+

ˆ ∞

0
F (u) sin(k u) du (8.76b)

=

ˆ ∞

0
[−F (u) + F (u)] sin(k u) du (8.76c)

= 0. (8.76d)

These simplification of Fourier’s integral theorem motivate us to define the Fourier cosine
transform for functions with even parity

FC(k) ≡ (π/2)A(k) =
1

2

ˆ ∞

−∞
F (u) cos(k u) du =

ˆ ∞

0
F (u) cos(k u) du, (8.77)

so that Fourier’s integral theorem (8.75) for an even parity function is

F (x) =

ˆ ∞

0
A(k) cos(k x) dk =

2

π

ˆ ∞

0
FC(k) cos(k x) dk. (8.78)

Correspondingly, the Fourier cosine transform of an odd parity function vanishes.

Fourier sine transform for odd functions: F (x) = −F (−x)

We now consider the case of an odd function, F (x) = −F (−x), and expand it in terms of the
Fourier integral theorem (8.63)

F (x) =

ˆ ∞

0
[A(k) cos(k x) +B(k) sin(k x)] dk =

ˆ ∞

0
[−A(k) cos(k x) +B(k) sin(k x)] dk, (8.79)

where the second equality follows since F (x) = −F (−x) and the parity of the cosine and sine
functions. This relation is consistent only if A(k) = 0 for odd functions, which indeed follows
from its definition

π A(k) =

ˆ ∞

−∞
F (u) cos(k u) du (8.80a)

=

ˆ 0

−∞
F (u) cos(k u) du+

ˆ ∞

0
F (u) cos(k u) du (8.80b)

=

ˆ ∞

0
[F (−u) + F (u)] cos(k u) du (8.80c)

= 0. (8.80d)

We are thus motivated to define the Fourier sine transform for functions with odd parity

FS(k) ≡ (π/2)B(k) =
1

2

ˆ ∞

−∞
F (u) sin(k u) du =

ˆ ∞

0
F (u) sin(k u) du, (8.81)
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so that Fourier’s integral theorem (8.79) for an odd parity function takes the form

F (x) =

ˆ ∞

0
B(k) sin(k x) dk =

2

π

ˆ ∞

0
FS(k) sin(k x) dk. (8.82)

Correspondingly, the Fourier sine transform of an even parity function vanishes.

8.3.6 Parseval-Plancherel formulas

In Section 8.2.5 we showed that a Fourier series expansion of a periodic function satisfies the
Parseval identities (8.50) and (8.56). Here we derive the analog for Fourier integral transforms.
For this purpose, consider the integral of the product of two real functions

ˆ ∞

−∞
G(x)F (x) dx =

1

2π

ˆ ∞

−∞
G(x)

[ˆ ∞

−∞
F(k) ei k x dk

]
dx, (8.83)

where we expressed F (x) in terms of its inverse Fourier transform (8.68c). Now swap the
integration order and rearrange to render

ˆ ∞

−∞
G(x)F (x) dx =

1

2π

ˆ ∞

−∞

[ˆ ∞

−∞
G(x) e−i k x dx

]∗
F(k) dk, (8.84)

where we noted that [
ei k x

]∗
= e−i k x and G∗ = G. (8.85)

We recognize the bracketed term in equation (8.84) as the complex conjugate Fourier transform
of G, thus bringing us to the identity

ˆ ∞

−∞
G(x)F (x) dx =

1

2π

ˆ ∞

−∞
[G(k)]∗F(k) dk. (8.86)

For the special case with G = F we recover the Parseval-Plancherel formula, commonly referred
to as Parseval’s identity ˆ ∞

−∞
[F (x)]2 dx =

1

2π

ˆ ∞

−∞
|F(k)|2 dk. (8.87)

If [F (x)]2 is proportional to the energy, then Parseval’s identity expresses the identity of energy
when expressed in either x-space or k-space.11

8.3.7 Concerning the placement of 1/2π

There is no universal convention for the pre-factors appearing in the Fourier transform pairs
(8.65) and (8.68c). That is, the unity for the Fourier transform pre-factor in equation (8.65),
versus the 1/2π pre-factor for the inverse Fourier transform (8.68c), could just as well be swapped,
or alternatively they could both be equal to 1/

√
2π. However these factors are chosen, their

product must equal to 1/2π.

Furthermore, the 1/2π factor in the inverse Fourier transform (8.68c) can be eliminated
through use of the reduced wavenumber, k̄, defined as

k̄= k/2π, (8.88)

11The 1/2π factor in the Parsevel identity (8.87) can be eliminated by distributing a 1/
√
2π equally between

the Fourier transform and the inverse Fourier transform. That convention is generally followed in the quantum
mechanics literature but not in the fluid mechanics literature. See Section 8.3.7 for more on the 2π factor.
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in which case the inverse Fourier transform (8.68c) is given by

F (x) =

ˆ ∞

−∞
F(k̄) ei 2π k̄x dk̄. (8.89)

An analogous approach is used when working in the time-frequency domain and using the
frequency, f , rather than the angular frequency, ω, where f = ω/2π (see Section 8.4). Even
though k̄ is somewhat more elegant, we generally work with the wavenumber, k, thus necessitating
care to properly place the 1/2π factor.

8.3.8 Fourier transforms and derivatives
Here we examine some properties of the Fourier transform of derivatives. Note that for all of
the results, we must assume that the function and its Fourier transform decay to zero at infinity
at a rate sufficient to ensure that all integrals are all bounded.

Each derivative operation multiplies by (i k)p

Consider a function expressed as the inverse Fourier transform (8.68c)

F (x) =
1

2π

ˆ ∞

−∞
F(k) ei k x dk, (8.90)

where F(k) is the Fourier transform of F (x) as per equation (8.65). Now take the p’th derivative
of F (x) and note that the derivative operator commutes with the k-space integral

dpF (x)

dxp
=

1

2π

ˆ ∞

−∞
F(k) (i k)p ei k x dk, (8.91)

where we set
dp (ei k x)

dxp
= (i k)p ei k x. (8.92)

Equation (8.91) indicates that each derivative increases the power of (i k) inside the k-space
integral, in which case the relative contributions from higher wavenumbers are enhanced relative
to lower wavenumbers.12

Furthering the above result

To further the above remarks, consider a function, G(x), that is expressed as an inverse Fourier
transform

G(x) =
1

2π

ˆ ∞

−∞
G(k) ei k x dk, (8.93)

and define G(x) as the p’th derivative of F (x)

G(p)(x) =
dpF (x)

dxp
. (8.94)

From equation (8.91) we make the identification

G(p)(k) = (i k)pF(k). (8.95)

12As noted at the start of this subsection, we must assume a finite wavenumber cutoff to ensure the integral
(8.91) is bounded. That is, we must assume a length scale below which there is no structure in F (x), which
then means that F(k) vanishes (or is exponentially small) for wavenumbers above some finite wavenumber. This
assumption is typically satisfied by physical fields.
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Hence, the Fourier transform of the derivative of a function results in a power of (i k) for each
derivative, so that, for example,

G(1)(k) = i kF(k) (8.96a)

G(2)(k) = −k2F(k). (8.96b)

For p = 1 we see that the Fourier transform of the derivative of a function has a π/2 phase shift
relative to the function, whereas for p = 2 there is a π phase shift.

Directly computing the Fourier transform of the derivative of a function

There is yet another way to compute the Fourier transform of the derivative of a function,
through use of integration by parts

G(1)(k) =

ˆ ∞

−∞

dF

dx
e−i k x dx (8.97a)

=

ˆ ∞

−∞

[
d(F e−i k x)

dx
− F d(e−i k x)

dx

]
dx (8.97b)

=

ˆ ∞

−∞

[
d(F e−i k x)

dx
+ (i k)F (x) e−i k x

]
dx. (8.97c)

If we assume F (x) decays to zero as x→ ±∞, then the total derivative vanishes, in which case
we are left with

G(1)(k) = (i k)

ˆ ∞

−∞
F (x) e−i k x dx = (i k)F(k). (8.98)

This result agrees with equation (8.96a) derived earlier. Higher derivatives can be computed
likewise.

A Fourier series example with two Fourier components

To further illustrate the role of derivatives and how they enhance the relative contribution of
small scales versus large scales, consider a finite sized one-dimensional periodic domain. For a
function, F (x), that is periodic on this domain we can represent it according to its Fourier series
(8.27), and assume there are just two non-zero wavenumbers contributing to the function

F (x) = a1 cos(k1 x) + a10 cos(k10 x), (8.99)

with a1/a10 = 0.95/0.05 = 19. As illustrated in Figure 8.2, the function F (x) is the sum of a low
wavenumber Fourier component, a1 cos(k1 x), plus a high wavenumber component, a10 cos(k10 x).
The second derivative of this function is given by

d2F (x)/dx2 = −a1 k21 cos(k1 x)− a10 k210 cos(k10 x), (8.100)

so that each wavenumber contribution is multiplied by its respective wavenumber squared.
Evidently, the contribution from n = 10 is enhanced relative to the n = 1 contribution by the
ratio (k10/k1)

2 = (10/1)2 = 100. In general, any nonzero an coefficient in the expansion of a
function is amplified by its respective wavenumber when taking a derivative, so that higher
wavenumber features are enhanced relative to lower wavenumber features.
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Figure 8.2: Left panel: a function comprised of two Fourier components, F (x) = F1(x) + F2(x) = a1 cos(k1 x) +
a10 cos(k10 x), with a low wavenumber k1 = 2π/L, and a high wavenumber, k10 = 2π/(L/10), along with the
amplitudes a1 = 0.95 and a10 = 0.05. We choose L = 1 in arbitrary units. Given that a1/a10 = 19, the low
wavenumber component dominates F (x). Right panel: the second derivative of the function, d2F (x)/dx2 =
−a1 k21 cos(k1 x) − a10 k

2
10 cos(k10 x), which is dominated by the high wavenumber component, with the high

wavenumber component having an amplitude that is roughly five times larger than the low wavenumber component,
a10 k

2
10/(a1 k

2
1) ≈ 5.

Streamfunction and vorticity example

An example from fluid mechanics occurs with a horizontally non-divergent barotropic fluid from
Chapter 38. In this case the vorticity, ζ, is the Laplacian of the streamfunction, ψ, so that

ζ = ∇2ψ. (8.101)

Taking the Fourier transform of this equation reveals that the Fourier transform of the vorticity
equals to −k2 times the Fourier transform of the streamfunction. Hence, if there is any structure
in the streamfunction at scale k, then the vorticity at that same scale is amplified by k2.
Consequently, the vorticity field has higher wavenumber features (i.e., smaller spatial scales)
than the streamfunction field.

8.4 Time-frequency Fourier transforms

Our notation has thus far been based on space, x, and wavenumber, k. However, all formula
hold whatever interpretation one gives to these coordinates, with time and frequency commonly
used as well as space and wavenumber. Even so, for the time/frequency Fourier analysis we
follow the typical physics convention of swapping sign in the exponents. Doing so accords with
conventions in wave mechanics as pursued in Chapter 49. With that motivation we define the
time/frequency Fourier transform and its inverse according to

F(ω) =

ˆ ∞

−∞
F (t) eiω t dt (8.102a)

F (t) =
1

2π

ˆ ∞

−∞
F(ω) e−iω t dω, (8.102b)

where ω is the angular frequency. The time integral extends from −∞ to ∞, meaning that
it extends arbitrarily far in the past and arbitrarily far into the future. The negative angular
frequency arises from the same symmetrization of the integral limits made when moving to the
complex Fourier transform in Section 8.3.2. As in our discussion of wave mechanics in Section
49.6.10, we here find it important to interpret the negative angular frequency, ω < 0, which we
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do next.

8.4.1 How to interpret negative frequency for waves
As noted at the start of this chapter, we generally make use of Fourier analysis for the study
of waves in Part X of this book. When working in x-space and k-space, we can consider the
components of a wavevector to be positive or negative given that the wavevector determines the
direction of a wave. We consider this particular point in Section 49.6.10. Since information about
the direction of the wave is fully carried by the wavevector, we consider the angular frequency of
a wave to be a non-negative number, ω ≥ 0 (Section 49.4), which corresponds to a non-negative
wave period, 2π/ω. Hence, when working with waves, we interpret the expression (8.102b)
for the inverse Fourier transform, with its negative frequency integral limits, as a convenient
mathematical means to bring the Fourier sine and cosine functions together into a single integral.
Yet we do not give any physical meaning to ω < 0.

To provide details to support the above comments, return to the Fourier integral theorem
(8.63), only now interpreted for time and angular frequency

F (t) =

ˆ ∞

0
[A(ω) cos(ω t) +B(ω) sin(ω t)]dω. (8.103)

Note that the frequency integral extends only over non-negative frequencies, consistent with
ω as a frequency. In contrast, the amplitude functions are built from integrals over all time
according to equation (8.62)

A(ω) =
1

π

ˆ ∞

−∞
F (t) cos(ω t) dt and B(ω) =

1

π

ˆ ∞

−∞
F (t) sin(ω t) dt, (8.104)

so that13

F(ω) = π [A(ω) + iB(ω)]. (8.105)

We have no problem with negative time simply because the origin of time is arbitrary. In
contrast, we ascribe no physical meaning to a negative frequency, but instead interpret a negative
frequency as a mathematical expedient enabling us to write equation (8.102b) in a compact
form. We emphasize this point by writing

F (t) =
1

2π

ˆ ∞

−∞
e−iω tF(ω) dω Fourier eq. (8.102b) (8.106a)

=
1

2

ˆ ∞

−∞
[cos(ω t)− i sin(ω t)] [A(ω) + iB(ω)]dω Euler + eq. (8.104) (8.106b)

=
1

2

ˆ ∞

−∞
[A(ω) cos(ω t) +B(ω) sin(ω t)]dω parity properties (8.106c)

=

ˆ ∞

0
[A(ω) cos(ω t) +B(ω) sin(ω t)]dω parity properties. (8.106d)

So again, we compute the inverse Fourier transform as in equation (8.102b) with a frequency
interval including negative frequencies. Yet there is no physical meaning given to the negative
frequencies. Instead, they simply offer the means to unify the Fourier cosine and sine amplitude
functions according to the above identities.

13Compare equation (8.105) to equation (8.65). The sign difference arises from the sign convention: we use
e−iω t for the time-domain inverse Fourier transform (8.102b), whereas ei k x for the space-domain inverse Fourier
transform (8.68c).
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8.4.2 Frequency versus angular frequency

As noted in Section 8.3.7, we can eliminate the 1/2π factor appearing in the inverse Fourier
transform (8.102b) through using the frequency, f (cycles per time), rather than the angular
frequency, ω (radians per time),

f = ω/2π, (8.107)

in which case the Fourier transform partners (8.102a) and (8.102b) take the form

F(f) =

ˆ ∞

−∞
F (t) ei 2π f t dt (8.108a)

F (t) =

ˆ ∞

−∞
F(f) e−i 2π f t df. (8.108b)

Even though f is rather elegant from this perspective, we generally use the angular frequency, ω
(along with the angular wavenumber, k), thus necessitating care with the placement of the 1/2π
factor for the Fourier transform pair given by equations (8.102a) and (8.102b).

8.5 Example Fourier transform pairs

In this section we offer a few examples of Fourier transform pairs.

8.5.1 Dirac delta in x-space

Consider the Dirac delta from Chapter 7,

F (x) = δ(x). (8.109)

Following from its sifting property (7.8), we find that the Fourier transform (equation (8.65)) of
the Dirac delta is given by

F(k) =

ˆ ∞

−∞
δ(x) e−i k x dx = 1. (8.110)

This result provides an extreme example of the complementarity relation maintained between the
Fourier transform and its inverse. Namely, if a function is concentrated in x-space then its Fourier
transform is widely distributed in k-space. The Dirac delta, δ(x), is infinitely concentrated in
x-space at the origin, whereas it has a uniform and constant distribution in k-space. That is,
the x-space distribution is infinitesimally narrow whereas the k-space distribution is infinitely
broad. As a consistency check, we note the physical dimensionality of the terms in equation
(8.110). The Dirac delta, δ(x), has dimensions of inverse length (Section 7.12), so that δ(x) dx is
non-dimensional. We thus expect its Fourier transform, F(k), to be non-dimensional.

It follows that the inverse Fourier transform (equation (8.68c)) of the Dirac delta is given by

δ(x− x0) =
1

2π

ˆ ∞

−∞
ei k (x−x0) dk (8.111)

where we introduced an arbitrary shift from the origin, x0. Note that

ˆ ∞

−∞
sin[k (x− x0)] dk = 0, (8.112)

which follows since the k-space integral is over a symmetric domain yet the integrand has odd

CHAPTER 8. FOURIER ANALYSIS page 183 of 2158



8.5. EXAMPLE FOURIER TRANSFORM PAIRS

k-space parity. Consequently, we have

δ(x− x0) =
1

2π

ˆ ∞

−∞
cos[k (x− x0)] dk =

2

2π

ˆ ∞

0
cos[k (x− x0)] dk. (8.113)

This equation is a rather remarkable expression that can be heuristically explained by noting
that for all values of x− x0 ̸= 0, the cosine function oscillates so that any positive values are
exactly matched by negative values, thus yielding a zero integral. However, when x− x0 = 0,
the integral diverges to infinity.

8.5.2 Dirac delta in k-space

We now assume exact information about the wave number by setting the Fourier transform to

F(k) = δ(k − k0), (8.114)

which has physical dimensions of length. The resulting inverse Fourier transform is given by the
dimensionless function

F (x) =
1

2π

ˆ ∞

−∞
δ(k − k0) ei k x dk =

ei k0 x

2π
. (8.115)

So as a complement to the case in Section 8.5.1, we here find that exact information about
the k-space location (i.e., the wavenumber is exactly k0) results in zero information about the
x-space position.

8.5.3 Gaussian

Consider a normalized Gaussian function,

F (x) = (4π σ)−1/2 e−x
2/4σ with

ˆ ∞

−∞
F (x) dx = 1, (8.116)

and where the mean and variance are

⟨x⟩ =
ˆ ∞

−∞
xF (x) dx = 0 and ⟨x2⟩ =

ˆ ∞

−∞
x2 F (x) dx = 2σ. (8.117)

Its Fourier transform is given by

F(k) = (4π σ)−1/2

ˆ ∞

−∞
e−x

2/4σ e−i k x dx = e−σ k
2
, (8.118)

with evaluation of this integral following from the calculus of residues.14 We expect the Fourier
transform to be real since F (x) has even parity so that its Fourier sine transform vanishes (see
Section 8.3.5). What is remarkable, however, is that the Fourier transform is also a Gaussian.
This property is unique to the Gaussian and it is illustrated in Figure 8.3.

To compute the variance of the Fourier transform (in k-space) requires us to first normalize
it according to

(σ/π)1/2
ˆ ∞

−∞
e−σ k

2
dk = 1, (8.119)

14In Section 49.7.5 we discuss a few of the necessary steps for evaluating the integral (8.118), as part of our
study of Gaussian wave packets.
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so that its variance is

⟨k2⟩ = (σ/π)1/2
ˆ ∞

−∞
k2 e−σ k

2
dk = (2σ)−1. (8.120)

We thus find that the product of the variances is unity

⟨x2⟩⟨k2⟩ = 1. (8.121)

Hence, if the Gaussian is narrow in x-space, as per a small value of σ, then it is broad in k-space,
and vice versa. This behavior offers another example of the complementarity property of Fourier
transform pairs.

2.5 0.0 2.5
0.0

0.1

0.2

F(x) = (4 ) 1/2e x2/4

2 0 2
0.0

0.5

1.0
(k) = e k2

Figure 8.3: Left panel: the Gaussian function, F (x) = (4π σ)−1/2 e−x2/4σ, which has a variance, ⟨x2⟩ = 2σ, with

the horizontal axes having a range ±3
√

⟨x2⟩ = ±3 (2σ)1/2. Right panel: the Fourier transform, F(k) = e−σ k2

,

which has a variance ⟨k2⟩ = (2σ)−1 and the horizontal axes range ±3
√

⟨k2⟩ = ±3 (2σ)−1/2. We set σ = 1 in
arbitrary units.

8.6 Exercises
exercise 8.1: Bessel-Parseval identity for two functions
Show all steps necessary to derive the generalized Bessel-Parseval identity (8.56)

exercise 8.2: Solving an ODE (problem 9.8 of Fetter and Walecka (2003))
In this exercise we find a general expression for a forced ordinary differential equation using
Fourier transform methods to determine the Green’s function. We provide a detailed study of
Green’s functions in Chapter 9, though understanding of that material is not needed for this
exercise.

(a) Use a Fourier transform to solve the one-dimensional ordinary differential equation

d2H(x)

dx2
− λ2H(x) = −F (x), (8.122)

for λ > 0 and assuming that H(x) vanishes as |x| → ∞. Express your answer in the form
of a Green’s function, G(x, x′), so that the solution can be written

H(x) =

ˆ ∞

−∞
G(x, x′)F (x′) dx′. (8.123)
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(b) Find an explicit expression for the Green’s function. Hint: you might wish to make use of
an integral table.

(c) What are the physical dimensions of the Green’s function, G? Relative to F , what are the
dimensions of H?

(d) Discuss the limit λ→ 0.
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Chapter 9

GREEN’S FUNCTIONS

The mathematical problem of classical continuum mechanics concerns a field, ψ(x, t), that
represents a physical property such as material tracer concentration, velocity streamfunction,
temperature, Newtonian gravitational potential, or electrostatic potential. The space-time
structure of the field is the result of a space-time distributed source (e.g., tracer source, potential
vorticity distribution, mass distribution, or electric charge distribution) along with differential
operators (e.g., time derivative, advection, Laplacian diffusion, wave operator) that connect
the field across points in space-time, as well as initial and boundary conditions along selected
space-time regions.1

For fluid mechanics, the differential equations describing the dynamical field, ψ, are generally
nonlinear. However, in some notable cases it is possible to linearize the governing equations
and learn much about the underlying mathematical and physical properties of the system.
For example, the linear wave theory in Part X of this book renders great insights into the
space-time structure of geophysical fluids. The advection-diffusion equation describing a passive
tracer (Chapter 69) is also a linear partial differential equation, even when the dynamical flow
field is determined by nonlinear field equations. Finally, the Poisson equation for pressure in
a Boussinesq ocean (Section 29.3) is linear, under certain assumptions about the boundary
conditions.

The conceptual foundation of the Green’s function method is based on observing that if
the field equations are linear, then ψ can be constructed by accumulating (i.e., convolving)
contributions to the field induced by point-sized portions of the distributed source (including
sources on the space-time boundaries). More precisely, we write G(x, t|x0, t) as the field at an
observation space-time point, (x, t) (the field point), that is caused by a point source at (x0, t0)
(the source point). We then observe that ψ(x, t) caused by a source that is distributed through
space and time is the product of G multiplied by the source and integrated over the space-time
domain. Similar superpositions are made for the initial and boundary conditions. The function,
G, is referred to as the Green’s function in honor of the 19th century mathematical physicist
who introduced the method. As revealed in this chapter, even without an analytical expression
for the Green’s function (which are, in fact, only available under certain idealized cases), an
appreciation of Green’s function method deepens both physical and mathematical understanding
of the various linear partial differential equations encountered in this book

The above arguments rely on the superposition principle that holds for linear systems. It
does so by finding a particular solution (the Green’s function) to a linear initial-boundary value
problem with a singular point source (the Dirac delta from Chapter 7) and homogeneous boundary
conditions. The solution to the original problem is found by integrating (convolving) the Green’s
function with the boundary conditions, initial conditions, and distributed sources. The Green’s
function is generally simpler to determine than the solution to the original initial-boundary
value problem, thus providing the key practical reason to pursue the method. Furthermore,

1In some cases, sources are present only along spatial boundaries.
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the Green’s function provides a formal inverse to the linear partial differential operator in a
manner reminiscent of matrix inversion used to solve a matrix-vector problem. Just as for the
matrix-vector problem, once we have the Green’s function we can write the solution to any of
the associated initial-boundary value problems regardless the details of the distributed source,
initial data, or boundary data. Herein lies the power of the Green’s function method and why it
has found much use across mathematical physics.

reader’s guide to this chapter
We develop the Green’s function method for a variety of linear initial-boundary value

problems. Use of the common symbol, G, for the Green’s function, and G for free-space
Green’s function, minimizes the adornments otherwise needed to distinguish Green’s functions
derived for each of the distinct equations. Confusion is avoided by noting that properties of
any particular Green’s function are specific to the section where the function is discussed.
The modified Green’s function, G̃, is the one place we do provide extra adornment, with this
function encountered in our study of the Poisson equation with Neumann boundary conditions.
Furthermore, it is useful on certain occasions to write the gradient operator as either ∇x or
∇x0 , depending on what argument of a Green’s function is being differentiated (i.e., the field
point or source point). This notation is particularly helpful in organizing manipulations in
this chapter.

Much in this chapter is based on the treatments found in Chapter 7 of Morse and Feshbach
(1953) as well as Stakgold (2000a,b). Both of these treatments are highly recommended
for those wishing to pursue Green’s function methods in more depth and to see further
applications.
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9.1 Loose threads
• Derive the 1d free space Green’s function in Section 9.2.

• Include some applied math sorts of exercises that solve the diffusion equation and find the
Green’s function in idealized domains.

• Present the method of images for idealized domains

9.2 Free space Green’s functions for elliptic operators
We study the Dirac delta in Chapter 7 by considering the Newtonian gravitational potential in
the presence of a point mass source. This physical example also serves to introduce the notion
of a Green’s function, in this case a particularly simple Green’s function known as a free space
Green’s function for Laplace’s equation. The free space Green’s function serves an important
role in the analytical theory of Green’s functions, and it offers a pedagogical introduction to
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Green’s functions satisfying boundary conditions. We here derive explicit expressions for the
Laplace free space Green’s function as well as that for the screened Poisson equation.

9.2.1 Gravitational potential from a point mass source
Consider the gravitational potential, Φ, in three space dimensions and in the presence of a point
mass source at x = x0 in the absence of boundaries (i.e., in free space), and with an assumed
decay of the potential when moving away from the source. In the study of Green’s functions this
potential is referred to as the fundamental solution to Laplace’s equation.2 In other contexts
it is referred to as the free space Green’s function, which is the terminology we choose since it
emphasizes the absence of any spatial boundaries. From our discussion of Newtonian gravity in
Section 7.1, the free space Green’s function for Newtonian gravity satisfies the Poisson equation
with a singular mass source

∇2
xΦ(x|x0) = 4πGgrvM δ(x− x0), (9.1)

where we wrote the singular mass density in terms of the Dirac delta

ρ(x|x0) =M δ(x− x0). (9.2)

We added the “grv” label to Newton’s gravitational constant, Ggrv, rather than use the more
common nomenclature, G, in order to distinguish the gravitational constant from a Green’s
function.

The gravitational potential in equation (9.1) has two arguments, Φ(x|x0). The first argument,
x, is the point where the field is sampled and is referred to as the field point or sometimes the
observation point. The second argument, x0, is where the source is located and is thus referred
to as the source point. Figure 9.1 summarizes the notation. The Laplacian operator acts on the
field point, x, so that it is useful to write it with an x subscript, ∇2

x, for clarity. The dimensonal
multiplier, 4πGgrvM , acting on the Dirac delta in equation (9.1) is specific to the physical
problem, here being for Newtonian gravity. In this case the Green’s function has dimensions
of L2 T−2 since it is a gravitational potential. In other cases, the Green’s function will have
distinct dimensions, whereas the Dirac delta remains with the same dimensions.3

The gravitational potential for a point mass source, in the absence of any boundaries, is the
free space Green’s function for Newtonian gravity. Anticipating our study in Section 13.10.2, we
write this free space Green’s function in the form

Φ(x|x0) = −
M Ggrv

|x− x0|
. (9.3)

This function is singular when sampling the field at the source location, x = x0, and it decreases
according to the inverse distance when moving away from the source.

9.2.2 Free space Green’s function
Abstracting the previous discussion motivates us to define the free space Green’s function,
G(x|x0), for the Laplace operator as the solution to the singular Poisson equation

−∇2
xG(x|x0) = δ(x− x0). (9.4)

2For example, see Section 5.8 of Stakgold (2000b) where he provides a discussion of a variety of such free space
or fundamental solutions.

3As emphasized throughout this book, checking for physical dimensional consistency offers a powerful means
to ensure that a mathematical expression makes physical sense. If the equation is not dimensionally consistent,
then something is wrong either with the maths or the physics.
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Figure 9.1: Depicting the geometry of a typical Green’s function problem in space, shown here for a finite
domain, R, with boundary ∂R. Note that the free-space Green’s function has no prescribed boundary conditions,
whereas other Green’s functions typically do. The field observation point, x, is where the Green’s function is
sampled, whereas the source point, x0, is where the Dirac delta source is located. The origin is at an arbitrary
position within the domain. The Green’s function, G(x|x0), is the response of the field as sampled at x arising
from the Dirac delta placed at x0

It is conventional in many treatments to place a minus sign on the Laplacian operator to
correspond to how it appears in the diffusion equation of Section 9.5. In one, two and three
space dimensions the free space Green’s function is given by

G(x|x0) = −|x− x0|/2 for x, x0 ∈ R1 (9.5a)

G(x|x0) = −(2π)−1 ln |x− x0|, for x,x0 ∈ R2 (9.5b)

G(x|x0) = (4π |x− x0|)−1 for x,x0 ∈ R3. (9.5c)

When considering the Dirac delta as the mass density for a point mass, the corresponding
gravitational acceleration is proportional to the gradient of the free space Green’s function.
From these expressions for the free space Green’s functions, we see that for one space dimension,
a point mass yields a gravity field that is a constant on either side of the mass point, with
the acceleration pointing towards the mass. For two space dimensions, a point mass source
produces a gravitational acceleration that points to the mass, and with a magnitude that falls
off as the inverse distance from the source. Finally, for three space dimensions, the gravitational
acceleration points towards the mass and falls off as the inverse squared distance.

We examine the three-dimensional Green’s function in Section 9.2.3 and provide a derivation
in Section 9.2.4. We then derive the two-dimensional Green’s function (9.5b) in Section 9.2.5, and
make use of it for studying flow around a point vortex in Section 38.2.8. Finally, we encounter the
one-dimensional Green’s function in Section 9.3.11 when studying the one-dimensional Poisson
equation.

9.2.3 Properties of the three-dimensional Green’s function

We here verify that the expression (9.5c) is indeed the free space Green’s function for R3, with
this discussion providing exposure to some of the formal manipulations encountered with Dirac
deltas and Green’s functions.

To simplify notation, place the Dirac delta at x0 = 0 so that

G(x|0) = 1

4π r
, (9.6)

where |x| = r is the radial distance from the origin. Introduce the continuous and non-singular
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function

G(ϵ)(x) =
1

4π

{
r−1 for r > ϵ
ϵ−1 for r ≤ ϵ, (9.7)

with ϵ > 0, in which case G(ϵ)(x) has removed the singularity at r = 0. Now consider the integral

I(ϵ) = −
ˆ
r≤ϵ

ψ(x)∇2G(ϵ)(x) dV, (9.8)

for an arbitrary smooth function, ψ, and for a spherical region of radius r = ϵ centered on the
origin. Since ψ is a smooth function, taking the limit as ϵ→ 0 allows us to remove ψ from the
integral and evaluate it at the origin

lim
ϵ→0

I(ϵ) = −ψ(r = 0) lim
ϵ→0

[ˆ
r≤ϵ
∇2G(ϵ)(x) dV

]
. (9.9)

Making use of the divergence theorem brings the volume integral to a surface integral over the
ϵ-sphere

lim
ϵ→0

I(ϵ) = −ψ(r = 0) lim
ϵ→0

[ˆ
r=ϵ
r̂ · ∇(1/r) r2 dr

]
= ψ(r = 0), (9.10)

where we introduced spherical coordinates from Section 4.23. This result establishes both the
sifting property and normalization property for −∇2G(ϵ)(x). These two properties are the
defining features of a Dirac delta, in which case we have established the identity

−∇2G(ϵ)(x) = −∇2(4π |x|)−1 = δ(x). (9.11)

9.2.4 Deriving the three-dimensional Green’s function

As a means to further understand the free space Green’s function (9.5c), we here offer a derivation
using Fourier transform methods. For that purpose, introduce the Fourier representation (8.113)
of the Dirac delta so that4

−∇2
xG(x|x0) = δ(x− x0) =

1

(2π)3

ˆ
eik·(x−x0) dk, (9.12)

where dk is the k-space volume element. It is straightforward to verify that

G(x|x0) =
1

(2π)3

ˆ
eik·(x−x0)

|k|2 dk (9.13)

solves the Green’s function equation (9.12), thus providing a Fourier integral expression for the
free space Green’s function.

Now evaluate the integral (9.13) to derive a closed form expression by introducing spherical
coordinates in k-space, whereby5

kx = |k| cosϕ cosλ and ky = |k| cosϕ sinλ and kz = |k| sinϕ. (9.14)

We are free to orient the axes as suits the integration, with the following choice very convenient

k · (x− x0) = |k| |x− x0| sinϕ, (9.15)

4This approach follows Section 28 of Dennery and Krzywicki (1967).
5See Section 4.23 for a discussion of spherical coordinates.
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thus bringing the integral (9.13) to

G(x|x0) =
1

(2π)3

ˆ ∞

0
d|k|
ˆ π/2

−π/2
cosϕ dϕ

ˆ 2π

0
ei |k| |x−x0| sinϕ dλ. (9.16)

The λ integral trivially picks up a factor of 2π since the integrand is independent of λ. Performing
the ϕ integral takes just a bit more work

ˆ π/2

−π/2
ei |k| |x−x0| sinϕ cosϕ dϕ =

ˆ π/2

−π/2
ei |k| |x−x0| sinϕ d(− sinϕ) (9.17a)

= −
ˆ 1

−1
ei |k| |x−x0|α dα (9.17b)

=
2 sin[|k| |x− x0|]
|k| |x− x0|

, (9.17c)

so that the Green’s function is

G(x|x0) =
4π

(2π)3

ˆ ∞

0

sin[|k| |x− x0|]
|k| |x− x0|

d|k| = 4π

(2π)3 |x− x0|

ˆ ∞

0

sinα

α
dα. (9.18)

The integral in equation (9.18) can be readily found in an integral table. Nonetheless, we use
this integral as an opportunity to introduce a version of Feynman’s trick, which for this integral
proceeds by considering the LaPlace transform

F (s) =

ˆ ∞

0
e−s α

sinα

α
dα, (9.19)

where s ≥ 0 is a parameter. The desired integral is F (0), but we first determine F (s) by taking
its derivative

dF (s)

ds
= −s

ˆ ∞

0
e−s α sinα dα. (9.20)

Integrating by parts two times leads to

−dF (s)

ds
=

1

1 + s2
, (9.21)

which can be directly integrated to find

−F (s) = tan−1(s) + C. (9.22)

To determine the constant of integration, C, take the limit s→∞, in which case F (s) as given
by equation (9.19) vanishes so that

C = − lim
s→∞

tan−1(s) = −π/2, (9.23)

in which case

F (s) = − tan−1(s) + π/2 =

ˆ ∞

0
e−s α

sinα

α
dα. (9.24)

Setting s = 0 and noting that tan−1(s = 0) = 0 leads to the desired integral

ˆ ∞

0
e−s α

sinα

α
dα = π/2, (9.25)
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and then to the free space Green’s function (9.5c)

G(x|x0) = (4π |x− x0|)−1. (9.26)

9.2.5 The two-dimensional Green’s function

To simplify the derivation of the two-dimensional free space Green’s function (9.5b), place the
Dirac delta at the origin so that x0 = 0. Furthermore, the Dirac delta induces no angular
asymmetry, so that it is convenient to use polar coordinates since the Green’s function is
independent of the polar angle. As detailed in Section 4.22, the two-dimensional Laplace
operator acting on a circularly symmetric function leads to the Green’s function equation

−1

r

d

dr

[
r
dG

dr

]
=
δ(r) δ(ϑ)

r
, (9.27)

where we made use of equation (7.66) for the polar coordinate form of the Dirac delta. Integrating
over the angle to remove δ(ϑ) renders

−1

r

d

dr

[
r
dG

dr

]
= − δ(r)

2π r
. (9.28)

One radial integral that includes the origin yields

dG

dr
= − 1

2π r
, (9.29)

with a second radial integral leading to

G(r|0)−G(r0|0) = −(2π)−1 ln(r/r0), (9.30)

where r0 ̸= 0 is an arbitrary reference radius. Without loss of generality we set G(r0|0) =
−(2π)−1 ln r0 so that

G(r|0) = −(2π)−1 ln r, (9.31)

whose more general expression is given by equation (9.5b).

9.2.6 Green’s function for the screened Poisson equation

As a bit more practice with free space Green’s functions, introduce an extension of the Coulomb
potential of electrostatics by considering the following elliptic equation

(−∇2 + µ2)ψ = Λ, (9.32)

where µ2 > 0 is a constant with dimesion L−2. As noted in Section 50 of Fetter and Walecka
(2003), this equation occurs in the Yukawa theory of mesons and the Debye-Hückel screening of
ionic solutions, hence the name screened Poisson equation. Although not of direct use for our
studies of geophysical fluid mechanics, we see in Section 9.6.8 that there is a direct connection
to the Helmholtz equation, which is important for geophysical wave theory.

Consider the screened Poisson equation (9.32) in the absence of boundaries, so that its
corresponding free space Green’s function satisfies

(∇2 − µ2)G(x|x0) = −δ(x− x0). (9.33)

Since there are no boundaries, we can make use of the Fourier transform method from Section
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9.2.4 to derive the free space Green’s function, which satisfies

(−∇2 + µ2)G(x|x0) =
1

(2π)3

ˆ
eik·(x−x0) dk, (9.34)

and has the Fourier integral expression

G(x|x0) =
1

(2π)3

ˆ
eik·(x−x0) dk

|k|2 + µ2
. (9.35)

Setting µ = 0 recovers expression (9.13) for Laplace’s free space Green’s function. As for that
case, we introduce spherical wavevector coordinates (9.14) and orient the axes according to
x− x0 so that equation (9.15) holds. We thus have integral

G(x|x0) =
2π

(2π)3

ˆ ∞

0

[ˆ π/2

−π/2

ei |k| |x−x0| sinϕ

|k|2 + µ2
d(− sinϕ)

]
d|k| (9.36a)

=
1

2π2 |x− x0|

ˆ ∞

0

|k| sin[|k||x− x0|] d|k|
|k|2 + µ2

(9.36b)

=
e−µ |x−x0|

4π |x− x0|
, (9.36c)

where the final equality made use of an integral table.6 The Green’s function (9.36c) for the
screened Poisson equation earns its name since it exponentially decays when moving away from
the origin at x = x0, with this behavior contrasting to the much slower 1/|x− x0| decay of the
electrostatics Coulomb potential with µ = 0.

9.3 Poisson equation with Dirichlet boundaries
In this section we develop the Green’s function method for Poisson’s equation with a Dirichlet
boundary condition

−∇2ψ = Λ, for x ∈ R and ψ = σ, for x ∈ ∂R. (9.37)

We focus on the three-dimensional case, though the results hold for one and two dimensions
as well. The mathematical goal is to determine an integral expression for ψ in terms of the
distributed source, Λ(x), and boundary data, σ(x).

9.3.1 Constraints on the source and boundary normal derivative
Assuming there exists a solution to the boundary value problem (9.37), we can derive a constraint
on the normal derivative of ψ along the domain boundary.7 This constraint is revealed by
integrating the Poisson equation (9.37) over the spatial domain, with the left hand side yielding

−
ˆ
R

∇2ψ dV = −
˛
∂R
∇ψ · n̂dS, (9.38)

where we made use of the divergence theorem and with ∂R the closed boundary of the domain,
R. Equating this result to the integral of the source, Λ, leads to the constraint

˛
∂R
∇ψ · n̂dS = −

ˆ
R

ΛdV. (9.39)

6See Section 50 of Fetter and Walecka (2003) for details of the calculation.
7To be self-contained, we here repeat discussion of the constraint (9.39) that is also provided in Section 6.5.6.
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We can physically interpret the constraint (9.39) by invoking a steady state tracer diffusion
interpretation of the Poisson equation, with ∇ψ · n̂ interpreted as a flux of ψ-stuff through
the boundary. For a steady state solution to exist in the presence of specified boundary tracer
concentration as well as with an interior source function, there must be a balance between
the boundary integrated flux and the volume integrated source. In particular, this balance is
required to maintain the specified Dirichlet boundary values in the presence an interior source.
Absent this balance, there will be depletion or accumulation of ψ within the domain that leads
to a transient adjustment, thus breaking the steady state assumption.8 Notably, the constraint
(9.39) can be realized for arbitrary Dirichlet boundary data, σ.

9.3.2 Uniqueness of the solution
To establish uniqueness of the solution to the boundary value problem (9.37), consider two
functions, ψA and ψB, each satisfying the same boundary value problem (9.37). In turn, their
difference, Ψ = ψA−ψB , is a harmonic function that satisfies a homogeneous Dirichlet boundary
condition

−∇2Ψ = 0, for x ∈ R and Ψ = 0, for x ∈ ∂R. (9.40)

We offer a proof by contraction to establish that Ψ = 0 is the only solution to this boundary
value problem. Namely, we assume Ψ ̸= 0 and then show that to be an inconsistent assumption.
First consider the case where Ψ is a constant. A constant is certainly a harmonic function,
∇2Ψ = 0. But only the zero constant, Ψ = 0, satisfies the homogeneous Dirichlet boundary
condition. Next, assume Ψ has spatial dependence so that ∇Ψ ̸= 0 and examine the non-negative
integral over the full domain

I =

ˆ
R

∇Ψ · ∇ΨdV. (9.41)

Since ∇2Ψ = 0 we have ∇Ψ · ∇Ψ = ∇ · (Ψ∇Ψ) so that

I =

ˆ
R

∇ · (Ψ∇Ψ)dV =

˛
∂R

Ψ∇Ψ · n̂dS, (9.42)

where we used the divergence theorem for the second equality. But since Ψ = 0 on ∂R we find
that I = 0. Since the integrand of I is non-negative, I = 0 can only be realized by ∇Ψ = 0
everywhere, which in turn means that Ψ is a constant. But we just saw that the only constant
that satisfies the homogeneous Dirichlet boundary condition is Ψ = 0 everywhere. We thus
conclude that Ψ = 0 is the only harmonic function with zero Dirichlet boundary conditions, in
which case the solution, ψ, to the boundary value problem (9.37) is indeed unique.

9.3.3 The Green’s function problem
The Green’s function, G(x|x0), corresponding to the boundary value problem (9.37) is the
solution to the Poisson equation with a Dirac delta source (rather than Λ) and a homogeneous
Dirichlet boundary condition (rather than σ)

−∇2
xG(x|x0) = δ(x− x0) for x,x0 ∈ R and G(x|x0) = 0 for x ∈ ∂R. (9.43)

In three space dimensions, the Dirac delta has dimensions of inverse volume (Section 7.3), so that
the Green’s function has dimensions of inverse length. By construction, the Green’s function is
harmonic everywhere except at the location of the Dirac delta source, x = x0. Furthermore, the

8An analogous interpretation holds when ψ is the gravitational potential resulting from the mass source, Λ.
For ψ to be a specified value along the domain boundary requires the volume integrated mass source to balance a
gravitational acceleration integrated along the boundary.
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Green’s function satisfies a homogenous Dirichlet boundary condition whenever the field point,
x, is on the boundary and for any source position, x0.

Although the Green’s function cares about the existence of spatial boundaries, it is inde-
pendent of the boundary data, σ, and the distributed source, Λ, that appear in the boundary
value problem (9.37) for ψ. In that manner, the Green’s function is connected to the original
boundary value problem only through the differential operator (here the Laplacian) and the
type of boundary condition (here a Dirichlet condition).

9.3.4 Decomposing the Green’s function

Linearity enables us to decompose the Green’s function into the sum of the free space Green’s
function, G(x|x0), plus a harmonic function

G(x|x0) = G(x|x0) +H(x|x0), (9.44)

where the free space Green’s function and harmonic function satisfy

−∇2
xG(x|x0) = δ(x− x0) for x,x0 ∈ Rn (9.45a)

−∇2
xH(x|x0) = 0 for x,x0 ∈ R (9.45b)

−H(x|x0) = G(x|x0) for x ∈ ∂R. (9.45c)

Given the free space Green’s function for the corresponding space dimension, n, from equations
(9.5a), (9.5b), or (9.5c), then the mathematical problem of finding G(x|x0) reduces to finding
the harmonic function, H(x|x0), satisfying the inhomogeneous Dirichlet boundary condition
(9.45c). Hence, the decomposition (9.44) is quite useful in practice as it isolates the singular
or non-smooth behavior from the Dirac delta within the known free space Green’s function,
whereas the harmonic function is smooth.

9.3.5 Jump condition induced by the Dirac source

Following the consistency condition established in Section 9.3.1, we integrate the Green’s function
partial differential equation (9.43) over a volume, R0, that encloses the Dirac delta source point
at x0 ∈ R0. Doing so leads to

ˆ
R

∇x · ∇xG(x|x0) dV0 =

˛
∂R
n̂ · ∇xG(x|x0) dS0 = −1, (9.46)

where we used the divergence theorem for the first equality. This result means that for any
domain enclosing the Dirac source point, the normal derivative of the Green’s function must
satisfy this integral jump condition across the region boundary. Decomposing the Green’s
function per equation (9.44) reveals that it is the free space Green’s function that contributes to
the jump ˆ

R

∇x · ∇xG(x|x0) dV0 =

˛
∂R
n̂ · ∇xG(x|x0) dS0 = −1, (9.47)

whereas the harmonic contribution has no jump

ˆ
R

∇x · ∇xH(x|x0) dV0 =

˛
∂R
n̂ · ∇xH(x|x0) dS0 = 0. (9.48)
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9.3.6 Reciprocity of the Green’s function

The Green’s function satisfies the following reciprocity condition

G(x|x0) = G(x0|x). (9.49)

Reciprocity says that the Green’s function at the field point, x, arising from a Dirac delta source
at the source point, x0 is identical to the Green’s function at the field point, x0, arising from a
Dirac delta source at point, x. By inspection, the free space Green’s functions (9.5a)-(9.5c) satisfy
reciprocity. Hence, by implication the harmonic function, H(x|x0), also satisfies reciprocity. We
here offer a direct derivation of reciprocity by using steps similar to those used for establishing
the second form of Green’s integral identity (2.92).

Proof of reciprocity

Consider two Green’s functions, G(x|a) and G(x|b), arising from Dirac delta sources at points
a ∈ R and b ∈ R

−∇2
xG(x|a) = δ(x− a) and −∇2

xG(x|b) = δ(x− b). (9.50)

Multiplying the first equation by G(x, b) and the second by G(x,a), then subtracting leads to

−G(x|b)∇2
xG(x|a) +G(x|a)∇2

xG(x|b) = G(x|b) δ(x− a)−G(x|a) δ(x− b). (9.51)

Now integrate this equation over the region R, with the right hand side rendering

ˆ
R

[G(x|b) δ(x− a)−G(x|a) δ(x− b)] dV = G(a, b)−G(b,a), (9.52)

where we made use of the sifting property (7.8). Integrating the left hand side of equation (9.51)
leads to ˆ

R

[−G(x|b)∇2
xG(x|a) +G(x|a)∇2

xG(x|b)] dV (9.53a)

=

ˆ
R

[−∇x · [G(x|b)∇xG(x|a)] +∇x · [G(x|a)∇xG(x|b)]] dV (9.53b)

=

˛
∂R

[−G(x|b)∇xG(x|a) +G(x|a)∇xG(x|b)] · n̂dS, (9.53c)

where we made use of the divergence theorem for the second equality. The final result vanishes
when making use of the homogeneous Dirichlet boundary condition (9.43). We are thus led to

G(a, b) = G(b,a), (9.54)

which is the reciprocity condition (9.49).

Comments on self-adjoint operators

The reciprocity relation (9.49) for Green’s functions holds for self-adjoint differential operators.9

Self-adjointness reflects properties of both the differential operator and the boundary conditions,
with the discussion in this section revealing that the Laplacian operator is self-adjoint with
Dirichlet boundary conditions. Operators that are not self-adjoint, such as the diffusion operator

9See Theorem 8.10 of Duchateau and Zachmann (1986).
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in Section 9.5, satisfy a slightly more general reciprocity relation that we consider in Section
9.5.7.

The absence of self-adjointness reflects some form of symmetry breaking either through the
operator itself or through the boundary and/or initial conditions. The diffusion operator has
a single time derivative, ∂t, which breaks symmetry between past and future thus leading to
the absence of self-adjointness. Furthermore, self-adjointness is a property that depends on the
nature of the chosen inner product, with the inner product in the present discussion defined by
integration over the domain R. See Stakgold (2000a,b) for a thorough discussion accessible to
physicists.

9.3.7 The integral solution

We have the elements in place to determine ψ as an integral expression involving G(x|x0) along
with the prescribed source, Λ, and boundary data, σ. To do so we follow steps similar to those
used to establish reciprocity. Recall the Poisson boundary value problem (9.37) for ψ and the
associated Green’s function problem (9.43),

−∇2
xψ(x) = Λ(x) (9.55a)

−∇2
xG(x|x0) = δ(x− x0). (9.55b)

Multiply the ψ(x) equation by G(x|x0) and the G(x|x0) equation by ψ(x) to find

−G(x|x0)∇2
xψ(x) = G(x|x0) Λ(x) (9.56a)

−ψ(x)∇2
xG(x|x0) = ψ(x) δ(x− x0), (9.56b)

and then subtract these two equations

−G(x|x0)∇2
xψ(x) + ψ(x)∇2

xG(x|x0) = G(x|x0) Λ(x)− ψ(x) δ(x− x0). (9.57)

Now integrate over observational points, x, sampled over the region R, in which case the right
hand side becomesˆ

R

[G(x|x0) Λ(x)− ψ(x) δ(x− x0)] dV = −ψ(x0) +

ˆ
R

G(x|x0) Λ(x) dV, (9.58)

where we made use of the sifting property (7.8) to expose the function, ψ, at the location of the
Dirac source, x0. Integrating the left hand side of equation (9.57) yields

ˆ
R

[−G(x|x0)∇2
xψ(x)+ψ(x)∇2

xG(x|x0)] dV (9.59a)

=

ˆ
R

∇x · [−G(x|x0)∇xψ(x) + ψ(x)∇xG(x|x0)] dV (9.59b)

=

˛
∂R

[−G(x|x0)∇xψ(x) + ψ(x)∇xG(x|x0)] · n̂x dS. (9.59c)

Bringing the two sides to equation (9.57) together leads to

ψ(x0) =

ˆ
R

Λ(x)G(x|x0) dV +

˛
∂R

[G(x|x0)∇xψ(x)− ψ(x)∇xG(x|x0)] · n̂x dS. (9.60)

As a final step, we make use of the Dirichlet boundary conditions (homogeneous for the
Green’s function and prescribed function for ψ), relabel x0 ↔ x, and make use of reciprocity,
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G(x|x0) = G(x0|x), so that

ψ(x) =

ˆ
R

Λ(x0)G(x|x0) dV0︸ ︷︷ ︸
volume integral over R

−
˛
∂R

[σ(x0)∇x0G(x|x0)] · n̂x0 dS0,︸ ︷︷ ︸
boundary area integral over ∂R

(9.61)

where we inserted the boundary data ψ(x) = σ(x) for x ∈ ∂R. We have thus established ψ as
a volume integral of the Green’s function with the source, Λ, plus a boundary integral of the
Green’s function with the boundary data. Note that the Green’s function is independent of the
source, Λ, and the boundary data, so that G(x|x0) can be used to express ψ for arbitrary source
functions and boundary data.

9.3.8 Properties of the Dirichlet solution
We refer to the inward normal gradient of the Green’s function as the boundary Green’s function

Gbd(x|x0) ≡ −n̂x0 · ∇x0G(x|x0) = −
∂G(x|x0)

∂n̂x0

, (9.62)

in which case the Dirichlet solution (9.61) takes the form

ψ(x) =

ˆ
R

Λ(x0)G(x|x0) dV0 +

˛
∂R
σ(x0)G

bd(x|x0) dS0. (9.63)

This form for the solution, which is depicted in Figure 9.2, emphasizes the role of the Green’s
function in the region interior as the mediator between the distributed source, Λ, and all
surrounding points x ∈ R, along with the boundary Green’s function acting as mediator between
information prescribed along the boundary, x ∈ ∂R, and interior points. In this subsection
we summarize certain properties of the solution (9.61) and (9.63), and infer (through insisting
on self-consistency) corresponding properties of the Green’s function and boundary Green’s
function.
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G(x|x0) = 0

Figure 9.2: Decomposing the Green’s function solution (9.61) for a Poisson boundary value problem with
Dirichlet boundary conditions. The decomposition is written in terms of an interior Green’s function, G(x|x0),
that satisfies equation (9.43), and a boundary Green’s function, Gbd(x|x0), that satisfies equation (9.69). Note
that we derive the properties for the boundary Green’s function in Section 9.3.9.

Verifying the partial differential equation for x ∈ R

We derived the Dirichlet solution (9.61) with manipulations that are reversible; i.e., equal signs
at every step. Hence, we know that the expression (9.61) indeed satisfies the Dirichlet boundary
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value problem (9.37). Even so, the exercise of directly verifying the solution reveals insights into
properties of the Green’s function.

As a starting point, decompose the Green’s function according to equation (9.44) to bring
the solution (9.44) to the form

ψ(x) =

ˆ
R

Λ(x0) [G(x|x0) +H(x|x0)] dV0 +

˛
∂R
σ(x0)G

bd(x|x0) dS0. (9.64)

Now assume the field point, x, is located at a point within the interior of the region, x ∈ R,
and operate with −∇2

x on equation (9.64) to find

−∇2
xψ(x) = −

ˆ
R

Λ(x0)∇2
x[G(x|x0) +H(x|x0] dV0 +

˛
∂R
σ(x0) [−∇2

xG
bd(x|x0)] dS0. (9.65)

Note that we brought the Laplacian operator, ∇2
x, inside the integral since the integral is over

x0. For the first term on the right hand side of equation (9.45b), set ∇2
xH(x|x0) = 0 as per

equation (9.45b), and use the free space Green’s function identity −∇2
xG(x|x0) = δ(x − x0).

Then use the sifting property of the Dirac delta,
´
R
Λ(x0) δ(x− x0) dV0 = Λ(x). To show that

the boundary contribution vanishes, make use of the following

∇2
xG

bd(x|x0) = ∇2
x[−∇x0G(x|x0) · n̂x0 ] (9.66a)

= n̂x0 · ∇x0 [−∇2
xG(x|x0)] (9.66b)

= n̂x0 · ∇x0δ(x− x0). (9.66c)

With x0 ∈ ∂R yet x /∈ ∂R, the Dirac delta never fires, thus eliminating the boundary contribution.
We have thus verified that −∇2ψ = Λ for points x ∈ R.

Verifying the Dirichlet boundary condition for x ∈ ∂R
To verify that the boundary conditions are satisfied by the Dirichlet solution (9.61), bring the
field point, x, onto the boundary

x→ x∂R ∈ ∂R. (9.67)

For such boundary points, the volume integral in the solution (9.61) vanishes since the Dirichlet
Green’s function vanishes on the boundary, G(x∂R |x0) = 0. Self-consistency with the Dirichlet
boundary data, ψ(x∂R) = σ(x∂R), leads to the identity

σ(x) =

˛
∂R
σ(x0)G

bd(x|x0) dS0 = −
˛
∂R
σ(x0)∇x0G(x∂R |x0) · n̂x0 dS0 for x ∈ ∂R. (9.68)

This integral equation is consistent so long as Gbd(x|x0) satisfies the boundary condition

Gbd(x|x0) = −n̂x0 · ∇x0G(x|x0) = δ(2)(x− x0) for x,x0 ∈ ∂R, (9.69)

where δ(2)(x − x0) is the surface Dirac delta with physical dimensions of inverse area. This
property of the boundary Green’s function is consistent with the jump condition (9.72) found
for the one-dimensional Poisson equation. It furthermore leads to the corresponding integral
identity ˛

∂R
Gbd(x|x0) dS0 =

˛
∂R
δ(2)(x− x0) dS0 = 1 for x,x0 ∈ ∂R. (9.70)

We emphasize10 that the expressions (9.69) and (9.70) are found by first placing the source point,
x0, on the boundary and thereafter moving the field point to the boundary, x → x∂R ∈ ∂R.

10As per page 801 of Morse and Feshbach (1953).
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We return to the normalization (9.70) in Section 9.3.9 when discussing the partial differential
equation satisfied by the boundary Green’s function.

Linear superposition

The Dirichlet solution (9.61) manifests the linear superposition principle by writing ψ = ψ1 +ψ2

as given by Table 9.1. By construction, ψ1 satisfies Poisson’s equation with homogeneous
Dirichlet boundary conditions, whereas ψ2 satisfies Laplace’s equation with inhomogeneous
Dirichlet boundary conditions.

pde: x ∈ R bc: x ∈ ∂R solution ψ = ψ1 + ψ2

−∇2ψ1 = Λ ψ1 = 0 ψ1(x) =
´
R
G(x|x0) Λ(x0) dV0

−∇2ψ2 = 0 ψ2 = σ ψ2(x) =
¸
∂R G

bd(x|x0)σ(x0) dS0

Table 9.1: Decomposing the Dirichlet solution (9.61) into ψ = ψ1 + ψ2, with ψ1 and ψ2 satisfying the
properties shown in this table. For the boundary contribution we made use of the boundary Green’s function,
Gbd(x|x0) = −∇x0G(x|x0) · n̂x0 , as given by equation (9.62) and whose properties are further developed in
Section 9.3.9.

9.3.9 Boundary Green’s function
Boundary value problem for the boundary Green’s function

As part of the development in Section 9.3.8, we revealed that the boundary Green’s function
satisfies the following boundary value problem

−∇2
xG

bd(x|x0) = 0 for x ∈ R and Gbd(x|x0) = δ(2)(x− x0) for x,x0 ∈ ∂R. (9.71)

As seen by equation (9.43), the Dirichlet Green’s function, G(x|x0), feels the Dirac source in
the interior of the domain, x ∈ R, and satisfies homogeneous Dirichlet boundary conditions for
x ∈ ∂R. As a complement, the boundary Green’s function, Gbd(x|x0), is harmonic everywhere
in the domain interior and yet equals to the Dirac source along the boundary. By construction,
the boundary Green’s function incorporates boundary information into the region as part of the
Dirichlet solution (9.63). We make further use of the boundary Green’s function when studying
the diffusion equation in Section 9.5 and the advection-diffusion equation in Section 69.9, in
which case the boundary Green’s function is referred to as the boundary propagator.

Normalization of the boundary Green’s function

Consider the special case of constant boundary data, σ = σconst, in which case the harmonic
function in Table 9.1 is itself a constant, ψB(x) = σconst. Consequently, the boundary Green’s
function satisfies

−
˛
∂R
∇x0G(x|x0) · n̂x0 dS0 =

˛
∂R
Gbd(x|x0) dS0 = 1. (9.72)

This is the same normalization derived above in equation (9.70). It is built by placing Dirac
delta sources along the boundary, x0 ∈ ∂R, and then area integrating over the boundary area.
It holds for any field point, x ∈ R. Although derived by considering the special case of constant
boundary data, equation (9.72) holds in general since the Green’s function is independent of the
boundary data.

To help understand the identity (9.72), consider the Green’s function to be the steady
state temperature or tracer concentration resulting from a Dirac delta source placed within
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the domain interior. The area integrated condition (9.72) acts to maintain the homogeneous
Dirichlet boundary condition, G(x∂R |x0) = 0, for every point x∂R ∈ ∂R. It does so by providing
a boundary flux, via the normal gradient, whose area integral precisely cancels the unit positive
source from the Dirac delta.

Equation (9.72) represents a normalization of the boundary Green’s function at each point
within the region interior, and it is consistent with the boundary condition given in equation
(9.71). If we place Dirac delta sources along the boundary and integrate over the boundary, then
every point within the domain feels a net unit source from these boundary sources, which is
reflected by the normalization of the boundary Green’s function. We return to this normalization
when considering the boundary propagator for the diffusion equation in Section 9.5.13.

9.3.10 Mean value property for harmonic functions

Recall the discussion in Section 6.5.2 of the mean value property of harmonic functions. This
property says that the value of a harmonic function, ψ, at a point x within an open region of R
equals to the average of ψ taken over the surface of a sphere within R that is centered at x. We
here prove the mean value property through use of Green’s function methods. For this purpose,
specialize the Dirichlet solution (9.61) to the case of zero source, Λ = 0, so that the harmonic
field is determined solely through the boundary Green’s function and boundary data

ψ(x) = −
˛
∂R
ψ(x0)∇x0G(x|x0) · n̂x0 dS0. (9.73)

Recall the discussion in Section (9.3.4) whereby the Green’s function is decomposed into the
sum of the free space Green’s function plus a harmonic function that equals to minus the free
space Green’s function on the boundary. Furthermore, to simplify the algebra, without loss in
generality, set the coordinate system so that the field point is at the origin, x = 0, and let y be
the source point, in which case

ψ(0) = −
˛
∂R
ψ(y)∇yG(0|y) · n̂y dSy. (9.74)

Two dimensions

Making use of the free space Green’s function (9.5b) leads to the solution for two space dimensions

ψ(0) =
1

2π

˛
∂R
ψ(y)∇y [ln |y| − 2πH(0|y)] · n̂y dℓ (9.75)

Now specialize the region, R, to be a circle with center at x = 0, radius R, and make use of
polar coordinates so that dℓ = R dϑ (Section 4.22). For this domain the free space Green’s
function is a constant on the circle’s perimeter so that

ψ(0) =
1

2π

ˆ 2π

0
ψ(R,ϑ) dϑ−

ˆ 2π

0
∂rH(0|R,ϑ) dϑ. (9.76)

The harmonic function, H, satisfies

−∇2
yH(0|y) = 0 for |y| < R and H(0|y) = (1/2π) lnR for |y| = R. (9.77)

The unique solution is given by the constant

H(0|y) = (1/2π) lnR, (9.78)
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which has a zero derivative so that equation (9.76) reduces to the mean value expression

ψ(0) =
1

2π

ˆ 2π

0
ψ(R,ϑ) dϑ =

´ 2π
0 ψ(R,ϑ) dϑ´ 2π

0 dϑ
. (9.79)

That is, the value of the harmonic function, ψ, at the center of a circle of arbitrary radius, R,
equals to its average integrated over the circle’s perimeter.

Three dimensions

The same arguments hold for three space dimensions, now making use of the free space Green’s
function (9.5c) and spherical coordinates (Section 4.23), in which case

ψ(0) =
1

4π

ˆ 2π

0

[ˆ π/2

−π/2
ψ(R, λ, ϕ) dλ

]
cosϕ dϕ =

´ 2π
0

[´ π/2
−π/2 ψ(R, λ, ϕ) dλ

]
cosϕ dϕ

´ 2π
0

[´ π/2
−π/2 dλ

]
cosϕ dϕ

. (9.80)

9.3.11 1D Poisson equation with Dirichlet boundaries

To illustrate the Green’s function method, we here work through the one-dimensional Poisson
equation on a finite domain with Dirichlet boundary conditions

−d2ψ

dx2
= Λ for −L < x < L (9.81a)

ψ(x) = σ± for x = ±L, (9.81b)

where Λ(x) is an interior source and σ± is prescribed boundary data. The corresponding Green’s
function satisfies

−d2G(x|x0)
dx2

= δ(x− x0) for −L < x < L (9.82a)

G(x|x0) = 0 for x = ±L. (9.82b)

Since the Dirac delta has dimensions of inverse length, equation (9.82a) implies that the Green’s
function has the dimensions of length. The Green’s function solution (9.61) takes on the following
form for one-dimension

ψ(x0) =

ˆ L

−L
G(x|x0) Λ(x) dx−

[
ψ(x)

dG(x|x0)
dx

]
x=L

+

[
ψ(x)

dG(x|x0)
dx

]
x=−L

. (9.83)

Furthermore, by integrating the differential equation (9.81a) over the domain we are led to the
identity

dψ

dx

∣∣∣∣
x=L

− dψ

dx

∣∣∣∣
x=−L

= −
ˆ L

−L
Λ(x) dx, (9.84)

which is the one-dimensional version of the compatibility constraint (9.39). Likewise, the
one-dimensional version of the Green’s function jump condition (9.46) is given by

lim
ϵ→0

[
dG(x|x0)

dx

]
x=x0+ϵ

− lim
ϵ→0

[
dG(x|x0)

dx

]
x=x0−ϵ

= −1. (9.85)
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The solution to the Green’s function equation (9.82a) is given by the linear function

G(x|x0) =
{

(x− x0)/2 +Ax+B for −L ≤ x ≤ x0
−(x− x0)/2 + C x+D for x0 ≤ x ≤ L. (9.86)

Note that we extracted the term G(x|x0) = −|x−x0|/2, which is the free space Green’s function
(9.5a). Doing so is not necessary, yet it does help to reduce the algebra needed to determine the
constants A,B,C,D, which are found by invoking the (i) jump condition for dG(x|x0)/dx at
x = x0, (ii) continuity of G(x|x0) at x = x0, and (iii) homogeneous Dirichlet boundary conditions
at x = ±L.

The jump condition (9.85) leads to A = C so that

G(x|x0) =
{

(x− x0)/2 +Ax+B for −L ≤ x ≤ x0
−(x− x0)/2 +Ax+D for x0 ≤ x ≤ L. (9.87)

A finite jump in the Green’s function derivative at x = x0 means that the Green’s function is
continuous at x = x0,

lim
ϵ→0

G(x = x0 + ϵ|x0) = lim
ϵ→0

G(x = x0 − ϵ|x0). (9.88)

Making use of this condition in equation (9.87) yields B = D so that

G(x|x0) =
{

(x− x0)/2 +Ax+B for −L ≤ x ≤ x0
−(x− x0)/2 +Ax+B for x0 ≤ x ≤ L. (9.89)

The two remaining constants are determined by specifying the homogeneous Dirichlet boundary
conditions, G(x = ±L|x0) = 0, in which we find A = −x0/(2L) and B = L/2, so that the
Green’s function is the linear kink function

G(x|x0) =
1

2L

{
(L− x0) (L+ x) for −L ≤ x ≤ x0
(L+ x0) (L− x) for x0 ≤ x ≤ L, (9.90)

which is depicted in Figure 9.3. Note the reciprocity condition is manifest in the expression
(9.90). Also note that we can write the Green’s function as the sum of the free space Green’s
function plus a harmonic function

G(x|x0) = −|x− x0|/2 +
L2 − xx0

2L
= G(x|x0) +H(x|x0), (9.91)

where

−d2H(x|x0)
dx2

= 0 and H(x = ±L|x0) = −G(x = ±L|x0). (9.92)

9.4 Poisson equation with Neumann boundaries
Consider the Poisson equation with Neumann boundary conditions

−∇2ψ = Λ, for x ∈ R and n̂ · ∇ψ = Σ, for x ∈ ∂R. (9.93)

Rather than specifying the value of ψ along the boundary, the Neumann condition specifies the
normal derivative. As we see, this slight change in the boundary conditions leads to some rather
basic distinctions from the Dirichlet problem.
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G(x|x0)

Figure 9.3: The Green’s function (9.90) for the one-dimensional Poisson equation satisfying homogeneous
Dirichlet boundary conditions at x = ±L. The Dirac delta source is located at x = x0, which is the point where
the Green’s function has its maximum displacement of (L2 − x20)/(2L). The Green’s function is continuous and
yet its first derivative has a finite discontinuity at the location of the Dirac source. Its second derivative is minus
the Dirac delta, as per the Green’s function equation (9.82a). We here choose x0 = 1 and L = 3x0, with arbitrary
units.

9.4.1 Constraints on the source and boundary data

As in our discussion of Dirichlet boundary conditions in Section 9.3.1, we can realize a solution
to the boundary value problem (9.93) only so long as the constraint (9.39) is satisfied. For
Neumann boundary conditions, we specify the normal derivative along the boundary so that the
constraint (9.39) is now imposed on the volume source and boundary data11

˛
∂R

ΣdS = −
ˆ
R

ΛdV. (9.94)

If the source and boundary data do not satisfy this constraint, then there is no solution to the
Poisson problem (9.93). If the Poisson problem arises physically from steady state tracer diffusion,
then the constraint (9.94) imposes a balance between the diffusive flux integrated around the
boundary (left hand side) with the volume integrated tracer source (right hand side). In the
absence of this balance, there is no solution to the Poisson problem thus indicating the presence
of transients (e.g., time dependent diffusion). If the Poisson problem arises from Newtonian
gravity, then the condition (9.94) means that the area integrated gravitational acceleration
specified on the boundary must be consistent with the volume integrated mass source distributed
within the domain.

9.4.2 Uniqueness of the solution up to a constant

As for the Dirichlet problem in Section 9.3.2, consider the uniqueness of the solution to the
boundary value problem (9.93). We do so, again, by considering two functions, ψA and ψB, each
satisfying the boundary value problem (9.93) and noting that their difference, Ψ = ψA − ψB,
satisfies the homogeneous problem

−∇2Ψ = 0, for x ∈ R and n̂ · ∇Ψ = 0, for x ∈ ∂R. (9.95)

11To be self-contained, we here repeat the discussion of the constraint (9.94) that is also provided in Section
6.5.6.
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The same arguments we used in Section 9.3.2 lead us to conclude that ∇Ψ = 0, but for the
Neumann problem this result is consistent with Ψ being an arbitrary spatial constant. We can
understand this arbitrariness since the Neumann boundary condition involves a derivative, with
the derivative of a constant vanishing. We thus conclude that the solution to the boundary value
problem (9.93) is unique up to an arbitrary constant.

9.4.3 Modified Green’s function problem

The standard Green’s function corresponding to the Poisson boundary value problem (9.93) is
the solution to the Poisson equation with a Dirac delta source and a homogeneous Neumann
boundary condition

−∇2
xG(x|x0) = δ(x− x0) for x,x0 ∈ R (9.96a)

n̂ · ∇xG(x|x0) = 0, for x ∈ ∂R. (9.96b)

However, there is no solution to the Green’s function problem (9.96a)-(9.96b) since the self-
consistency condition (9.94) is not satisfied. Namely, an integral over the Dirac delta source leads
to unity, which is not consistent with use of the homogeneous Neumann boundary condition
(9.96b).

We are led to consider the modified Green’s function that satisfies12

−∇2
xG̃(x|x0) = δ(x− x0)− 1/V for x,x0 ∈ R (9.97a)

n̂ · ∇xG̃(x|x0) = 0, for x ∈ ∂R. (9.97b)

Introducing the region volume to the source in equation (9.97a)

V =

ˆ
R

dV, (9.98)

ensures that the self-consistency condition (9.94) is satisfied by G̃

−
ˆ
R

∇2
xG̃(x|x0) dVx = −

˛
∂R
n̂x · ∇xG̃(x|x0) dVx = 0 (9.99a)

ˆ
R

δ(x− x0) dV −
1

V

ˆ
R

dV = 0. (9.99b)

Making use of the method from Section 9.3.7, we readily derive an integral expression for the
solution, ψ, in terms of the modified Green’s function,

ψ(x)− ⟨ψ⟩ =
ˆ
R

Λ(x0) G̃(x|x0) dV0 +

˛
∂R

Σ(x0) G̃(x|x0) dS0, (9.100)

where Σ = n̂ · ∇ψ is the Neumann boundary data given in the problem statement (9.93), and
we introduced the domain average

⟨ψ⟩ = 1

V

ˆ
R

ψ dV. (9.101)

12See Exercise 6.46 of Stakgold (2000a) or exercise 8.10 of Duchateau and Zachmann (1986). Hildebrand (1976)
in his Section 11.11 refers to the solution of equation (9.97a) (9.97b) as Hilbert’s function. Kellogg (1953) on his
page 246 refers to G(1) as the Green’s function of the second kind. For simplicity in nomenclature we refer to
G̃ as the modified Green’s function. Both Hildebrand (1976) and Section 1.10 of Jackson (1975) consider the
complement modification of the Green’s function, whereby the Neumann boundary condition is not homogeneous
whereas the source remains a Dirac delta.
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9.4.4 Reciprocity of the modified Green’s function

The reciprocity condition (9.49) satisfied by the Dirichlet Green’s function is a very useful
property. What is required to respect this property for the modified Green’s function? To
answer that question, consider the Green’s function problem (9.97a)-(9.97b) for two source
points, a ∈ R and b ∈ R

−∇2
xG̃(x|a) = δ(x− a)− 1/V and n̂ · ∇xG̃(x|a) = 0 (9.102a)

−∇2
xG̃(x|b) = δ(x− b)− 1/V and n̂ · ∇xG̃(x|b) = 0. (9.102b)

Multiplying equation (9.102a) by G̃(x|b) and equation (9.102b) by G̃(x|a), subtracting, then
integrating over the domain, and using the homogeneous Neumann boundary conditions leads to

G̃(x|b)− G̃(x|a) = 1

V

ˆ
R

[G̃(x|b)− G̃(x|a)] dV. (9.103)

Reciprocity holds if the modified Green’s function has a constant integral over the domain,

ˆ
R

G̃(x|x0) dV = constant, (9.104)

with zero a convenient constant that we use in the following. In words, we see that if the domain
integral of the modified Green’s function is the independent of where the Dirac delta is placed,
then the modified Green’s function satisfies the reciprocity condition

ˆ
R

G̃(x|x0) dV = 0 =⇒ G̃(x|x0) = G̃(x0|x). (9.105)

9.4.5 Decomposing the modified Green’s function

Motivated by the decomposition (9.44) for the Dirichlet Green’s function, we linearly decompose
the modified Green’s function as the sum of the free space Green’s function, G(x|x0), plus
another function

G̃(x|x0) = G(x|x0) + H̃(x|x0), (9.106)

where

−∇2
xH̃(x|x0) = −1/V for x,x0 ∈ R (9.107a)

−n̂ · ∇xH̃(x|x0) = n̂ · ∇xG(x|x0) for x ∈ ∂R. (9.107b)

This decomposition is self-consistent since the free space Green’s function satisfies the global
boundary constraint ˛

∂R
n̂ · ∇xG(x|x0) dSx = −1, (9.108)

and likewise, equation (9.107a) means that

˛
∂R
n̂ · ∇xH̃(x|x0) dSx = 1. (9.109)

Hence, the local boundary condition (9.107b) is consistent with these two global boundary
constraints.

page 208 of 2158 geophysical fluid mechanics



9.4. POISSON EQUATION WITH NEUMANN BOUNDARIES

9.4.6 Verifying the solution

It is a useful exercise to verify that the solution (9.100) indeed solves the Poisson boundary
value problem with Neumann boundary conditions (equation (9.93)). First consider a point in
the interior of the region, x ∈ R, and apply −∇2

x on equation (9.100) to find

−∇2
xψ(x) =

ˆ
R

Λ(x0) [−∇2
xG̃(x|x0)] dV0 +

˛
∂R

Σ(x0) [−∇2
xG̃(x|x0)] dS0 (9.110a)

=

ˆ
R

Λ(x0) [δ(x− x0)− 1/V] dV0 +

˛
∂R

Σ(x0) [δ(x− x0)− 1/V] dS0 (9.110b)

= Λ(x)− 1

V

[ˆ
R

Λ(x0) dV0 +

˛
∂R

Σ(x0) dS0

]
+

˛
∂R

Σ(x0) δ(x− x0) dS0. (9.110c)

For points in the interior, the boundary integral with the Dirac delta never fires since x /∈ ∂R,
so that

¸
∂R Σ(x0) δ(x − x0) dS0 vanishes. Furthermore, the 1/V term drops out due to the

consistency condition (9.94). We have thus verified that −∇2ψ = Λ holds for points in the
interior of the domain.

To verify that the boundary condition is met, act with the gradient, ∇x, on the solution
(9.100)

∇xψ(x) =

ˆ
R

Λ(x0) [∇xG̃(x|x0)] dV0 +

˛
∂R

Σ(x0) [∇xG̃(x|x0)] dS0. (9.111)

Now move the field point onto the boundary, x→ xx∂R
∈ ∂R, and project the gradient onto

the unit normal direction, n̂x, at the point x∂R . This projection leads to n̂x · ∇xψ(xx∂R
) =

Σ(xx∂R
) on the left hand side, and it annihilates the volume term on the right hand side since

n̂x · ∇xG̃(xx∂R
|x0) = 0. We are thus left with

n̂x · ∇xψ(x) = Σ(x) =

˛
∂R

Σ(x0) [n̂x · ∇xG̃(x|x0)] dS0 for x ∈ ∂R. (9.112)

We emphasize that both arguments of the Green’s function are on the boundary, x,x0 ∈ ∂R,
with the Dirac source point, x0, integrated around the boundary whereas the field point, x, is
an arbitrary point on the boundary. Equation (9.68) is the analogous integral equation for the
solution with Dirichlet boundary conditions. We are ensured a solution to the integral equation
(9.112) if the Green’s function satisfies the property

n̂x · ∇xG̃(x|x0) = δ(2)(x− x0) for x,x0 ∈ ∂R, (9.113)

which takes on the integral expression

˛
∂R
n̂x · ∇xG̃(x|x0) dS0 =

˛
∂R
δ(2)(x− x0) dS0 for x ∈ ∂R. (9.114)

Table 9.2 compares the boundary properties of the Green’s functions for the Dirichlet and
Neumann problems.

9.4.7 Extracting a harmonic portion to the solution

The analysis in Section 9.4.6 reveals that we can write the Neumann solution (9.100) in the form

ψ(x)−⟨ψ⟩ =
ˆ
R

Λ(x0)G(x|x0) dV0︸ ︷︷ ︸
ψΛ

+

ˆ
R

Λ(x0) H̃(x|x0) dV0 +

˛
∂R

Σ(x0) G̃(x|x0) dS0︸ ︷︷ ︸
ψharmonic

. (9.115)
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boundary condition green’s function property equation

Dirichlet n̂x0 · ∇x0G(x|x0) = −δ(2)(x− x0) (9.69)

Neumann n̂x · ∇xG(x|x0) = δ(2)(x− x0) (9.113)

Table 9.2: Comparing the boundary normal derivatives for the Poisson equation Green’s function with Dirichlet
and Neumann boundary conditions. Each point is on the boundary, x,x0 ∈ ∂R, and the Dirac delta is two-
dimensional so it has dimensions of inverse area. The properties satisfied by these Green’s functions are realized by
first placing the source point, x0, on the boundary and then moving the field point to the boundary, x → x∂R ∈ ∂R.
For the Dirichlet condition, the normal derivative is computed at the source point, whereas the Neumann condition
computes the normal derivative at the field point.

The function, ψΛ, is directly computable since both the source function, Λ, and free space
Green’s function, G(x|x0), are known. The Neumann boundary value problem (9.93) has thus
been reduced to finding the harmonic function, ψharmonic, which satisfies the Neumann boundary
value problem

−∇2ψharmonic(x) = 0 for x ∈ R (9.116a)

n̂ · ∇ψharmonic(x) = Σ(x)−
ˆ
R

Λ(x0) n̂x · ∇xG(x|x0) dV0 for x ∈ ∂R. (9.116b)

We verify that the boundary value problem (9.116a)-(9.116b) is self-consistent by integrating
the boundary condition (9.116b) around the domain boundary

ˆ
∂R
n̂ · ∇ψharmonic(x) dSx =

ˆ
∂R

Σ(x) dSx −
ˆ
∂R

[ˆ
R

Λ(x0) n̂x · ∇xG(x|x0) dV0

]
dSx. (9.117)

In the final term we can interchange the surface integral over x with the volume integral over
x0 to have

ˆ
∂R

[ˆ
R

Λ(x0) n̂x · ∇xG(x|x0) dV0

]
dSx =

ˆ
R

Λ(x0)

[ˆ
∂R
n̂x · ∇xG(x|x0) dSx

]
dV0 (9.118a)

= −
ˆ
R

Λ(x0) dV0, (9.118b)

where the second equality made use of the identity (9.108) satisfied by the free space Green’s
function. Making use of the constraint (9.94) satisfied by the source and boundary data leads to

ˆ
∂R
n̂ · ∇ψharmonic(x) dSx = 0, (9.119)

as required for a harmonic function.

9.4.8 The Dirac delta sheet and boundary data

The Dirichlet solution (9.61) has the Green’s function in the volume integral but its normal
gradient in the surface integral. In contrast, the Neumann solution (9.100) involves the Green’s
function, G̃, within both the volume integral and the surface integral. For the Neumann problem
we can thus consider a slightly modified formulation of how the boundary data is incorporated.
To motivate this formulation, assume the only nontrivial Neumann boundary data appears along
the flat plane surface, z = zb, with all other boundaries maintaining the homogeneous boundary
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condition, n̂ · ∇ψ = 0. In this special case the Neumann solution (9.100) takes the form

ψ(x)− ⟨ψ⟩ =
ˆ
R

Λ(x0) G̃(x|x0) dV0 +

ˆ
z=zb

Σ(x0, y0) G̃(x|x0) dx0 dy0 (9.120a)

=

ˆ
R

[Λ(x0) + Σ(x0, y0) δ(z0 − zb)] G̃(x|x0) dV0 (9.120b)

≡
ˆ
R

Λ∗(x0) G̃(x|x0) dV0. (9.120c)

These manipulations have absorbed the non-homogeneous Neumann boundary condition into a
modified source, Λ∗(x). We are thus led to two equivalent formulations for the Poisson boundary
value problem with Neumann conditions. The first is given by equation (9.93), whereby ψ is the
solution to the Poisson equation with source, Λ, and with inhomogeneous Neumann boundary
data, Σ. The second formulation considers ψ to be the solution to Poisson’s equation with
homogeneous Neumann boundary conditions yet with a modified source function

Λ∗(x) = Λ(x) + Σ(x, y) δ(z − zb) = Λ(x) + ∂zψ(x) δ(z − zb). (9.121)

As a check, note that the physical dimensionality of Λ∗(x) is indeed correct since the Dirac delta,
δ(z − zb), has dimensions of inverse length. We interpret the term, Σ(x, y) δ(z − zb), as a flux or
Dirac delta sheet that sits just inside the boundary (at z = zb − ϵ with ϵ→ 0), which allows this
data to be incorporated into the volume source data rather than be part of the boundary data.
The specific form (9.121) can be generalized to the expression

Λ∗(x) = Λ(x) + Σ(x) δ[n̂ · (x− x∂R)] = Λ(x) + n̂ · ∇ψ(x) δ[n̂ · (x− x∂R)], (9.122)

where the argument to the Dirac delta picks out the coordinates in the direction of the outward
unit normal. The transformed Neumann problem thus takes the generic form

−∇2ψ = Λ∗, for x ∈ R and n̂ · ∇ψ = 0, for x ∈ ∂R. (9.123)

Again, the solution to the boundary value problem (9.123) is identical to the solution of the
original problem (9.93).
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Figure 9.4: Use of Neumann boundary conditions for the Poisson boundary value problem allows for two
equivalent formulations of the boundary condition. The first, shown in the left, considers the Poisson equation
−∇2ψ = Λ in the interior, x ∈ R, along with boundary data along x ∈ ∂R, where n̂ · ∇ψ = Σ. The second
formulation, shown on the right, absorbs the boundary data into the interior source via a Dirac delta sheet that is
placed infinitesimally close, on the inside, of the boundary. In this approach the Poisson equation has a modified
source, Λ∗(x) = Λ(x) + Σ(x) δ[n̂ · (x − x∂R)], and the Neumann boundary condition becomes homogeneous,
n̂ · ∇ψ = 0. The delta sheet is here depicted by the slightly thicker line placed around the boundary.

Notably, the same data, Σ, is needed for both equations (9.123) and (9.93), so there is
nothing fundamentally special or efficient about one formulation or the other. Rather, it is
a matter of convenience. For example, the formulation using Λ∗ has found some favor in the
study of quasi-geostrophic potential vorticity (Bretherton, 1966), and we pursue this approach
in Section 45.7. We also make use of a similar construct in Sections 72.6.3 and 73.4.3 for studies
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of boundary buoyancy fluxes crossing the ocean surface.

9.4.9 One-dimensional Poisson equation with Neumann boundaries
To exemplify the results from this section, consider the one-dimensional Poisson equation with
Neumann boundary conditions

−d2ψ

dx2
= Λ for −L < x < L (9.124a)

dψ

dx
= Σ± for x = ±L, (9.124b)

with Σ± prescribed boundary data. The corresponding modified Green’s function, G̃(x|x0),
satisfies the boundary value problem

−d2G̃(x|x0)
dx2

= δ(x− x0)−
1

2L
for −L < x, x0 < L, (9.125a)

dG̃(x|x0)
dx

= 0 for x = ±L. (9.125b)

Including the extra source term, −1/(2L), in the differential equation (9.125a) compensates for
the integral of the Dirac source, so that the integral of equation (9.125a)

− dG̃

dx

∣∣∣∣∣
x=L

+
dG̃

dx

∣∣∣∣∣
x=−L

= 0, (9.126)

is consistent with homogeneous Neumann boundary conditions satisfied by G̃. The one-
dimensional version of the solution (9.100) takes the form

ψ(x0)− ⟨ψ⟩ =
ˆ L

−L
G̃(x|x0) Λ(x) dx+

[
G̃

dψ

dx

]
x=L

−
[
G̃

dψ

dx

]
x=−L

, (9.127)

where we introduced the domain average

⟨ψ⟩ = 1

2L

ˆ L

−L
ψ(x) dx. (9.128)

Exposing the free space Green’s function, −|x−x0|/2, as for the Dirichlet solution in Section
9.3.11, we have the quadratic expression for the Green’s function

G̃(x|x0) =
{

(x− x0)/2 + x2/(4L) +Ax+B for −L ≤ x ≤ x0
−(x− x0)/2 + x2/(4L) + C x+D for x0 ≤ x ≤ L, (9.129)

where A,B,C,D are constants. The quadratic term is the new piece relative to the Dirichlet
expression in Section 9.3.11. Use of the homogeneous Neumann boundary conditions at x = ±L
determines A = 0 and C = 0 so that the Green’s function is

G̃(x|x0) =
{

(x− x0)/2 + x2/(4L) +B for −L ≤ x ≤ x0
−(x− x0)/2 + x2/(4L) +D for x0 ≤ x ≤ L, (9.130)

along with its first derivative

dG̃(x|x0)
dx

=

{
1/2 + x/(2L) for −L ≤ x ≤ x0
−1/2 + x/(2L) for x0 ≤ x ≤ L. (9.131)
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Figure 9.5: Depicting the Green’s function, G̃(x|x0), given by equation (9.134). This function has a kink at the
source point, here chosen as x = x0 = 1 and with L = 3x0 (units are arbitrary). Notice that the Green’s function
has a zero derivative at x = ±L, as required since it satisfies the homogeneous Neumann boundary conditions.

The jump condition at x = x0 offers no new information, since the jump is already satisfied
by exposing the free space Green’s function. However, insisting that the Green’s function be
continuous at x = x0 leads to B = D, thus yielding the Green’s function

G̃(x|x0) =
{

(x− x0)/2 + x2/(4L) +B for −L ≤ x ≤ x0
−(x− x0)/2 + x2/(4L) +B for x0 ≤ x ≤ L. (9.132)

The final constant, B, can be specified by insisting on the reciprocity condition by constraining
the global integral of G̃ to be zero as per equation (9.105), which yields

B = (x20/2− L2/3)/(2L), (9.133)

and thus the Green’s function

G̃(x|x0) =
1

4L

{
x2 + x20 + 2L (x− x0) for −L ≤ x ≤ x0
x2 + x20 − 2L (x− x0) for x0 ≤ x ≤ L, (9.134)

with reciprocity manifest. We plot this Green’s function in Figure 9.5, revealing a kink at the
Dirac source location, x = x0, and the quadratic behaviour when moving away from the source.

9.5 Green’s functions for the diffusion equation

In this section we study the diffusion equation, also known as the heat equation. We first
encountered the diffusion equation in Section 6.6, where it served as the canonical parabolic
partial differential equation. It is more thoroughly explored in Chapter 69, with much of the
current chapter a foundation for the Green’s function treatment of the advection-diffusion tracer
equation in Section 69.9. Correspondingly, we offer physical interpretations of the results in this
section according to the tracer diffusion equation, where the tracer can be material (e.g., ocean
salinity or atmospheric moisture) or thermodynamic (e.g., temperature or potential enthalpy).
Time evolution presents a fundamentally new element to the diffusion equation relative to the
Poisson equation encountered in Sections 9.2, 9.3, and 9.4.
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9.5.1 Time independence of the spatial domain
Certain geophysical applications of interest in this book make use of spatial regions, R, that have
time dependent boundaries. The ocean free surface is the key example. Indeed, we consider time
dependent boundaries when studying the tracer advection-diffusion equation in Section 69.9.
However, the advent of a time dependent domain boundary adds some additional conceptual
and technical details that are best confronted only after developing a Green’s function brain
muscle in the current chapter. For that reason, we assume R is static in this chapter.

9.5.2 Causal free space Green’s function
Consider a Dirac delta source of tracer at the space-time point, (x0, t0), and assume a continuous
media where there is no advection, such as found in a stagnant fluid or elastic solid. The simplest
solution to the diffusion equation is known as the causal free space Green’s function, G, which is
defined for t ∈ (−∞,∞) and satisfies

(∂t − κ∇2
x)G(x, t|x0, t0) = δ(t− t0) δ(x− x0) x ∈ Rn (9.135a)

G(x, t|x0, t0)→ 0 |x− x0| → ∞ (9.135b)

G(x, t|x0, t0) = 0 t < t0, (9.135c)

where Rn is Euclidean space with n = 1, 2, 3 considered here, and where κ > 0 is a constant
kinematic diffusivity (dimensions L2 T−1). Equation (9.135b) ensures that the free space Green’s
function decays as the field point gets further away from the source point. The causality condition
(9.135c) means that the Green’s function vanishes throughout all of space for times prior to the
time, t0, at which the Dirac source occurs. Given the dimensions of the Dirac source, we see
that the Green’s function has dimensions of L−n.

The causal free-space Green’s function is given by13

G(x, t|x0, t0) =
H(t− t0)

[4π κ (t− t0)]n/2
e−(x−x0)2/[4κ (t−t0)], (9.136)

where the Heaviside step function, H (equation (7.19)), enforces causality. The amplitude of
the Green’s function exponentially decays when moving away from the source location, thus
satisfying the condition (9.135b). Additionally, as time progresses beyond the source time, the
Green’s function decays according to the pre-factor, (t− t0)−n/2. As seen by equation (7.14b),
as time approaches the Dirac delta time, t ↓ t0, the Green’s function becomes a Dirac delta in
space14

lim
t↓t0

G(x, t|x0, t0) = δ(x− x0). (9.137)

9.5.3 Causal Green’s function
We next introduce the causal Green’s function for the diffusion equation. This Green’s function is
defined for t ∈ (−∞,∞) and satisfies the following equations when assuming Neumann boundary
conditions

∂[G(x, t|x0, t0)]

∂t
−∇x · [K · ∇xG(x, t|x0, t0)] = δ(t− t0) δ(x− x0) x ∈ R (9.138a)

n̂ · K · ∇xG(x, t|x0, t0) = 0 x ∈ ∂R,x0 /∈ ∂R
(9.138b)

G(x, t|x0, t0) = 0 t < t0. (9.138c)

13See Section 5.8 of Stakgold (2000b) for a derivation of the free space solution (9.136).
14See also exercise 5.3 in Stakgold (2000b) for the one-dimensional case.
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The Neumann boundary condition is relevant when one knows the boundary flux of heat or
tracer concentration. Note that the nicety regarding the placement of the field and source
points for the boundary conditions. Namely, the homogeneous Neumann boundary condition
(9.138b) holds when the field point, x, is on the boundary and yet the source point, x0, is not
on the boundary. We later extend the boundary condition (see equation (9.181)) to allow both
x,x0 ∈ ∂R.

Dirichlet boundary conditions are used when knowing the boundary values for the field, in
which case the corresponding causal Green’s function satisfies

∂[G(x, t|x0, t0)]

∂t
−∇x · [K · ∇xG(x, t|x0, t0)] = δ(t− t0) δ(x− x0) x ∈ R (9.139a)

G(x, t|x0, t0) = 0 x ∈ ∂R (9.139b)

G(x, t|x0, t0) = 0 t < t0. (9.139c)

The Dirichlet condition is particularly relevant for passive tracers in the atmosphere and ocean,
such as those studied in Section 69.9. In both the Neumann and Dirichlet cases, we generalized
the free space solution from Section 9.5.2 by introducing a space-time dependent diffusivity
tensor, K(x, t), which is a symmetric second order tensor with dimensions L2 T−1 (we study
diffusion tensors in Chapter 69 and 71). The Green’s function has dimensions of inverse volume,
L−3, which is implied since the Dirac delta source has dimensions of inverse volume times inverse
time, L−3 T−1.

In the presence of boundaries, the spatial position of the Dirac delta source impacts the
value of the causal Green’s function. In contrast, the causality condition (9.138c) means that
the Green’s function is dependent only on the time since the introduction of the source, t− t0.
Hence, there is no added generality afforded by setting the source time, t0, to be distinct from
t0 = 0. Even so, we retain t0 to maintain symmetry with the spatial location x0. Doing so also
helps to distinguish the Dirac source time, t0, from the initial time, tinit, with the intitial time
introduced in Section 9.5.9.

Finally, notice that the causality conditions (9.138c) and (9.139c) strictly hold for t < t0. As
seen in equation (9.178), when the source time is evaluated at t0 = tinit, then the limit as the
field time goes to the initial time, t ↓ tinit, results in a spatial Dirac delta δ(x− x0). That is, the
Green’s function is initialized by a Dirac delta source at x = x0.

9.5.4 An integral consistency condition

It is notable that there is a Green’s function for the diffusion equation in the presence of
homogeneous Neumann conditions, whereas there is no Green’s function for the Poisson equation
with Neumann boundaries (Section 9.4.3). Time dependence in the diffusion equation is the key
distinction.

To determine a self-consistency condition for the Green’s function partial differential equation
(9.138a), integrate it over the static spatial domain, R, and make use of the divergence theorem
to find

d

dt

ˆ
R

G(x, t|x0, t0) dVx = δ(t− t0) +
˛
∂R
n̂ · K(x) · ∇xG(x, t|x0, t0) dSx. (9.140)

The boundary integral term on the right hand side vanishes for the homogeneous Neumann
boundary conditions (9.138b), in which the domain integrated Green’s function evolves only as a
result of the Dirac delta source firing at t = t0. For the case of homogeneous Dirichlet boundary
conditions (9.139b), the domain integrated Green’s function evolves both from the Dirac source
and from the generally nonzero fluxes crossing the domain boundaries.
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Now integrate equation (9.140) over a time intervel, t0 − ϵ ≤ t ≤ t0 + ϵ, thus resulting in

ˆ
R

G(x, t = t0 + ϵ|x0, t0) dVx = 1 +

ˆ t0+ϵ

t0−ϵ

˛
∂R
n̂ · K(x) · ∇xG(x, t|x0, t0) dSx dt, (9.141)

where we used causality (9.138c) to set G(x, t = t0− ϵ|x0, t0) = 0. The unit impulse on the right
hand side results from the integrated Dirac delta source that fires at t = t0. For homogeneous
Neumann boundaries, the domain integrated Green’s function is unity at all times t > t0

ˆ
R

G(x, t = t0 + ϵ|x0, t0) dVx = 1 for Neumann boundaries. (9.142)

That is, the Green’s function is normalized to unity when integrated over the full domain. This
result follows from the conservation of domain integrated tracer, which holds in the absence of
boundary fluxes (homogeneous Neumann conditions) and for all times.

9.5.5 A temporal consistency condition
We can develop another consistency condition by integrating the partial differential equation
(9.138a) over a time interval that straddles the Dirac source time, t ∈ [t0 − ϵ, t0 + ϵ], in which
case

G(x, t0 + ϵ|x0, t0) = δ(x− x0) +

ˆ t0+ϵ

t0−ϵ
∇x · [K · ∇xG(x, t|x0, t0)] dt. (9.143)

where we used causality (9.138c) to set G(x, t0−ϵ|x0, t0) = 0. The divergence operator commutes
with the time integral so that the right hand side term can be written

ˆ t0+ϵ

t0−ϵ
∇x · [K · ∇xG(x, t|x0, t0)] dt = ∇x ·

ˆ t0+ϵ

t0−ϵ
K · ∇xG(x, t|x0, t0) dt. (9.144)

Now take the limit as ϵ→ 0, and assume the integrand is smooth in time so that the integral
vanishes,15 thus leaving the relation

lim
ϵ→0

G(x, t0 + ϵ|x0, t0) = δ(x− x0). (9.145)

Evidently, the Green’s function, when evaluated at the source time t = t0, equals to the spatial
Dirac delta source. This property is shared with the causal free space Green’s function in Section
9.5.2 (see equation (9.137)).

9.5.6 Adjoint causal Green’s function
We make use of the adjoint causal Green’s function for solving initial-boundary value problems
for the diffusion equation. The adjoint causal Green’s function is defined for t ∈ (−∞,∞) and
satisfies the following boundary value problem for the Neumann conditions, with these equations
representing the adjoint to the Green’s function equations (9.138a)-(9.138c)

− ∂[G‡(x, t|x0, t0)]

∂t
−∇x ·

[
K · ∇xG

‡(x, t|x0, t0)
]
= δ(t− t0) δ(x− x0) x ∈ R (9.146a)

n̂ · K · ∇xG
‡(x, t|x0, t0) = 0 x ∈ ∂R,x0 /∈ ∂R

(9.146b)

G‡(x, t|x0, t0) = 0 t > t0. (9.146c)

15This assumption is not fully satisfactory. Even so, we infer the property (9.145) derived when studying
properties of the Green’s function solution to the initial-boundary value problem for the diffusion equation.
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Similarly, the adjoint Green’s function satisfying Dirichlet boundary conditions is determined by

− ∂[G‡(x, t|x0, t0)]

∂t
−∇x ·

[
K · ∇xG

‡(x, t|x0, t0)
]
= δ(t− t0) δ(x− x0) x ∈ R (9.147a)

G‡(x, t|x0, t0) = 0 x ∈ ∂R (9.147b)

G‡(x, t|x0, t0) = 0 t > t0. (9.147c)

Note the sign change on the time derivative in equations (9.146a) and (9.147a) relative to
equations (9.138a) and (9.139a). This change results since the single partial time derivative is
not a self-adjoint operator, reflecting the lack of time symmetry of the diffusion equation (i.e.,
the diffusion equation distinguishes between past and future). Also note the backward causal
condition, equations (9.146c) and (9.147c). Physically we might wish to interpret the adjoint
Green’s function as a solution to the concentration equation, which is the diffusion equation run
backwards in time.

9.5.7 Reciprocity of the Green’s function and its adjoint

When studying Poisson’s equation we made use of reciprocity (9.49) satisfied by the Poisson
equation Green’s function. We desire a corresponding reciprocity condition for the causal Green’s
function from the diffusion equation. Deriving reciprocity requires a bit more work for the
diffusion equation due to the added time derivative term, which renders the adjoint diffusion
operator distinct from the diffusion operator. That is, the diffusion operator is not self-adjoint
due to sign change on the time derivative, whereas the Laplacian operator is self-adjoint.

Before starting this derivation, note that we did not derive the adjoint in Section 9.5.6,
instead we merely wrote it down. However, introduction of the adjoint Green’s function is
largely motivated by the following derivation of the reciprocity relation. In this derivation we
find that the Green’s function for the diffusion equation satisfies a reciprocity relation with the
adjoint Green’s function (equation (9.156) below). Hence, as part of the following derivation we
indirectly see how to construct the adjoint problem.

Setting up the derivation

To derive reciprocity, consider the partial differential equation (9.138a) with a Dirac delta source
δ(t− t1) δ(x− x1), and the adjoint partial differential equation (9.146a) with a distinct Dirac
delta source δ(t− t2) δ(x− x2). Multiply each of these equations by the complement Green’s
function and subtract

G‡(x, t|x2, t2)(∂tG(x, t|x1, t1)−∇x · [K · ∇xG(x, t|x1, t1)])

−G(x, t|x1, t1)(−∂tG‡(x, t|x2, t2)−∇x · [K · ∇xG
‡(x, t|x2, t2)])

= G‡(x, t|x2, t2) δ(t− t1) δ(x− x1)−G(x, t|x1, t1) δ(t− t2) δ(x− x2). (9.148)

The Dirac delta source locations, x1 ∈ R and x2 ∈ R, are arbitrary points within the spatial
domain R. Likewise, the source times, t1 and t2, are arbitrary. In the following, we find it useful
for organizational purposes to introduce an arbitrarily large time, T , so that

−T < t1, t2 < T, (9.149)

with T later dropping out from the results through use of the causality conditions.
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Integration and use of the sifting property

An integral of the right hand side of equation (9.148) over the spatial domain, x ∈ R, and over
the time domain, t ∈ [−T, T ], for the observational space-time points (x, t), leads to

ˆ T

−T

ˆ
R

[
G‡(x, t|x2, t2) δ(t− t1) δ(x− x1)−G(x, t|x1, t1) δ(t− t2) δ(x− x2)

]
dV dt

= G‡(x1, t1|x2, t2)−G(x2, t2|x1, t1). (9.150)

As shown in the following, the same integral of the left hand side of equation (9.148) vanishes,
which then establishes the reciprocity property between the Green’s function and the adjoint
Green’s function.

Moving the time derivative from G to G‡ and picking up a minus sign

The left hand side of equation (9.148) requires us to massage just the first term since, as we will
show, this term equals to the second so that the left hand side of equation (9.148) vanishes. To
prove this assertion, start by examining the time derivative. Since the spatial domain, R, is
assumed to be static,16 we can swap the time and space derivatives to find

ˆ T

−T
G‡(x, t|x2, t2) ∂tG(x, t|x1, t1) dt

=

ˆ T

−T

[
∂t

(
G‡(x, t|x2, t2)G(x, t|x1, t1)

)
− ∂tG‡(x, t|x2, t2) G(x, t|x1, t1)

]
dt. (9.151)

We now set
G(x, t = −T |x1, t1) = 0 and G‡(x, t = +T |x2, t2) = 0, (9.152)

which result from the causality conditions (9.138c) and (9.146c). Hence, in moving the time
derivative from G to G‡ we pick up a minus sign, which, again, means that the time derivative
is not self-adjoint

ˆ T

−T
G‡(x, t|x2, t2) ∂tG(x, t|x1, t1) dt = −

ˆ T

−T
∂tG

‡(x, t|x2, t2) G(x, t|x1, t1) dt. (9.153)

The Laplacian is self-adjoint with a symmetric diffusion tensor

Consider next the spatial derivative term on the left hand side of equation (9.148)

−
ˆ
R

G‡(x, t|x2, t2)∇x · [K · ∇xG(x, t|x1, t1)] dV =

ˆ
R

[
−∇x ·

(
G‡(x, t|x2, t2)K · ∇xG(x, t|x1, t1)

)
+∇xG

‡(x, t|x2, t2) · K · ∇xG(x, t|x1, t1)
]
dV.

(9.154)

Use of the divergence theorem and either the homogeneous Neumann boundary condition
(9.138b) or homogeneous Dirichlet condition (9.139b) allow us to drop the total derivative term.
The same manipulation, with either the Neumann condition (9.146b) or Dirichlet condition
(9.147b) satisfied by the adjoint Green’s function G‡(x, t|x2, t2), allows us to seamlessly move

16As noted in Section 9.5.1, in Section 69.9 we dispense with the assumption of a time independent spatial
domain. Doing so requires extra care, both physically and mathematically, thus motivating us to postpone that
discussion until we have more experience.
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the Laplacian operator from G(x, t|x1, t1) onto G
‡(x, t|x2, t2), thus manifesting the self-adjoint

nature of the Laplacian operator even in the presence of a symmetric diffusion tensor

ˆ
R

G‡(x, t|x2, t2)∇x · [K · ∇xG(x, t|x1, t1)] dV

=

ˆ
R

∇x ·
[
K · ∇xG

‡(x, t|x2, t2)
]
G(x, t|x1, t1) dV. (9.155)

Reciprocity of the Green’s function and the adjoint Green’s function

The above manipulations show that the space-time integral for the left hand side of equation
(9.148) vanishes. Consequently, we are left with the reciprocity relation satisfied by the Green’s
function and adjoint Green’s function for the diffusion equation

G‡(x, t|x0, t0) = G(x0, t0|x, t). (9.156)

The Green’s function, G(x0, t0|x, t), results from placing a Dirac delta source at (x, t) and
using the forward diffusion equation to determine the response at (x0, t0) with t < t0. The
adjoint Green’s function, G‡(x, t|x0, t0), results from placing a Dirac delta source at (x0, t0)
and using the adjoint diffusion equation to determine the response at (x, t), again with t < t0.
The reciprocity relation (9.156) shows that the two responses are identical. We emphasize that
reciprocity is a property that emerges from properties of the differential operator, the boundary
conditions, and the causality condition.

Reciprocity in the form of equation (9.156) means we have no need to bother solving the
adjoint Green’s function equation for G‡(x, t|x0, t0) since the adjoint Green’s function equals to
the Green’s function after swapping the space-time points for the field and source. Hence, it is
sufficient to determine the Green’s function, G(x, t|x0, t0), and then use reciprocity to determine
G‡(x, t|x0, t0). The simplicity of the reciprocity relation (9.156) is central to the practical use of
the Green’s function method for the diffusion equation.

9.5.8 Composition property of the Green’s function
Following from the reciprocity relation derived in Section 9.5.7, we here derive the composition
property satisfied by the Green’s functions for the diffusion equation. This property connects
the Green’s function to Markov processes, in which the composition property is known as the
Chapman-Kolmogorov relation (Gardiner , 1985). The derivation closely follows that given in
Section 9.5.7 for reciprocity, though it is a bit simpler. Larson (1999) and Holzer (2009) discuss
the composition property in the context of the advection-diffusion equation, to which we return
to in Section 69.9.6. Holzer (2009) also provides further connections to probability theory, thus
promoting the interpretation of the Green’s function as a transition probability.

Setting up the derivation

Consider again the Green’s function partial differential equation (9.138a) with a Dirac delta
source at (t1,x1),

∂tG(x, t|x1, t1)−∇x · [K · ∇xG(x, t|x1, t1)] = δ(t− t1) δ(x− x1), (9.157)

and the adjoint Green’s function partial differential equation (9.146a) with a distinct Dirac delta
source at (t2,x2)

∂tG
‡(x, t|x2, t2) +∇x · [K · ∇xG

‡(x, t|x2, t2)] = −δ(t− t2) δ(x− x2). (9.158)
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Multiply each of these equations by the complement Green’s function and add the two equations.17

Adding the time derivatives leads to

G‡(x, t|x2, t2) ∂tG(x, t|x1, t1) +G(x, t|x1, t1) ∂tG
‡(x, t|x2, t2)

= ∂t [G
‡(x, t|x2, t2)G(x, t|x1, t1)], (9.159)

and adding the space derivatives leads to

−G‡(x, t|x2, t2)∇x · [K · ∇xG(x, t|x1, t1)] +G(x, t|x1, t1)∇x · [K · ∇xG
‡(x, t|x2, t2)]

= ∇x · [−G‡(x, t|x2, t2)K · ∇xG(x, t|x1, t1) +G(x, t|x1, t1)K · ∇xG
‡(x, t|x2, t2)]. (9.160)

Integrating over the full spatial domain and using the homogeneous Neumann or Dirichlet
boundary conditions removes the space derivative terms, thus leaving

d

dt

ˆ
R

[G‡(x, t|x2, t2)G(x, t|x1, t1)] dV

= G‡(x1, t|x2, t2) δ(t− t1)−G(x2, t|x1, t1) δ(t− t2), (9.161)

where we pulled the time derivative outside of the space integration since R is a static domain
(Section 9.5.1).

Time integration and use of causality

T1

t1 t2

T2

T1

t1 t2

T2

T1 < t1 < T2 < t2

t1 < T1 < t2 < T2

Figure 9.6: Two possible placements of the time steps used to derive the Green’s function composition property.

Integrate equation (9.161) over time, in which case

ˆ
R

[G‡(x, T2|x2, t2)G(x, T2|x1, t1)−G‡(x, T1|x2, t2)G(x, T1|x1, t1)] dV

=

ˆ T2

T1

[G‡(x1, t|x2, t2) δ(t− t1)−G(x2, t|x1, t1) δ(t− t2)] dt, (9.162)

where T1 < T2 are time endpoints for the time integration. The causality conditions (9.138c)
and (9.146c) lead to the following identities, depending on the placements of T1, T2 relative to
t1, t2 as shown in Figure 9.6

G‡(x1, t1|x2, t2) =

ˆ
R

G‡(x, T2|x2, t2)G(x, T2|x1, t1) dV if T1 < t1 < T2 < t2 (9.163a)

G(x2, t2|x1, t1) =

ˆ
R

G‡(x, T1|x2, t2)G(x, T1|x1, t1) dV if t1 < T1 < t2 < T2. (9.163b)

17Recall that in Section 9.5.7 we subtracted the two equations to derive the reciprocity relation.
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Use of the reciprocity relation (9.156) then leads to the composition relations

G(x2, t2|x1, t1) =

ˆ
R

G(x2, t2|x, T2)G(x, T2|x1, t1) dV if T1 < t1 < T2 < t2 (9.164a)

G(x2, t2|x1, t1) =

ˆ
R

G(x2, t2|x, T1)G(x, T1|x1, t1) dV if t1 < T1 < t2 < T2. (9.164b)

These equations are identical since both include an arbitrary intermediate time that is bounded
by t1 < t2, thus allowing us to write the general composition property of the Green’s function

G(x2, t2|x1, t1) =

ˆ
R

G(x2, t2|x, τ)G(x, τ |x1, t1) dV if t1 < τ < t2. (9.165)

Interpreting the Green’s function composition property

The Green’s function, G(x2, t2|x1, t1), on the left hand side of the composition property (9.165)
is the response from a Dirac delta source diffused from (x1, t1) and measured at the field space-
time point (x2, t2). The right hand side says that this response, G(x2, t2|x1, t1), is identical
to the composition of a Green’s function feeling the source at (x1, t1) but now sampled at an
intermediate space-time position, (x, τ), and then further diffused to (x2, t2), with integration
over all possible intermediate positions x. Furthermore, note that the intermediate sampling can
occur at an arbitrary intermediate time, τ , so long as t1 < τ < t2. The composition property
allows us to conceive of a long-time interval Green’s function as the composition of an arbitrary
number of shorter time interval Green’s functions.

9.5.9 The integral solution
Having established reciprocity (9.156), we are ready to derive an integral expression for the
field, ψ(x, t), satisfying the diffusion equation initial-boundary value problem with either the
Neumann boundary conditions

∂tψ(x, t)−∇ · [K · ∇xψ(x, t)] = Λ(x, t) x ∈ R (9.166a)

n̂ · K · ∇xψ(x, t) = Σ(x, t) x ∈ ∂R (9.166b)

ψ(x, t = tinit) = I(x) x ∈ R, (9.166c)

or Dirichlet boundary conditions

∂tψ(x, t)−∇ · [K · ∇xψ(x, t)] = Λ(x, t) x ∈ R (9.167a)

ψ(x, t) = σ(x, t) x ∈ ∂R (9.167b)

ψ(x, t = tinit) = I(x) x ∈ R. (9.167c)

In these equations we introduced the initial time, t = tinit, which is distinct from the Dirac
delta source time, t = t0. We are interested in the evolution of ψ after specification of the
initial data, ψ(x, t = tinit) = I(x). Correspondingly, tinit defines the lower limit on time integrals
in the following. Use of the ∇x notation is not needed for these equations, since there is no
source point, x0, in any of the expressions. However, writing ∇x helps us remain organized
during the following manipulations. Finally, note that the diffusion tensor appearing in these
equations means that the source function, Λ(x, t), in equations (9.166a) and (9.167a), as well as
the boundary data, Σ(x, t), in equation (9.166b), have different physical dimensions from their
counterparts found in the Poisson boundary value problems (9.37) and (9.93).

The following derivation emulates that for the Poisson equation in Section 9.3.7, yet with
distinct features arising from time evolution and the corresponding need to use the adjoint causal
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Green’s function, G‡. We expose many details as doing so reveals general notions and tricks
arising with Green’s function methods for initial-boundary value problems.

Setting up the derivation

To start the derivation, multiply the diffusion equation (9.166a) by the adjoint Green’s function,
G‡(x, t|x0, t0), and the adjoint Green’s function equation (9.146a) by ψ(x, t). Subtracting and
rearranging leads to

∂t(G
‡ ψ)+∇·[ψ K·∇xG

‡−G‡ K·∇ψ] = G‡(x, t|x0, t0) Λ(x, t)−ψ(x, t) δ(x−x0) δ(t−t0), (9.168)

where we temporarily suppressed arguments on the left hand side for brevity. Since the spatial
domain is assumed to be static, we can integrate this equation over space and time without
concern for the order of integration.

Time integration

A time integral of the first left hand side term in equation (9.168) leads to18

ˆ T

tinit

∂t[G
‡(x, t|x0, t0)ψ(x, t)] dt = G‡(x, T |x0, t0)ψ(x, T )−G‡(x, tinit|x0, t0)ψ(x, tinit) (9.169a)

= −G‡(x, tinit|x0, t0) I(x), (9.169b)

where we made use of the backward causal condition (9.146c) satisfied by the adjoint Green’s
function to set G‡(x, t = T |x0, t0) = 0, and used the initial condition (9.166c) to introduce the
initial value data, ψ(x, tinit) = I(x).

Space integration

A space integral over all observation points, and use of the divergence theorem, brings the
divergence term on the left side of equation (9.168) into

ˆ
R

∇ · [ψ(x, t)K · ∇xG
‡(x, t|x0, t0)−G‡(x, t|x0, t0)K · ∇xψ(x, t)] dV

=

˛
∂R

[
ψ(x, t)K · ∇xG

‡(x, t|x0, t0)−G‡(x, t|x0, t0)K · ∇xψ(x, t)
]
· n̂dS. (9.170)

We keep both boundary terms pending specification of whether the fields satisfy Dirichlet or
Neumann boundary conditions. This boundary integral has the same appearance as found
for the Poisson equation in Section 9.3.7, with the added feature here of the diffusion tensor.
Also, recall that the diffusion tensor is generally a function of space and time, K(x, t), with the
dependence supressed for brevity.

18Recall that T is an arbitrarily large but finite time. It drops out from the final answer, but proves useful for
organizational purposes in intermediate steps.
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Integrating the right hand side of equation (9.168)

A space and time integral for the right hand side of equation (9.168), along with the sifting
properties of the Dirac delta, render

ˆ T

tinit

[ˆ
R

[G‡(x, t|x0, t0) Λ(x, t)− ψ(x, t) δ(x− x0) δ(t− t0)] dV
]
dt

= −ψ(x0, t0) +

ˆ T

tinit

[ˆ
R

G‡(x, t|x0, t0) Λ(x, t)dV

]
dt. (9.171)

Notice how this integration over the observation space-time points, (x, t), serves to pick out the
field, ψ, evaluated at the space-time point, (x0, t0), where the Dirac delta source is located.

Rearrangement and use of reciprocity

Bringing the above results together leads to the expression

ψ(x0, t0) =

ˆ
R

G‡(x, tinit|x0, t0) I(x) dV +

ˆ t0

tinit

[ˆ
R

G‡(x, t|x0, t0) Λ(x, t) dV

]
dt

+

ˆ t0

tinit

[˛
∂R

[
G‡(x, t|x0, t0)K · ∇xψ(x, t)− ψ(x, t)K · ∇xG

‡(x, t|x0, t0)
]
· n̂dS

]
dt. (9.172)

The time integrals are restricted to the range t ∈ [tinit, t0] through use of the causality condition
(9.146c) for the adjoint Green’s function. Hence, the arbitrary time, T , drops out from the
solution and there is no dependence on fields at times later than t0 nor before tinit.

Use of reciprocity (9.156) allows us to replace the adjoint Green’s function with the Green’s
function to thus bring equation (9.172) to

ψ(x0, t0) =

ˆ
R

G(x0, t0|x, tinit) I(x) dV +

ˆ t0

tinit

[ˆ
R

G(x0, t0|x, t) Λ(x, t) dV
]
dt

+

ˆ t0

tinit

[˛
∂R

[G(x0, t0|x, t)K · ∇xψ(x, t)− ψ(x, t)K · ∇xG(x0, t0|x, t)] · n̂dS

]
dt. (9.173)

Finally, it is convenient to relabel (x0, t0)↔ (x, t) to write

ψ(x, t) =

ˆ
R

G(x, t|x0, tinit) I(x0) dV0︸ ︷︷ ︸
space integral of G times I on R

+

ˆ t

tinit

[ˆ
R

G(x, t|x0, t0) Λ(x0, t0) dV0

]
dt0︸ ︷︷ ︸

space-time integral of G times Λ over R

+

ˆ t

tinit

[˛
∂R

[G(x, t|x0, t0)K · ∇x0ψ(x0, t0)− ψ(x0, t0)K · ∇x0G(x, t|x0, t0)] · n̂x0 dS0

]
dt0.︸ ︷︷ ︸

space-time integral of boundary terms over ∂R

(9.174)

Specializing to Neumann boundary conditions leads to

ψNeumann(x, t) =

ˆ
R

G(x, t|x0, tinit) I(x0) dV0 +

ˆ t

tinit

[ˆ
R

G(x, t|x0, t0) Λ(x0, t0) dV0

]
dt0

+

ˆ t

tinit

[˛
∂R
G(x, t|x0, t0) Σ(x0, t0) dS0

]
dt0, (9.175)
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whereas the solution with Dirichlet boundary conditions is

ψDirichlet(x, t) =

ˆ
R

G(x, t|x0, tinit) I(x0) dV0 +

ˆ t

tinit

[ˆ
R

G(x, t|x0, t0) Λ(x0, t0) dV0

]
dt0

−
ˆ t

tinit

[˛
∂R
σ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0. (9.176)

9.5.10 Properties of the solution: initial conditions
Many properties of the solution (9.174) are also reflected in the Poisson equation solutions from
Sections 9.3.8 and 9.4.7. In particular, the solution manifests the linear superposition principle,
with the solution given by the sum of three terms arising from the initial conditions, distributed
volume source, and spatial boundary conditions. We expect to have this connection given
that the steady state diffusion equation satisfies a generalized Poisson equation (generalized
by the presence of a diffusion tensor). Uniqueness of the solution (9.174) also follows as in the
discussion of the Poisson equation in Sections 9.3.2 and 9.4.2. Namely, consider two solutions to
the diffusion equation and take their difference, Ψ = ψA − ψB. We readily see that Ψ satisfies
the homogeneous diffusion equation with homogeneous boundary conditions along with a zero
initial condition. Ψ thus remains zero for both the Dirichlet and Neumann cases, thus proving
that the solution to both problems is unique.

A fundamentally new piece of physics and maths arises from time dependence. By sampling
the solution (9.174) as time decreases towards the initial time, t ↓ tinit, and noting the initial
condition ψ(x, tinit) = I(x), we are led to19

lim
t↓tinit

ψ(x, t) = I(x) = lim
t↓tinit

ˆ
R

G(x, t|x0, tinit) I(x0) dV0. (9.177)

This temporal sampling of the field time is distinguished from the source time, which here is fixed
at the initial time, tinit. Self-consistency in equation (9.177) implies that the Green’s function for
both Neumann and Dirichlet boundary conditions satisfies the initial condition

lim
t↓tinit

G(x, t|x0, tinit) = δ(x− x0) with x,x0 ∈ R. (9.178)

That is, the Green’s function is initialized by a Dirac delta pulse at the source point, x0, which
is a result already derived in Section 9.5.5 (equation (9.145)) through use of causality. This
result then leads to the identity

lim
t↓tinit

ˆ
R

G(x, t|x0, tinit) I(x0) dV0 =

ˆ
R

δ(x− x0) I(x0) dV0 = I(x). (9.179)

9.5.11 Properties of the solution with Neumann boundary conditions
Acting with K(x, t) · ∇x on the Neumann solution (9.175); evaluating the expression on the
boundary x = x∂R ∈ ∂R; and then projecting onto the outward unit normal, n̂x, serves to
annihilate the volume integrals as per the homogeneous Neumann condition satisfied by the
Green’s function (9.138b). We are thus left with

n̂x · K(x, t) · ∇xψ(x, t) = Σ(x, t) (9.180a)

=

ˆ t

tinit

[˛
∂R
n̂x · K(x, t) · ∇xG(x, t|x0, t0) Σ(x0, t0) dS0

]
dt0. (9.180b)

19Since tinit is the initial time, the limit t ↓ tinit means that t = tinit + ϵ with ϵ→ 0.
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Self-consistency implies that the Green’s function for the Neumann problem, when evaluated on
the spatial boundary, satisfies

n̂x · K(x, t) · ∇xG(x, t|x0, t0) = δ(t− t0) δ(2)(x− x0) with x,x0 ∈ ∂R, (9.181)

where δ(2)(x− x0) is a surface Dirac delta with physical dimensions inverse area. The boundary
condition (9.181) generalizes the property (9.113) holding for the Poisson equation Green’s
function. Furthermore, it extends the homogeneous Neumann condition (9.138b) holding when
x ∈ ∂R and x0 /∈ ∂R to now allow x ∈ ∂R and x0 ∈ ∂R.

When studying the Poisson boundary value problem in Section 9.4.8, we saw how to transform
the Neumann boundary condition into the interior by modifying the source function. The diffusion
equation Neumann solution (9.175) allows for the same transformation by writing

ψNeumann(x, t) =

ˆ
R

G(x, t|x0, tinit) I(x0) dV0+

ˆ t

tinit

[ˆ
R

G(x, t|x0, t0) Λ
∗(x0, t0) dV0

]
dt0, (9.182)

where the modified source function follows from that used for the Poisson equation (9.122)

Λ∗(x0, t0) = Λ(x0, t0) + Σ(x0, t0) δ[n̂ · (x0 − x∂R)]. (9.183)

9.5.12 Properties of the solution with Dirichlet boundary conditions

Evaluating the Dirichlet solution (9.176) on a spatial boundary, x = x∂R ∈ ∂R, eliminates both
of the volume integrals so that we are left with

ψdirichlet(x∂R , t) = σ(x∂R , t) = −
ˆ t

tinit

[˛
∂R
σ(x0, t0)K · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0. (9.184)

Self-consistency implies that the Green’s function for the Dirichlet problem, when evaluated on
the spatial boundary, satisfies

n̂x0 · K(x0, t0) · ∇x0G(x, t|x0, t0) = −δ(t− t0) δ(2)(x− x0) with x,x0 ∈ ∂R, (9.185)

which is a generalization of the property (9.69) holding for the Poisson equation Green’s function.
It is notable that this boundary condition appears with the opposite sign to the analog (9.181)
holding for the Neumann conditions.

9.5.13 The boundary propagator for the Dirichlet problem

In Sections 9.3.8 and 9.3.9 we studied the boundary Green’s function for the Poisson equation.
Here we extend those ideas to the boundary propagator for the diffusion equation, with the
boundary propagator mediating the transfer of Dirichlet boundary information into the interior.
Boundary propagators for diffusion and advection-diffusion (Section 69.9) have extensive use in
geophysical fluids given that many tracers have no interior sources.

Defining the boundary propagator

To focus on the role of the boundary propagator, consider a tracer in which the initial conditions
and interior source both vanish: I(x) = 0 and Λ(x, t) = 0. Assuming Dirichlet boundary
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conditions, the initial-boundary value problem (9.166a)-(9.166c) simplifies to

∂tψ(x, t)−∇x · [K · ∇xψ(x, t)] = 0 x ∈ R (9.186a)

ψ(x, t) = σ(x, t) x ∈ ∂R (9.186b)

ψ(x, t = tinit) = 0 x ∈ R, (9.186c)

with the corresponding Dirichlet Green’s function solution (9.176) taking the form

ψ(x, t) = −
ˆ t

tinit

[˛
∂R
σ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0. (9.187)

We define the boundary propagator as the kernel in this equation

Gbp(x, t|x0, t0) ≡ −K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 with x0 ∈ ∂R, (9.188)

with this definition giving Gbp the dimensions of L−2 T−1. Use of the boundary propagator
brings the Dirichlet solution (9.187) into the succinct form

ψ(x, t) =

ˆ t

tinit

[˛
∂R
σ(x0, t0)G

bp(x, t|x0, t0) dS0

]
dt0. (9.189)

Boundary value problem satisfied by the boundary propagator

If we know the Green’s function, G(x, t|x0, t0), then we can compute the boundary propagator
through the definition (9.188). Alternatively, we can directly determine the boundary propagator
by solving its boundary value problem. Following from the definition (9.188) and the boundary
condition (9.185), we know that

Gbp(x, t|x0, t0) = δ(t− t0) δ(2)(x− x0) with x,x0 ∈ ∂R. (9.190)

Hence, the boundary propagator, when evaluated along the boundary, is a Dirac delta source
that fires at time t = t0 at the location x = x0 ∈ ∂R. To determine the partial differential
equation satisfied by the boundary propagator, make use of the solution (9.189) and compute
its time derivative

∂tψ(x, t) =

˛
∂R
σ(x0, t)G

bp(x, t|x0, t) dS0

+

ˆ t

tinit

[˛
∂R
σ(x0, t0)

∂Gbp(x, t|x0, t0)

∂t
dS0

]
dt0. (9.191)

The first right hand side term vanishes since the boundary propagator satisfies causality just
like the Green’s function when sampled at interior points

Gbp(x, t|x0, t0) = 0 if tinit < t ≤ t0 and x /∈ ∂R. (9.192)

Similarly, equation (9.189) ensures that

∇x ·[K(x, t)·∇xψ(x, t)] =

ˆ t

tinit

[˛
∂R
σ(x0, t0)∇x · [K(x, t) · ∇xG

bp(x, t|x0, t0)]

]
dS0 dt0. (9.193)

We are thus led to

∂tψ(x, t)−∇x · [K(x, t) · ∇xψ(x, t)]
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=

ˆ t

tinit

[˛
∂R
σ(x0, t0)

[
∂Gbp(x, t|x0, t0)

∂t
−∇x · [K(x, t) · ∇xG

bp(x, t|x0, t0)]

]
dS0

]
dt0. (9.194)

Since the left hand side vanishes via the partial differential equation (9.186a), and since the
boundary data, σ, is arbitrary, we are led to the causal boundary value problem for the boundary
propagator

∂tG
bp(x, t|x0, t0)−∇x · [K · ∇xG

bp(x, t|x0, t0)] = 0 x ∈ R (9.195a)

Gbp(x, t|x0, t0) = 0 t < t0 (9.195b)

Gbp(x, t|x0, t0) = δ(t− t0) δ(2)(x− x0) x,x0 ∈ ∂R. (9.195c)

In words, we see that upon firing the Dirac delta source on the boundary at time t = t0 and
point x = x0 ∈ ∂R, the boundary propagator diffuses the Dirac source into the region interior.
Whereas the Dirichlet Green’s function, G(x, t|x0, t0), is zero along the boundary and yet feels
the Dirac delta source within the interior, the boundary propagator, Gbp(x, t|x0, t0), places
the Dirac delta source on the boundary and feels no source within the interior. Just as the
causality condition means that the Green’s function is a function of t− t0, so too is the boundary
propagator. Furthermore, a focus on the boundary propagator rather than the Green’s function
allows us to dispense with the need to compute the normal gradient of the Green’s function at
the boundary, with that calculation rather awkward in practice.

Normalization of the boundary propagator

Consider the special case of a uniform constant Dirichlet boundary data, σ = σconstant, in the
solution (9.189). Diffusion acts on this constant boundary data to spread it throughout the
region. After sufficient time the solution will reach a steady state whereby ψ = σconstant at every
point withing the domain. This result means that the boundary Green’s function satisfies the
normalization condition

lim
tinit→−∞

ˆ t

tinit

[˛
∂R
Gbp(x, t|x0, t0) dS0

]
dt0 = 1, (9.196)

where the lower time limit is meant to indicate some arbitrary time sufficiently far in the past so
that a steady state has been reached. This normalization condition holds for every point within
the domain and for any time, t. It corresponds to the normalization condition (9.72) satisfied by
the boundary Green’s function for the Poisson equation.

9.6 Green’s functions for the wave equation

The linear wave equation from Section 6.7 describes the motion of non-dispersive waves such as
the acoustic waves of Chapter 51 and shallow water gravity waves of Section 55.5. These are a
small subset of the waves encountered in geophysical fluid mechanics, most of which are dispersive.
Even so, it is useful to here introduce the Green’s function formalism for non-dispersive waves
both because of its intrinsic interest, and because it offers a step towards the dispersive waves.
Much of the development in this section emulates that for the diffusion equation in Section 9.5,
in particular the details of causality that are shared between the diffusion equation and wave
equation.
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9.6.1 Initial-boundary value problem for the wave equation

Consider the following initial-boundary value problem for a wave function satisfying the linear
non-dispersive wave equation

(∂tt − c2∇2)ψ(x, t) = Λ(x, t) x ∈ R, t > tinit (9.197a)

ψ(x, t) = I(x) x ∈ R, t = tinit (9.197b)

∂tψ(x, t) = J(x) x ∈ R, t = tinit (9.197c)

ψ(x, t) = σ(x, t) x ∈ ∂R, (9.197d)

where R is a spatial region, and with Λ, I, J , and σ known functions. We choose to focus on the
Dirichlet boundary problem here, though note that the Neumann boundary condition is handled
similarly.20 Compatiability between the boundary conditions and initial conditions is ensured if

σ(x, t) = I(x) x ∈ ∂R, t = tinit. (9.198)

As for the diffusion equation in Section 9.5.9, we introduced the initial time, t = tinit, which is
distinct from the Dirac delta source time, t = t0, appearing in the Green’s function equations.
Correspondingly, the Dirac delta source is fired after the initial time,

tinit < t0, (9.199)

which follows since we are interested in evolution of ψ after specification of the initial data.
Correspondingly, tinit defines the lower limit on time integrals in the following. For the upper
limit we introduce an arbitrary time T > t0, with T dropping out due to causality in a manner
just like it did for the diffusion equation in Section 9.5.9.

9.6.2 Uniqueness of the solution

We here consider the question of uniqueness to the solution of the wave equation. If there are
two distinct solutions, ψ1 and ψ2, that each solve the initial-boundary value problem (9.197a)–
(9.197d), then their difference, Ψ = ψ1 − ψ2, must solve the following homogeneous system

(∂tt − c2∇2)Ψ(x, t) = 0 x ∈ R, t > tinit (9.200a)

Ψ(x, t) = 0 x ∈ R, t = tinit (9.200b)

∂tΨ(x, t) = 0 x ∈ R, t = tinit (9.200c)

Ψ(x, t) = 0 x ∈ ∂R. (9.200d)

Now multiply the homogeneous wave equation (9.200a) by ∂tΨ and integrate over the domain,
with integration by parts leading to an energy equation

d

dt

ˆ
R

[(∂tΨ)2 + c2∇Ψ · ∇Ψ] dV = 2 c2
ˆ
∂R

(∂tΨ)∇Ψ · n̂dS. (9.201)

Since Ψ = 0 on the boundary (equation (9.200d)), we know that ∂tΨ = 0 also holds on the
boundary, so that the right hand side vanishes, meaning that the energy integral is a constant

ˆ
R

[(∂tΨ)2 + c2∇Ψ · ∇Ψ] dV = C. (9.202)

20See Section 8.5 of Duchateau and Zachmann (1986) for the general Robin boundary value problem.
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At the initial time, both Ψ = 0 and ∂tΨ = 0, in which case ∇Ψ = 0 as well, which means
that C = 0. Since the integrand is non-negative, we can only satisfy this constraint if Ψ is a
space-time constant. With Ψ = 0 as the initial condition, then Ψ = 0 holds for all time, which
then proves our assertion that the wave equation solution is unique.

9.6.3 Relating modified initial condition solutions
Consider the following initial-boundary value problem

(∂tt − c2∇2)u(x, t) = 0 x ∈ R, t > tinit (9.203a)

u(x, t) = 0 x ∈ R, t = tinit (9.203b)

∂tu(x, t) = F (x) x ∈ R, t = tinit (9.203c)

u(x, t) = 0 x ∈ ∂R, t ≥ 0, (9.203d)

as well as the slightly modified problem

(∂tt − c2∇2) v(x, t) = 0 x ∈ R, t > tinit (9.204a)

v(x, t) = F (x) x ∈ R, t = tinit (9.204b)

∂tv(x, t) = 0 x ∈ R, t = tinit (9.204c)

v(x, t) = 0 x ∈ ∂R, , t ≥ 0 (9.204d)

where the only difference appears in the initial conditions. Compatibility between the initial
condition and boundary condition requires that F (x) = 0 on ∂R. In the following we show that

v = ∂tu, (9.205)

so that finding u is sufficient for finding v. Furthermore, by superposition we can handle any
arbitrary initial displacement and time derivative.

For the proof, introduce the function

β = ∂tu, (9.206)

with our goal to show that β satisfies the same equations as v and then, from the uniqueness
theorem in Section 9.6.2, we conclude that β = v. First observe that

(∂tt − c2∇2)β = (∂tt − c2∇2)∂tu = ∂t(∂tt − c2∇2)u = 0, (9.207)

so that β satisfies the homogeneous wave equation. Since u vanishes on ∂R for all time, t ≥ 0,
then it has a vanishing time derivative there as well, which means that β = 0 on ∂R. For the
initial condition, observe that

β(x, 0) = ∂tu(x, 0) = F (x). (9.208)

Finally, we have
∂tβ(x, t) = ∂ttu(x, t) = c2∇2u(x, t). (9.209)

Since u(x, t = 0) = 0, we know that ∇2u(x, t = 0) = 0, which means that

∂tβ(x, 0) = 0. (9.210)

We have thus established that β satisfies the same initial-boundary value problem as v, which
means that β = v.
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9.6.4 Causal free space Green’s function
The causal free space Green’s function for the wave equation satisfies

(∂tt − c2∇2
x)G(x, t|x0, t0) = δ(t− t0) δ(x− x0) x,x0 ∈ Rn (9.211a)

G(x, t|x0, t0) = 0 x,x0 ∈ Rn, t ≤ t0 (9.211b)

∂tG(x, t|x0, t0) = δ(x− x0) x,x0 ∈ Rn, t = t0, (9.211c)

where c > 0 is a constant wave speed (dimensions L T−1). An initial condition (9.211c) on the
time derivative is needed since the wave equation has two time derivatives, and it is chosen as
a Dirac source. Note that we do not impose a regularity condition at infinity, in contrast to
equation (9.135b) for the diffusion equation free space Green’s function. The reason is that we
can conceive, at least in principle, of waves reaching out to infinity at time infinity. Finally,
given the dimensions of the Dirac source, we see that the Green’s function has dimensions of
T L−n.

Consider the slightly simpler Green’s function problem by focusing on times t > t0 and
setting t0 = 0 and x0 = 0, in which case we have

(∂tt − c2∇2) g(x, t) = 0 x ∈ Rn, t > 0 (9.212a)

g(x, t) = 0 x ∈ Rn, t = 0+ (9.212b)

∂tg(x, t) = δ(x) x ∈ Rn, t = 0+, (9.212c)

where t = 0+ refers to a time that is arbitrarily close to, but greater than, t = 0. We now show
that

G(x, t|x0 = 0, t0 = 0) = H(t) g(x, t), (9.213)

or more generally
G(x, t|x0, t0) = H(t− t0) g(x, t|x0, t0). (9.214)

This result is not too surprising since, by causality, G(x, t|x0, t0) vanishes for times prior to when
the Dirac delta is fired, so we suspect it should be proportional to a Heaviside step function just
like for the diffusion equation in Section 9.5.2.

A proof of equation (9.214) requires the time derivatives (dropping the x label for brevity)

∂tG(t) = δ(t) g(t) +H(t) ∂tg(t) (9.215a)

∂ttG(t) = (dδ(t)/dt) g(t) + 2 δ(t) ∂tg(t) +H(t) ∂ttg(t). (9.215b)

To massage the ∂ttG term, introduce a prime symbol for time derivative so that21

δ′(t) g(t) + δ(t) ∂tg(t) = δ′(t) g(t)− t δ′(t) ∂tg(t) dipole identity (7.44) (9.216a)

= δ′(t) [g(t)− t ∂tg(t)] reorganize (9.216b)

= δ′(t) g(0) + t δ′(t) [∂tg(0)− ∂tg(t)] Taylor series around t = 0
(9.216c)

= δ′(t) g(0)− δ(t) [∂tg(0)− ∂tg(t)] dipole identity (7.44). (9.216d)

Causality, along with the initial condition (9.212b), means that g(t = 0) = 0, so that the first
term vanishes. When multiplying a function and the Dirac delta, it is sufficient to evaluate that
function at the place where the Dirac fires. For the second term, the Dirac delta fires at t = 0,
which is where ∂tg(0)− ∂tg(t) = 0, so that second term vanishes. We are thus led to

∂ttG(t) = δ(t) ∂tg(t) +H(t) ∂ttg(t). (9.217)

21These manipulations are motivated from page 61 of Stakgold (2000b), including his footnote.
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Likewise, we find
δ(t) ∂tg(x, t) = δ(t) ∂tg(x, 0) = δ(t) δ(x), (9.218)

where the final equality made use of the initial condition (9.212c). Bringing all the pieces
together leads to

(∂tt − c2∇2)G = H(t) (∂tt − c2∇2)g+ δ(t) δ(x) = δ(t) δ(x), (9.219)

with the final equality holding since (∂tt − c2∇2)g = 0 as per equation (9.212a). We have thus
shown that the causal free-space Green’s function for the wave equation can be decomposed as
in equation (9.214), in which case it is sufficient to solve equations (9.212a)-(9.212c).

9.6.5 Expressions for the free space Green’s functions
Following the methods from Section 28.4 of Dennery and Krzywicki (1967), Section 8.5 of
Duchateau and Zachmann (1986), and Section 5.8 of Stakgold (2000b), the causal free-space
Green’s function for the wave equation is given by22

G(x, t|x0, t0) =
H[c (t− t0)− |x− x0|]

2c
for R1 (9.220a)

G(x, t|x0, t0) =
H[c (t− t0)− |x− x0|]

2π c
√
[c (t− t0)]2 − |x− x0|2

for R2 (9.220b)

G(x, t|x0, t0) =
δ[c (t− t0)− |x− x0|]

4π c |x− x0|
for R3. (9.220c)

These wave solutions manifest causality since they vanish for regions in space-time that are
unconnected to the source, as accords with the domain of influence shown by Figure 6.3.

There is an essential distinction between the three-dimensional Green’s function (9.220c)
relative to the one and two dimensional Green’s functions (9.220a) and (9.220b). Namely, in
three dimensions the Green’s function is a spherical front that is infinitely sharp (i.e., a Dirac
front) that propagates outward at speed c from the source point at x = x0. The one and two
dimensional Green’s function fronts also move with speed c, yet these fronts are trailed by a
wake as realized by the Heaviside step function. Furthermore, observe that the two dimensional
wake decays according to the inverse distance from the front.

9.6.6 Causal Green’s function for the wave equation
The causal Green’s function corresponding to the initial-boundary value problem (9.197a)-
(9.197d) is given by

(∂tt − c2∇2)G(x, t|x0, t0) = δ(x− x0) δ(t− t0) x,x0 ∈ R (9.221a)

G(x, t|x0, t0) = 0 x ∈ R, t < t0 (9.221b)

G(x, t|x0, t0) = 0 x ∈ ∂R. (9.221c)

The following properties are of use for subsequent development.

• The time dependence only appears as the difference, t − t0, so that there is no need to
retain both time variables. Correspondingly,

∂tG(x, t|x0, t0) = −∂t0G(x, t|x0, t0). (9.222)

22Recall from Section 7.5 that the Heaviside step function is a non-dimensional function, whereas the Dirac
delta has dimensions given by the inverse dimensions of its argument. These properties are key to checking that
the given Green’s functions in equations (9.220a)-(9.220c) have dimensions T L−n, where n is the space dimenson.
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• The wave operator is self-adjoint. Even so, swapping t and t0 results in a swapped causality
relation so that if G(x, t|x0, t0) is the causal Green’s function that satisfies equations
(9.221a)-(9.221c), then G(x0, t0|x, t) represents an anti-causal Green’s function in that it
satisfies

(∂tt − c2∇2)G(x0, t0|x, t) = δ(x− x0) δ(t− t0) x,x0 ∈ R (9.223a)

G(x0, t0|x, t) = 0 x ∈ R, t > t0 (9.223b)

G(x0, t0|x, t) = 0 x ∈ ∂R. (9.223c)

• By the same arguments used in Section 9.6.4, we can determine the causal Green’s function
by solving the following initial-boundary value problem

(∂tt − c2∇2) g(x, t|x0, t0) = 0 x,x0 ∈ R t > t0 (9.224a)

g(x, t|x0, t0) = 0 x ∈ R, t = t0 (9.224b)

∂tg(x, t|x0, t0) = δ(x− x0) x ∈ R, t = t0 (9.224c)

g(x, t|x0, t0) = 0 x ∈ ∂R. (9.224d)

As in equation (9.214) for the free space Green’s function, we have

G(x, t|x0, t0) = H(t− t0) g(x, t|x0, t0). (9.225)

9.6.7 Green’s function solution to the wave equation

The self-adjoint nature of the wave operator simplifies the derivation of the Green’s function
solution relative to that needed for the diffusion equation in Section 9.5. To proceed, multiply
the swapped Green’s function equation (9.223a) by the wave function and integrate over the
space-time domain

ψ(x0, t0) =

ˆ
R

ˆ T

tinit

ψ(x, t) (∂tt − c2∇2)G(x0, t0|x, t) dt dVx. (9.226)

Dropping arguments for brevity, we move the wave operator from the Green’s function to the
wave function, thus leading to

ψ (∂tt − c2∇2)G = G (∂tt − c2∇2)ψ + ∂t(ψ ∂tG−G∂tψ)− c2∇ · (ψ∇G−G∇ψ). (9.227)

Making use of the partial differential equation (9.197a) satisfied by the wave equation brings the
first right hand side term to

G(x0, t0|x, t) (∂tt − c2∇2)ψ(x, t) = G(x0, t0|x, t) Λ(x, t). (9.228)

The space integral of the space derivative term in equation (9.227) is given by

ˆ
R

∇x · (ψ∇xG−G∇xψ) dVx =

ˆ
∂R
σ(x, t)∇xG(x0, t0|x, t) · n̂dSx, (9.229)

where we used the Dirichlet boundary condition (9.197d) satisfied by ψ and the homogeneous
Dirichlet condition (9.223c) satisfied by the Green’s function.

We need to do a bit more work for the time integral of the time derivative term in equation
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(9.227), which is given by

ˆ T

tinit

∂t(ψ ∂tG−G∂tψ) dt = [ψ(x, t) ∂tG(x0, t0|x, t)−G(x0, t0|x, t) ∂tψ(x, t)]
∣∣∣∣T
tinit

. (9.230)

The initial conditions (9.197b) and (9.197c), along with the anti-causality condition (9.223b),
render

ˆ T

tinit

∂t(ψ ∂tG−G∂tψ) dt = −I(x) ∂tG(x0, t0|x, tinit) + J(x)G(x0, t0|x, tinit) (9.231a)

= I(x) ∂t0G(x0, t0|x, tinit) + J(x)G(x0, t0|x, tinit), (9.231b)

where the second equality used the property (9.222) of the time derivatives acting on the Green’s
function. Notice that the upper time limit, T , drops out due to the anti-causality condition.

Bringing terms together leads to the Green’s function solution to the wave equation

ψ(x0, t0) =

ˆ
R

ˆ t0

tinit

Λ(x, t)G(x0, t0|x, t) dt dVx

− c2
ˆ
∂R

ˆ t0

tinit

σ(x, t)∇xG(x0, t0|x, t) · ndSx

+

ˆ
R

[I(x) ∂t0G(x0, t0|x, tinit) + J(x)G(x0, t0|x, tinit)] dVx. (9.232)

Again notice that the upper time limit, T , drops out due to the anti-causality condition. Hence,
the Green’s function solution (9.232) only depends on processes happening between the initial
time, tinit, and current time, t0, thus manifesting causality. This solution shares much with the
diffusion equation in Section 9.5, but here with the addition of a second initial condition due to
the second order time derivative appearing in the wave equation, whereas there is only a single
time derivative in the diffusion equation.

9.6.8 The Helmholtz equation
Consider the wave equation (9.197a) in unbounded space

(∂tt − c2∇2)ψ = λ. (9.233)

Now introduce the time-frequency Fourier transforms, Ψ(x, ω) and Λ(x, ω) (see equations
(8.102a) and (8.102b)) whereby

ψ(x, t) =
1

2π

ˆ ∞

−∞
Ψ(x, ω) e−iω t dω and λ(x, t) =

1

2π

ˆ ∞

−∞
Λ(x, ω) e−iω t dω, (9.234)

thus yielding the frequency domain version of the wave equation

[∇2 + (ω/c)2] Ψ = −Λ/c2. (9.235)

This is the Helmholtz equation first introduced in Section 6.7.3, and its corresponding free space
Green’s function satisfies the singular elliptic problem

[∇2 + (ω/c)2]G(x|x0;ω) = −δ(x− x0). (9.236)

Observe that the Helmholtz operator, ∇2+(ω/c)2, differs from the screened Poisson operator,
∇2− µ2 (equation (9.32)), due to the differing signs on the constant. One may relate the two by
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setting
µ = −iω/c. (9.237)

This connection proves rather important for both the physics and the maths, yet with details
involving aspects of causality and complex analysis that are beyond our scope.23 It is satisfying
that the details do confirm that the Helmholtz free space Green’s function is related to the
screened Poisson Green’s function (9.36c) simply by setting µ = −iω/c, so that

G(x|x0;ω) =
ei |x−x0|ω/c

4π |x− x0|
. (9.238)

9.7 Initial value problems and response functions

In this section we focus on initial value problems and study the response functions that help to
characterize a dynamical system. For this purpose, consider the first order ordinary differential
equation

[d/dt+ λ(t)]ψ(t) = F (t) with ψ(t ≤ tinit) = 0, (9.239)

where ψ is some geophysical field, such as the anomalous sea surface temperature, λ is a
feedback parameter that is positive for a damped system, and F is a forcing function such as
that introduced by atmospheric variability on the surface ocean. We are only concerned with
temporal behavior so that all spatial information is ignored. This equation has found widespread
use in the climate dynamics community, largely following the work of Hasselmann (1976).

The material in this section could well have been presented near the start of this chapter
since we are only concerned with ordinary differential equations. However, placing it at the end
helps to tie together material sprinkled throughout this chapter, and to connect to applications
of Green’s functions for studies of climate dynamics.

9.7.1 Impulse response function

Consider the system (9.239) with λ > 0 a time-independent feedback parameter damping the
system back to zero, and with the forcing given by a weighted Dirac delta

[d/dt+ λ]G(t|t0) = α δ(t− t0) with G(t|t0) = 0 for t < t0, (9.240)

where α > 0 is a constant dimensionless scaling coefficient. We refer to the resulting causal
Green’s function, G(t|t0), as the impulse response function since it represents the response of
the dynamical system to an impulse provided by the Dirac delta.24

Initial condition for the impulse response function

To determine the initial condition for the Green’s function, integrate equation (9.240) over an
interval containing the source time, t0, to render

lim
ϵ→0

[
G(t0 + ϵ|t0)−G(t0 − ϵ|t0) +

ˆ t0+ϵ

t0−ϵ
λG(t|t0) dt

]
= α. (9.241)

23Fetter and Walecka (2003) present a lucid discussion of the role of causality in their Section 50. See also
Section 5.8 and 7.12 of Stakgold (2000b) for a detailed presentation of the mathematical derivations.

24Recall our discussion of impulse in Section 7.13.
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Causality means that G(t0 − ϵ|t0) = 0 so that

lim
ϵ→0

G(t0 + ϵ|t0) + lim
ϵ→0

ˆ t0+ϵ

t0

λG(t|t0) dt = α. (9.242)

We assume that the integral vanishes in the limit of ϵ→ 0, which is a sensible assumption since
the only means to have a nonzero integral is if the Green’s function had a singularity similar to
a Dirac delta. We are thus led to the initial condition for the Green’s function

G(t = t0|t0) = α. (9.243)

Solution for the impulse response function

The causality condition G(t < t0|t0) = 0 can be satisfied by introducing the Heaviside step
function from Section 7.5

G(t|t0) = H(t− t0) g(t) with [d/dt+ λ] g = 0 and g(t = t0) = α, (9.244)

with the solution readily determined to be the damped exponential

G(t|t0) = H(t− t0)α e−λ (t−t0). (9.245)

We verify this function satisfies the initial value problem (9.240) by noting that

dG(t|t0)/dt = α δ(t− t0) e−λ (t−t0) − λG(t|t0) = α δ(t− t0)− λG(t|t0). (9.246)

To reach the second equality, we noted that the e−λ (t−t0) term multiplying the Dirac delta is
unity at t = t0, and so it does not alter the sifting property of the Dirac delta. Hence, following
the discussion leading to equation (7.39), we can drop e−λ (t−t0) from the Dirac. As illustrated
in Figure 9.7, the impulse response function (9.245) has a particularly simple interpretation as
the damped exponential response of the dynamical system to a Dirac impulse fired at t = t0.

<latexit sha1_base64="i6gt8BPJ6dGioSsYLEJkV2O6M9I=">AAACA3icbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKLLohuXFZy20A4lk6ZtaCYzJHeEMnTp2q0+gztx64P4CL6FaTsLbXsg8HHOvSQ5YSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoYeJUM+6zWMa6FVLDpVDcR4GStxLNaRRK3gxHd9O8+cS1EbF6xHHCg4gOlOgLRtFaPnYzd9ItV9yqOxNZBi+HCuSqd8s/nV7M0ogrZJIa0/bcBIOMahRM8kmpkxqeUDaiA962qGjETZDNHjshZ9bpkX6s7VFIZu7fjYxGxoyj0E5GFIdmMZuaK7MwWmW3U+zfBJlQSYpcsfn9/VQSjMm0ENITmjOUYwuUaWG/QNiQasrQ1lay3XiLTSxD46LqXVXdh8tK7TZvqQgncArn4ME11OAe6uADAwEv8ApvzrPz7nw4n/PRgpPvHMM/OV+/49OX3Q==</latexit>

t0
<latexit sha1_base64="S1cjM7l3DGXccnT0xlOy6DW7uTI=">AAAB/3icbZDNSgMxFIUz9a/Wv6pLN8EiuCozouiy6MZlC/YH2qFk0jttaCYzJHeEMnTh2q0+gztx66P4CL6FaTsLrT0Q+DjnXpKcIJHCoOt+OYW19Y3NreJ2aWd3b/+gfHjUMnGqOTR5LGPdCZgBKRQ0UaCETqKBRYGEdjC+m+XtR9BGxOoBJwn4ERsqEQrO0FoN7JcrbtWdi/4HL4cKyVXvl797g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQuhYVi8D42fyhU3pmnQENY22PQjp3f29kLDJmEgV2MmI4MsvZzFyZBdEqu5tieONnQiUpguKL+8NUUozprAw6EBo4yokFxrWwX6B8xDTjaCsr2W685Sb+Q+ui6l1V3cZlpXabt1QkJ+SUnBOPXJMauSd10iScAHkmL+TVeXLenHfnYzFacPKdY/JHzucP196WLg==</latexit>

t
<latexit sha1_base64="i6gt8BPJ6dGioSsYLEJkV2O6M9I=">AAACA3icbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKLLohuXFZy20A4lk6ZtaCYzJHeEMnTp2q0+gztx64P4CL6FaTsLbXsg8HHOvSQ5YSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoYeJUM+6zWMa6FVLDpVDcR4GStxLNaRRK3gxHd9O8+cS1EbF6xHHCg4gOlOgLRtFaPnYzd9ItV9yqOxNZBi+HCuSqd8s/nV7M0ogrZJIa0/bcBIOMahRM8kmpkxqeUDaiA962qGjETZDNHjshZ9bpkX6s7VFIZu7fjYxGxoyj0E5GFIdmMZuaK7MwWmW3U+zfBJlQSYpcsfn9/VQSjMm0ENITmjOUYwuUaWG/QNiQasrQ1lay3XiLTSxD46LqXVXdh8tK7TZvqQgncArn4ME11OAe6uADAwEv8ApvzrPz7nw4n/PRgpPvHMM/OV+/49OX3Q==</latexit>

t0
<latexit sha1_base64="S1cjM7l3DGXccnT0xlOy6DW7uTI=">AAAB/3icbZDNSgMxFIUz9a/Wv6pLN8EiuCozouiy6MZlC/YH2qFk0jttaCYzJHeEMnTh2q0+gztx66P4CL6FaTsLrT0Q+DjnXpKcIJHCoOt+OYW19Y3NreJ2aWd3b/+gfHjUMnGqOTR5LGPdCZgBKRQ0UaCETqKBRYGEdjC+m+XtR9BGxOoBJwn4ERsqEQrO0FoN7JcrbtWdi/4HL4cKyVXvl797g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQuhYVi8D42fyhU3pmnQENY22PQjp3f29kLDJmEgV2MmI4MsvZzFyZBdEqu5tieONnQiUpguKL+8NUUozprAw6EBo4yokFxrWwX6B8xDTjaCsr2W685Sb+Q+ui6l1V3cZlpXabt1QkJ+SUnBOPXJMauSd10iScAHkmL+TVeXLenHfnYzFacPKdY/JHzucP196WLg==</latexit>

t

<latexit sha1_base64="PeMi6S9HDQ6/KbGEvkdz1LABei4=">AAACG3icbVC7SgNBFJ31GeNr1TLNYBBiYdgVRcugjWUE84BsCLOzN8mQ2Qczd4WwpPBDrG31G+zE1sJP8C+cPApNcuDC4Zx778w9fiKFRsf5tlZW19Y3NnNb+e2d3b19++CwruNUcajxWMaq6TMNUkRQQ4ESmokCFvoSGv7gduw3HkFpEUcPOEygHbJeJLqCMzRSxy54kx2ZgmBEvQAkshKeYSdzRqcdu+iUnQnoInFnpEhmqHbsHy+IeRpChFwyrVuuk2A7YwoFlzDKe6mGhPEB60HL0IiFoNvZ5AMjemKUgHZjZSpCOlH/TmQs1HoY+qYzZNjX895YXOr54TK5lWL3up2JKEkRIj59v5tKijEdB0UDoYCjHBrCuBLmBMr7TDGOJs68ycadT2KR1M/L7mXZub8oVm5mKeVIgRyTEnHJFamQO1IlNcLJE3khr+TNerberQ/rc9q6Ys1mjsg/WF+/LEqhEA==</latexit>

�(t� t0)
<latexit sha1_base64="OwCi00yW/b6CHp8myoAbHFkPDtw=">AAACBHicbZDNSgMxFIXv+FvrX9Wlm8EiuCozouiy6MZlBfsD7VDupJk2NskMSUYoQ7eu3eozuBO3voeP4FuYtrPQtgcCH+fcS5ITJpxp43nfzsrq2vrGZmGruL2zu7dfOjhs6DhVhNZJzGPVClFTziStG2Y4bSWKogg5bYbD20nefKJKs1g+mFFCA4F9ySJG0Fir0UGeDLBbKnsVbyp3EfwcypCr1i39dHoxSQWVhnDUuu17iQkyVIYRTsfFTqppgmSIfdq2KFFQHWTT147dU+v03ChW9kjjTt2/GxkKrUcitJMCzUDPZxNzaRaKZXY7NdF1kDGZpIZKMrs/SrlrYnfSiNtjihLDRxaQKGa/4JIBKiTG9la03fjzTSxC47ziX1a8+4ty9SZvqQDHcAJn4MMVVOEOalAHAo/wAq/w5jw7786H8zkbXXHynSP4J+frF7ALmE4=</latexit>↵

<latexit sha1_base64="lUzOKVY+0R7Paaq5BvN8yxiH7fE=">AAACGHicbVDLSsNAFJ3UV62vqBvBzWAR6qYkouiy6EKXFewD2lIm02k7dCYJMzdCifFDXLvVb3Anbt35Cf6F0zQLbXvgwuGc++AeLxRcg+N8W7ml5ZXVtfx6YWNza3vH3t2r6yBSlNVoIALV9IhmgvusBhwEa4aKEekJ1vBG1xO/8cCU5oF/D+OQdSQZ+LzPKQEjde2DdrojVqyX4JsS4EcM3dhJTrp20Sk7KfA8cTNSRBmqXfun3QtoJJkPVBCtW64TQicmCjgVLCm0I81CQkdkwFqG+kQy3YnT6wk+NkoP9wNlygecqn8nYiK1HkvPdEoCQz3rTcSFnicXya0I+pedmPthBMyn0/v9SGAI8CQl3OOKURBjQwhV3LyA6ZAoQsFkWTDZuLNJzJP6adk9Lzt3Z8XKVZZSHh2iI1RCLrpAFXSLqqiGKHpCL+gVvVnP1rv1YX1OW3NWNrOP/sH6+gUYk59i</latexit>

G(t|t0)

Figure 9.7: Left panel: Dirac delta that is fired at time t = t0. Right panel: The impulse response function
(9.245) resulting from the Dirac delta impulse as realized for the damped linear system (9.240).

9.7.2 Step response function
Rather than hit the system at a particular moment in time with a Dirac delta, we may choose
to impose a force that turns on and remains on after some initial time, as per a Heaviside step
function. The step response function, S(t|t0), measures the response of the dynamical system to
this step forcing and it satisfies the differential equation

[d/dt+ λ]S(t|t0) = αH(t− t0) with S(t|t0) = 0 for t < t0. (9.247)

CHAPTER 9. GREEN’S FUNCTIONS page 235 of 2158



9.7. INITIAL VALUE PROBLEMS AND RESPONSE FUNCTIONS

Note that in the steady state at t→∞, the step response function asymptotes to the constant

lim
t→∞

S(t|t0) = α/λ. (9.248)

Connection to the impulse response function

Taking the time derivative, d/dt0, on the step response function equation (9.247) leads to

[d/dt+ λ] dS(t|t0)/dt0 = α dH(t− t0)/dt0. (9.249)

The derivative of the Heaviside step function equals to the Dirac delta as per equation (7.22), in
which

dH(t− t0)/dt0 = −dH(t− t0)/dt = −δ(t− t0). (9.250)

Use of this result in equation (9.249), and comparison to the impulse response function equation
(9.240), yields the identity

dS(t|t0)
dt0

= −G(t|t0). (9.251)

This identity holds even when the feedback parameter is a function of time, λ = λ(t), since the
time derivative operator, d/dt0, has no affect on λ(t).

Initial condition for the step response function

To determine the initial condition for the step response function, integrate equation (9.247) over
an interval bounding t0 and take the limit as that interval vanishes

lim
ϵ→0

[
S(t0 + ϵ|t0)− S(t0 − ϵ|t0) +

ˆ t0+ϵ

t0−ϵ
λS(t|t0) dt =

ˆ t0+ϵ

t0−ϵ
H(t− t0) dt

]
. (9.252)

Causality means that S(t0 − ϵ|t0) = 0. Furthermore, the integral of the Heaviside is given by

lim
ϵ→0

ˆ t0+ϵ

t0−ϵ
H(t− t0) dt = lim

ϵ→0

ˆ t0+ϵ

t0

H(t− t0) dt = lim
ϵ→0

ϵ = 0, (9.253)

so that
lim
ϵ→0

S(t0 + ϵ|t0) = ϵ λ =⇒ S(t = t0|t0) = 0. (9.254)

That is, the step response function starts at zero and then grows in time in response to the
Heaviside step function forcing.

Solution for the step response function

It is straightforward to show that the causal step response function is given by the saturating
exponential

S(t|t0) =
α

λ

[
1− e−λ (t−t0)

]
H(t− t0). (9.255)

Figure 9.8 depicts this function along with the Heaviside step forcing. Furthermore, we verify
the connection between S(t|t0) and G(t|t0) by computing

dS(t|t0)/dt0 = −αH(t− t0) e−λ (t−t0) −
α

λ

[
1− e−λ (t−t0)

]
δ(t− t0) (9.256a)

= −G(t|t0)−
α

λ

[
1− e−λ (t−t0)

]
δ(t− t0). (9.256b)
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The second term on the right hand side vanishes since

ˆ t0+ϵ

t0−ϵ

[
1− e−λ (t−t0)

]
δ(t− t0) dt = 0, (9.257)

in which case we have
dS(t|t0)/dt0 = −G(t|t0). (9.258)
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S(t|t0)

Figure 9.8: Left panel: Heaviside step function is fired at time t = t0 and stays on afterward. Right panel: The
step response function (9.255) resulting from the Heaviside step forcing impulse as realized for the damped linear
system (9.240).

9.7.3 Reciprocity relation

The initial value problem (9.239) is not self-adjoint. Hence, we need to develop a reciprocity
condition for the impulse response function and its adjoint, following the procedure used for the
diffusion equation in Section 9.5.7. Again, the impulse response function satisfies

[d/dt+ λ]G(t|t1) = α δ(t− t1) with G(t|t1) = 0 for t < t1 and G(t1|t1) = α, (9.259)

and the adjoint impulse response function satisfies

[−d/dt+ λ]G‡(t|t2) = α δ(t− t2) with G‡(t|t2) = 0 for t > t2 and G‡(t2|t2) = α. (9.260)

We here introduced two Dirac delta source times, t1, t2, which both occur after the initial time
and before the end time

tinit < t1, t2 < T. (9.261)

As we will see, causality eliminates the final time, T , from the solution for ψ. We retain it merely
for bookeeping.

Determining the reciprocity relation between G‡ and G follows by multiplying equation
(9.259) by G‡(t|t2) and multiplying equation (9.260) by G(t|t1) and then subtracting

d

dt

[
G(t|t1)G‡(t|t2)

]
= α [G‡(t|t2) δ(t− t1)−G(t|t1) δ(t− t2)]. (9.262)

Now integrate this equation over the time range tinit ≤ t ≤ T . For the right hand side we assume
α to be a constant, which then leads to the difference G‡(t1|t2) − G(t2|t1). For the left hand
side, use of the causality conditions in equations (9.259) and (9.260) render

ˆ T

tinit

d

dt

[
G(t|t1)G‡(t|t2)

]
dt = 0, (9.263)
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thus yielding the reciprocity relation

G‡(t|t0) = G(t0|t). (9.264)

The feedback parameter, λ, dropped out from the derivation, with the reciprocity relation
holding even if λ is time dependent. However, we again needed to assume the coefficient α to be
constant.

9.7.4 Response function for general forcing
We now return to the initial value problem (9.239) and determine the response, ψ, to a general
forcing function, F (t), that turns on at some initial time t = t0 > tinit. As for our earlier
discussions of Green’s functions, we express the general response function as an integral over
impulse responses. For this purpose, multiply equation (9.239) by G‡(t|t0) and the adjoint
equation (9.260) by ψ(t), subtract, and then integrate to find

αψ(t0) =

ˆ T

tinit

G‡(t|t0)F (t) dt−
ˆ T

tinit

d

dt

[
G‡(t|t0)ψ(t)

]
dt. (9.265)

Making use of the causality condition G‡(t|t0) = 0 for t > t0 leads to

αψ(t0) = G‡(tinit|t0)ψ(tinit) +
ˆ t0

tinit

G‡(t|t0)F (t) dt, (9.266)

where we retained the possibility of ψ(tinit) ̸= 0 for a bit of generality. The reciprocity condition
(9.264) brings this equation to the form

αψ(t0) = G(t0|tinit)ψ(tinit) +
ˆ t0

tinit

G(t0|t)F (t) dt, (9.267)

and swapping symbols, t↔ t0, yields

αψ(t) = G(t|tinit)ψ(tinit) +
ˆ t

tinit

G(t|t0)F (t0) dt0. (9.268)

As anticipated, the general response is written as an initial response plus the integral of the
general forcing with the impulse response function. Causality ensures that ψ is dependent only on
forcing that is active between the initial time, tinit, and current time, t. To garner further insights
into the general expression (9.268), consider the special case of constant feedback parameter, λ,
in which the impulse response function is (9.245) so that

ψ(t) = e−λ (t−tinit) ψ(tinit) +

ˆ t

tinit

e−λ (t−t0) F (t0) dt0. (9.269)

9.7.5 Connection to the boundary propagator
Recall our discussion in Section 9.5.13 of the boundary propagator, Gbp(x, t|x0, t0), for the
diffusion equation, which solves the causal boundary value problem (9.195a)-(9.195c). Again, the
boundary propogator measures the response of the system at (x, t) to a Dirac delta space-time
source imposed along the surface boundary. The details of the diffusion process are encoded into
the boundary propagator so that the propagator is able to build up the response, ψ, to a general
boundary forcing function, σ, as per equation (9.189). The discussion in the present section thus
prompts us to consider the boundary propagator as an impulse response function for spatially
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distributed sources whose influence through space and time is mediated by diffusion.

9.7.6 Comments and further study

Many applications of Green’s function methods in geophysical fluid mechanics and climate
dynamics do not make use of analytical methods to solve for the Green’s function. Instead,
they make use of numerical estimates based on time stepping passive tracers in ocean and
atmosphere models, with source functions approximating Dirac delta sources. Many applications
have focused on boundary propagators, which as shown in this section are equivalant to impulse
response functions for boundary sources. We return to this point when discussing the passive
tracer equation in Section 69.9.

Hasselmann et al. (1993) introduced the impulse response function and step response function
to the study of climate model drift. Marshall et al. (2014) and Zanna et al. (2019) presented
further studies using this framework. Some of the mathematical formulation of impulse response
and step response functions as presented here follow that offered in Exercise 1.52 of Stakgold
(2000a).

9.8 Helmholtz decomposition
In characterizing the kinematic properties of vector fields, such as the velocity vector for a
moving fluid, Helmholtz (1867) introduced a method to decompose any vector into two distinct
components whose properties are readily analyzed: one component vector has a zero divergence
and the second vector has a zero curl. This Helmholtz decomposition has extensive applications
throughout fluid mechanics. See also Bhatia et al. (2013) for a review, as well as an earlier
treatment in Section 26 of Serrin (1959). We make particular use of the Helmholtz decomposition
when introducing a scalar or vector potential for studying the kinematics of non-divergent fluid
flows (Chapter 21). In this section we provide further insights into features of the Helmholtz
decomposition, with much of the discussion following Denaro (2003) and Bhatia et al. (2013).
Note that our treatment makes use of Cartesian vector analysis, with more general treatments,
such as Chapter 14 of Frankel (2012), outside our scope.

To introduce the Helmholtz decomposition, consider a vector field, F , written using Cartesian
coordinates and in free space (i.e., no boundaries), and assume the field decays to zero outside
of a finite domain. In this case we can decompose F into

F = −∇D +∇×R, (9.270)

where

D(x) =
1

4π

ˆ
R

∇ · F (x′)

|x− x′| dV ′ (9.271a)

R(x) =
1

4π

ˆ
R

∇× F (x′)

|x− x′| dV ′. (9.271b)

The scalar potential, D, and vector potential, R, are here given by the Green’s function solutions
derived in Section 9.3.7.

The Helmholtz decomposition (9.271a) and (9.271b) is both elegant and straightforward. It
offers motivation to seek a similar decomposition for domains of relevance to geophysical fluids,
where boundaries play a fundamental role. However, there are many mathematical nuances
associated with Helmholtz decompositions in more general situations, each depending on the
domain topology and nature of the prescribed boundary conditions. Our goal in this section is to
explore the mathematics for a few common boundary conditions for a fluid on simply connected

CHAPTER 9. GREEN’S FUNCTIONS page 239 of 2158



9.8. HELMHOLTZ DECOMPOSITION

manifolds.25 We offer rather brief comments for the more general non-simply connected case as
the mathematics is beyond our scope.26

9.8.1 Summarizing the Helmholtz decomposition
The Helmholtz decomposition on a simply connected manifold, R, states that a vector field, F ,
is fully determined by specifying its divergence, ∇ · F , and curl, ∇× F , for points x ∈ R, along
with the normal component, n̂ · F , or the tangential component27, n̂× F , along the domain
boundary, ∂R. Here, n̂ is the outward normal along the boundary. Expressed with equations,
the Helmholtz decomposition is given by

F = −∇D +∇×R = gradient term (curl-free) + rotation term (divergence-free). (9.272)

The scalar potential, D, is arbitrary up to a constant, and the vector potential, R, is arbitrary
up to the gradient of a scalar field. This ambiguity in specifying D and R is referred to as
gauge invariance or gauge freedom, and we encounter it in other contexts within this book. For
present purposes, gauge freedom allows us to choose the Coulomb gauge that is commonly used
in electromagnetics (Jackson, 1975), whereby R is prescribed to be divergence-free

∇ ·R = 0. (9.273)

As seen next, this constraint simplifies the boundary value problem satisfied by R.

Taking the divergence of (9.272) reveals that the scalar potential satisfies the Poisson equation

−∇2D = ∇ · F for x ∈ R. (9.274)

Taking the curl of the decomposition (9.272), and using the curl identity (2.42c) along with the
Coulomb gauge (9.273)

∇× (∇×R) = ∇(∇ ·R)−∇2R = −∇2R, (9.275)

leads to the vector Poisson equation

−∇2R = ∇× F for x ∈ R. (9.276)

The two elliptic equations, (9.274) and (9.276), are supplemented by boundary conditions for
points x ∈ ∂R. The choice of boundary conditions depend on information available about the
vector F along the boundary. We here consider the following three sets of boundary conditions,
with n̂ the outward unit normal along ∂R:

normal component − n̂ · ∇D = n̂ · F and n̂ · (∇×R) = 0 (9.277a)

tangential component n̂×∇D = 0 and n̂× (∇×R) = n̂× F (9.277b)

vanishing boundary n̂ · ∇D = 0 and n̂× (∇×R) = 0 =⇒ F = 0. (9.277c)

The homogeneous Neumann boundary condition n̂ · (∇×R) = 0 in equation (9.277a) means

25A manifold is simply connected if a closed curve can be continuously shrunk to a point while remaining
on the manifold. For example, the domain of the global ocean on a water covered planet is a simply connected
manifold. Adding land masses in the form of islands or continents makes the ocean domain non-simply connected.

26Section 5.2 of Bhatia et al. (2013) provides a few comments on the non-simply connected case, whereas
chapter 14 of Frankel (2012) provides details for the mathematically experienced reader.

27Helmholtz (1867) only considered vector fields with a specified normal component along boundaries. This
situation is most common in fluid mechanical applications. Denaro (2003) showed how specification of the
tangential component along the boundary also allows for a Helmholtz decomposition. We explore both boundary
conditions in this section.
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that (∇×R) is parallel to the boundary. Likewise, n̂×∇D = 0 in equation (9.277b) means
that ∇D is parallel to the boundary. If F = v is the fluid velocity field, then v · n̂ = 0 is
the no-normal flow kinematic condition that holds for static solid boundaries (Section 19.6.1).
Furthermore, the vanishing boundary condition (9.277c) holds for the velocity with the dynamic
no-slip boundary condition discussed in Section 25.10.3.

9.8.2 Concerning a harmonic contribution

Consider a vector H that is both divergent-free and curl-free

∇ ·H = 0 and ∇×H = 0. (9.278)

H is a harmonic vector function (Section 6.5.1), which is seen by noting that with ∇ ·H = 0
then (see equation (2.42c)) H satisfies the vector Laplace equation

∇× (∇×H) = −∇2H = 0, (9.279)

so that each component of H is a harmonic function.

An arbitrary vector, F , generally contains a portion that is harmonic, in which case we
consider the three-component decomposition

F = −∇E +∇× S +H = gradient term + rotation term + harmonic term. (9.280)

However, as we show in this section, there are many physically interesting cases in which the
original two-component Helmholtz decomposition (9.272) is sufficient. That is, for many cases
the two-component Helmholtz decomposition is able to include contributions from the harmonic
portion of F as part of either ∇D or ∇×R.

Normal component boundary condition

The constraint ∇ ×H = 0 can be satisfied by writing H = −∇ϕ, which then brings the
decomposition (9.280) into the form

F = −(∇E +∇ϕ) +∇× S. (9.281)

We connect this decomposition to the orginal form of the Helmholtz decomposition in equation
(9.272) by identifying

∇E +∇ϕ ≡ ∇D and ∇× S ≡ ∇×R. (9.282)

In so doing, the harmonic term, here captured by ∇ϕ, is absorbed into the scalar potential, D.
This method for absorbing the harmonic term is suited to the normal component boundary
condition (9.277a), in which

−n̂ · F = n̂ · (∇E +∇ϕ) = n̂ · ∇D =⇒ n̂ · ∇E = −n̂ · (F +∇ϕ). (9.283)

In practice, we determine D and R as per the two-component decomposition (9.272), with the
harmonic contribution to F contained as part of the scalar potential, D.

Tangential component boundary condition

The constraint ∇ ·H = 0 is satisfied by writing H = ∇×A, so that the decomposition (9.280)
takes on the form

F = −∇E +∇× (S +A). (9.284)
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We connect this decomposition to the orginal form of the Helmholtz decomposition of equation
(9.272) by identifying

∇E ≡ ∇D and ∇× (S +A) ≡ ∇×R. (9.285)

In so doing, the harmonic term, here captured by ∇×A, is included in the vector potential, R.
This method for absorbing the harmonic term is suited for the tangential component boundary
condition (9.277b), in which case

n̂× F = n̂× (S +A) = n̂×R =⇒ n̂× S = n̂× (F −A). (9.286)

Non-divergent velocity vector with no-normal flow boundary condition

As discussed in Chapters 21 and 29, many geophysical fluid flows maintain a non-divergent
velocity field. Such velocity fields also maintain the no-normal flow boundary condition at static
material boundaries (Section 19.6.1). For this vector field the scalar potential is harmonic and
satisfies the vanishing Neumann boundary condition

−∇2D = 0 for x ∈ R (9.287a)

n̂ · ∇D = 0 for x ∈ ∂R. (9.287b)

The solution to this boundary value problem is a spatially constant D, so that the velocity field
is fully specified by a vector potential

F = ∇×R. (9.288)

In the presence of a time dependent boundary condition, such as a fluctuating free surface, the
scalar potential is not generally a spatial constant. We encounter an example when studying
surface gravity waves in Section 52.3.

Vanishing boundary condition

The case with F = 0 on the boundary means that

F · n̂ = 0 and n̂× F = 0 for x ∈ ∂R. (9.289)

We proceed with both of the previous boundary condition constraints whereby

∇E +∇ϕ = ∇D and ∇× S = ∇×R (9.290a)

∇E = ∇D and ∇× (A+ S) = ∇×R. (9.290b)

These two sets of constraints are mutually satisfied only when

∇ϕ = 0 and ∇×A = 0, (9.291)

so that the harmonic term vanishes identically for the case of F = 0 along the boundary.

Summary comments

We have shown that for a simply connected domain, it is possible to absorb an arbitrary
harmonic portion of F into either the scalar potential D (for the normal component boundary
conditions (9.277a)) or vector potential, R (for tangential component boundary conditions
(9.277b)). Furthermore, the harmonic term vanishes altogether for the vanishing boundary
condition (e.g., no-slip velocity boundary condition).

page 242 of 2158 geophysical fluid mechanics



9.8. HELMHOLTZ DECOMPOSITION

We infer from this discussion that if both the normal and tangential components of F are
specified nonzero values on the boundary, then the harmonic term cannot be fully absorbed
into one of the potentials D or R. Rather, the harmonic term must be explictly computed, in
which case the three-component decomposition (9.280) is referred to as the Helmholtz-Hodge
decomposition.

These considerations are analogous to the Cauchy-Stokes decomposition summarized by
Figure 18.6. That is, Cauchy-Stokes decomposes the motion of a fluid element into three processes:
a deformation plus a rigid rotation plus a uniform translation. The deformation corresponds to
the curl-free vector in the Helmholtz decomposition (−∇D), the rotation corresponds to the
divergent free vector (∇×R), and the uniform translation corresponds to the harmonic vector.

9.8.3 Self-consistency conditions

We here establish existence conditions for the scalar potential, D, and vector potential, R, that
satisfy the decomposition (9.272). We separately do so for the two sets of boundary conditions
(9.277a) and (9.277b). The proof consists of showing that the source term on the right hand
side of the Poisson equation is self-consistent with the boundary condition.

Normal component boundary condition

Consider the scalar Poisson equation with Neumann boundary conditions

−∇2χ = Λ for x ∈ R (9.292a)

−n̂ · ∇χ = σ for x ∈ ∂R. (9.292b)

As discussed in Section 6.5.6, this elliptic boundary value problem has a solution so long as the
source, Λ, and boundary condition, σ, satisfy a self-consistency condition given by equation
(6.50) ˆ

R

ΛdV =

˛
∂R
σ dS. (9.293)

Now specialize to the Helmholtz decomposition (9.272) whereby χ = D is the scalar potential
with source Λ = ∇ · F and boundary condition σ = n̂ · F . Gauss’s divergence theorem (2.79)
readily verifies self-consistency

ˆ
R

ΛdV =

ˆ
R

∇ · F dV =

˛
∂R
F · n̂dS =

˛
∂R
σ dS. (9.294)

As noted in Section 6.5.6, self-consistency ensures the existence of a solution to the Neumann
problem that is unique up to an arbitrary constant. Hence, ∇D is unique so that

∇×R = F +∇D (9.295)

is also unique (we further discuss uniqueness in Section 9.8.5). Finally, the inhomogeneous
Neumann boundary condition satisfied by the scalar potential, −n̂ · ∇D = n̂ · F , means that
the curl satisfies the homogeneous Neumann boundary condition

n̂ · (∇×R) = n̂ · (F +∇D) = 0, (9.296)

so that (∇×R) is parallel to the boundary.
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Tangential component boundary condition

Consider the vector Poisson equation

−∇2Ψ = Λ for x ∈ R (9.297a)

n̂× (∇×Ψ) = n̂×Σ for x ∈ ∂R, (9.297b)

with an assumed non-divergence condition (Coulomb gauge) placed on Ψ

∇ ·Ψ = 0. (9.298)

The region R is assumed to be a bounded three-dimensional volume with a closed boundary
surface, ∂R. Now let S be an arbitrary simply connected portion of ∂R, and write ∂S for the
closed contour that bounds S. Integrate the normal projection of the vector Poisson equation
over S and make use of Stokes’ theorem (Section 2.6) to render

ˆ
Λ · n̂dS = −

ˆ
∇2Ψ · n̂dS =

ˆ
∇× (∇×Ψ) · n̂dS =

‰
∂S

(∇×Ψ) · t̂ds, (9.299)

with t̂ the unit tangent vector pointing counter-clockwise along the closed contour, and ds the
increment of arc-length along the contour (see Section 2.4). The assumed boundary condition
(9.297b) means that for x ∈ ∂R we can write

∇×Ψ = Σ+m, (9.300)

where m is parallel to n̂ so that n̂ ×m = 0. In turn, with m parallel to n̂ then it is also
perpendicular to the unit tangent vector, t̂ ·m = 0, so that

‰
∂S

(∇×Ψ) · t̂ ds =
‰
∂S

Σ · t̂ds. (9.301)

We are thus led to the self-consistency condition between the source, Λ, and boundary condition,
Σ ˆ

Λ · n̂dS =

‰
∂S

Σ · t̂ds, (9.302)

with this condition holding for any arbitrary simply connected region, S, that lives on the
boundary, ∂R.

Now apply the self-consistency condition (9.302) to the Helmholtz decomposition (9.272), in
which case Ψ = R, Λ = ∇× F , and Σ = F . Making use of Stokes’ theorem readily verifies
self-consistency

ˆ
Λ · n̂dS =

ˆ
(∇× F ) · n̂dS =

‰
∂S
F · t̂ds =

‰
∂S

Σ · t̂ ds. (9.303)

We appeal to the scalar Poisson equation to conclude that self-consistency between the source
and boundary conditions ensures the existence of a vector potential, R, that is unique up to the
gradient of a scalar. Hence, the gradient of the scalar potential is itself unique. Finally, we note
that the assumed boundary condition (9.277b) for the vector potential, n̂× (∇×R) = n̂× F ,
means that the scalar potential satisfies the homogeneous boundary condition

n̂× F = n̂× (∇×R) = n̂× (F −∇D) =⇒ n̂×∇D = 0. (9.304)

We thus see that ∇D is aligned parallel to n̂ along the boundary.
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9.8.4 Orthogonality with the L2 inner product
Consider an L2 inner product for vector functions defined according to the volume integral of
their scalar product

⟨A,B⟩ ≡
ˆ
R

A ·B dV. (9.305)

We here show that ⟨∇D, (∇×R)⟩ = 0. That is, the Helmholtz decomposition (9.272) serves
to decompose a vector into two orthogonal component vectors, where orthogonality is defined
over the L2 inner product (9.305). This orthogonality property is of great importance for the
practical use of the Helmholtz decomposition.

Orthogonality with the normal component boundary condition

Assuming the normal component boundary conditions (9.277a), we readily find that the two
vectors ∇D and ∇×R have a vanishing inner product

⟨∇D,∇×R⟩ =
ˆ
R

∇D ·(∇×R) dV =

ˆ
R

∇·(D∇×R) dV =

ˆ
∂R
D (∇×R)·n̂dS = 0, (9.306)

where the final equality made use of the homogeneous boundary condition (∇×R) · n̂ = 0.

Orthogonality with the tangential boundary condition

Now assume the tangential component boundary conditions (9.277b). For this case we make use
of the following identities holding for Cartesian tensors

∇D · (∇×R) = ∂iD (∇×R)i expose Cartesian tensor indices (9.307a)

= ∂iD ϵijk ∂jRk vector product as per equation (1.51d) (9.307b)

= ∂j(ϵ
ijk ∂iDRk) since ϵijk∂i∂jD = 0 and ∂jϵ

ijk = 0 (9.307c)

= −∂j(ϵjik ∂iDRk) ϵijk = −ϵjik (9.307d)

= −∇ · (∇D ×R) reintroduce Cartesian vector notation. (9.307e)

As a result we have orthogonality

⟨∇D,∇×R⟩ =
ˆ
R

∇· (R×∇D) dV =

ˆ
R

(R×∇D) · n̂dS =

ˆ
∂R

(∇D× n̂) ·R dS = 0, (9.308)

where the final equality made use of the homogeneous boundary condition (∇D × n̂) = 0.

Comments

We have shown that the set of boundary conditions (9.277a) and (9.277b) are sufficient to
produce an L2-orthogonal Helmholtz decomposition on a simply connected domain. However,
we have not shown that these boundary conditions are necessary for orthogonality, with other
boundary conditions generally available. Since orthogonality is central to the practical use of
the Helmholtz decomposition, it is important to verify whether orthogonality property holds
when using alternative boundary conditions.

9.8.5 Uniqueness of the decomposition
We already commented on the uniqueness of the scalar and vector potentials in Section 9.8.3. We
here further that discussion by offering a uniqueness proof following a “proof by contradiction”
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method. For this approach we write the Helmholtz decomposition as

F = −∇D1 +∇×R1 = −∇D2 +∇×R2, (9.309)

and show that the only consistent solution has D1 = D2 and R1 = R2. Note that uniqueness is
a function of the boundary conditions. That is, the normal component boundary conditions
(9.277a) generally lead to a decomposition that is distinct from the tangential component
boundary conditions (9.277b).

Uniqueness with the normal component boundary condition

From the assumed relation (9.309) we have

0 = −∇(D1 −D2) +∇× (R1 −R2). (9.310)

Taking the scalar product of this equality with ∇× (R1 −R2) and then integrating over the
domain leads to

0 = −
ˆ
R

[∇(D1 −D2) · ∇ × (R1 −R2)] dV +

ˆ
R

[∇× (R1 −R2)]
2 dV. (9.311)

The first integral vanishes, as seen by

−
ˆ
R

[∇(D1 −D2) · ∇ × (R1 −R2)] dV =

ˆ
R

[∇D1 · (∇×R2) +∇D2 · (∇×R1)] dV (9.312a)

=

ˆ
R

∇ · [D1 (∇×R2) +D2 (∇×R1)] dV (9.312b)

=

ˆ
∂R

[D1 (∇×R2) +D2 (∇×R1)] · n̂dS (9.312c)

= 0, (9.312d)

where the first equality follows from orthogonality as per equation (9.306); the second equality
holds since the divergence of the curl vanishes (Section 2.3.4); the third equality follows from
Gauss’s divergence theorem (Section 2.7); and the fourth equality follows from the homogeneous
boundary conditions, n̂ · (∇×R1) = n̂ · (∇×R2) = 0, satisfied with the normal component
boundary conditions (9.277a). We are thus left with the equality

ˆ
R

[∇× (R1 −R2)]
2 dV = 0, (9.313)

which is generally satisfied only when ∇ × R1 = ∇ × R2 so that ∇D1 = ∇D2. We have
thus shown that the Helmholtz decomposition F = −∇D +∇×R is unique with the normal
component boundary conditions (9.277a).

Uniqueness with the tangential component boundary condition

Now consider the tangential component boundary conditions (9.277b). The proof proceeds
much like above, only now we take the scalar product of equation (9.310) with ∇(D1 −D2) and
integrate over the domain. In doing so we encounter the term

−
ˆ
R

[∇(D1 −D2) · ∇ × (R1 −R2)] dV =

ˆ
R

[∇D1 · (∇×R2) +∇D2 · (∇×R1)] dV (9.314a)

=

ˆ
R

∇ · [∇D1 ×R2 +∇D2 ×R1] dV (9.314b)
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=

ˆ
∂R

[R2 · (n̂×∇D1) +R1 · (n̂×∇D2)] (9.314c)

= 0, (9.314d)

where the second equality made use of the identity (9.307e) derived when examining orthogonality,
the third equality made of the divergence theorem, and the fourth equality holds according to
the homogenous boundary conditions n̂×∇D = 0 following from equation (9.277b). We are
thus led to ˆ

R

[∇(D1 −D2)]
2 dV = 0, (9.315)

which generally holds only if ∇D1 = ∇D2 and hence ∇×R1 = ∇×R2. We have thus shown
that the Helmholtz decomposition is unique with the tangential component boundary conditions
(9.277b).
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Chapter 10

CALCULUS OF VARIATIONS

The calculus of variations (or variational calculus) provides a mathematical framework to
determine a function that extremizes a given integral. The integral is a functional, which is a
function of functions. As discussed by Yourgrau and Mandelstam (1968), the intellectual origins
of variational methods date from extremum questions posed by the ancient Greeks, which then
found their modern realization in the work of Fermat in optics (e.g., see Chapter 1 in Tracy et al.
(2014)), and in the mechanics of Newton, the Bernoulli brothers, Euler, Legendre, Lagrange, and
Hamilton. Variational methods are central to much of 20th century physics, including classical
and quantum field theory. The calculus of variations is also central to optimization methods,
information theory, and data assimilation.

Discussions of the calculus of variations are given in classical mechanics texts, with the
present chapter building from Chapter 2 of Goldstein (1980), Chapter 5 of Marion and Thornton
(1988), Chapter 2 of Basdevant (2007), and Appendix B of Tracy et al. (2014). Our treatment is
relatively brief, working first through the derivation of the Euler equation and then providing a
few analytical examples. Variational methods can handle constraints that affect the solution
to the extremum problem, though we do not consider constraints in this chapter. Rather, we
leave the treatment of constraints for the analytical mechanics studied in Chapter 12 and fluid
mechanics in Chapter 47.

reader’s guide to this chapter
The calculus of variations is fundamental to various parts of this book through the use of

Hamilton’s Principle, with applications to analytical mechanics in Chapter 12, classical field
theory in Chapter 46, fluid mechanics in Chapter 47, and wave mechanics in Chapter 50 (and
other waves chapters in Part X). In these mechanical examples, the functional is known as
the Lagrangian and the integral is called the action.

When making use of variational methods in other chapters of this book, we typically
provide background to the calculus of variations sufficient to deal with the problem at hand.
Consequently, the present chapter can be readily skipped. Even so, this chapter serves those
wanting a more complete understanding of the method’s foundations, as well a sampling of
the numerous analytical examples enabled by variational methods.

10.1 Mathematical formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 250
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10.1.6 The second form of Euler’s equation . . . . . . . . . . . . . . . . 254
10.1.7 Nature of the extremum . . . . . . . . . . . . . . . . . . . . . . . 254
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10.2 Shortest path between two points on a plane . . . . . . . . . . . . . . . . 255
10.3 Shortest time falling between two points . . . . . . . . . . . . . . . . . . 255
10.4 Shape of a hanging massive string . . . . . . . . . . . . . . . . . . . . . . 257
10.5 Minimal surface of revolution . . . . . . . . . . . . . . . . . . . . . . . . 258

10.1 Mathematical formulation

The fundamental goal of the calculus of variations concerns the determination of a function that
extremizes a given integral. For example, what is the shortest path between two points on a
plane? Experience indicates that the shortest path is a straight line, and with the formalism of
the calculus of variations supporting this experience (Section 10.2). The question is non-local in
that it seeks information about the distance between two distinct points in space. The answer,
as we will see, is the solution to a differential equation that determines a specific function.

Let (x, y) be the Cartesian coordinates for a point in E2 (i.e., the plane), and assume that
y = y(x) specifies y as a differentiable function of x. In this chapter we focus on functions of
one variable, with extensions to higher dimensions straightforward and presented where needed
later in this book. Now consider an integral of the form

J =

ˆ x2

x1

L[y(x), y′(x), x] dx, (10.1)

where L is a functional and

y′(x) =
dy

dx
(10.2)

is the first derivative of y(x). Functionals dependent on higher derivatives of y can be considered.
However, in mechanics (i.e., Hamilton’s principle) we do not encounter higher than the first
derivative, so that a functional of the form (10.1) is sufficient for our needs. We seek a function,
y, that extremizes the integral, J, for a given functional, L, and with specified end points, x1
and x2. The calculus of variations provides a systematic method to determine this extremal
function. Note that we write x, which typically means space point in this book. However, it can
also mean time, t, which is typicallly the case in mechanics.

In formulating the solution to the extremum problem, it is important to recognize that the
functional, L, depends implicitly on x as realized through its dependence on y(x) and y′(x).
It also depends explicitly on x, as indicated by the final argument in equation (10.1). This
tandem implicit and explicit dependence is perhaps the most technically confusing point about
the calculus of variations, making it essential to clearly state how derivatives of L are taken.
This point is further explained in Section 10.1.4.

10.1.1 Variation of a function

Assume that y(x) is the function that extremizes J, and assume this function is unique. As a
result, any function distinct from y(x) is not an extremum of J. One means to consider such
non-extremal functions is by introducing a non-dimensional parameter, α, that defines

Y (x, α) = y(x) + αη(x), (10.3)

where η(x) is an arbitrary smooth function that vanishes at the endpoints

η(x1) = η(x2) = 0. (10.4)
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Specifying these endpoint conditions means that Y (x, α) equals to the extremum function at
the endpoints

Y (x1, α) = y(x1) and Y (x2, α) = y(x2). (10.5)

Furthermore, by definition,
Y (x, 0) = y(x) (10.6)

is the extremum function for all x. We say that Y (x, α) is a function of the spatial point, x, and
the parameter, α. It follows that varying α allows Y (x, α) to sample the space of functions that
are close, but not identical, to the extreme function, y(x).

10.1.2 The δ variation operator acting on a function

As a notational shorthand, it is very useful to make use of the non-dimensional variation operator,
δ, defined so that

Y (x, α) = y(x) + αη(x) = y(x) + δy(x) = (1 + δ) y(x), (10.7)

where δy(x) defines the variation of the function. Notably, δ acts only on the function and not
the space point, so that x remains unchanged upon acting with δ. Correspondingly, δ commutes
with the derivative operator

δ[y′(x)] = δ[dy(x)/dx] = d[δy(x)]/dx. (10.8)

As a final shorthand, we often write

y(x)→ y(x) + δy(x), (10.9)

to indicate that a function, y(x), is to be replaced by (1 + δ) y(x) each place it is found. In
Figure 10.1 we illustrate y(x) + δy(x), where y(x) is a straight line whereas δy(x) are arbitrary
curved paths for which δy(x1) = δy(x2) = 0.
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Figure 10.1: Illustrating some variations to the function, y(x), here depicted as a straight line whereas y(x)+δy(x)
are curved paths. Note that each variation satisfies δy(x1) = δy(x2) = 0.

10.1.3 Derivative of the integral

Introducing the function, Y (x, α), into the integral (10.1) yields

J(α) =

ˆ x2

x1

L[Y (x, α), Y ′(x, α), x] dx, (10.10)
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where we exposed the α dependence of the integral by writing J(α), and where

Y ′(x, α) =
∂Y (x, α)

∂x
= y′(x) + αη′(x). (10.11)

By construction, the integral, J(α), is an extremum at α = 0, which means that its derivative
vanishes there

dJ

dα

∣∣∣∣
α=0

= 0. (10.12)

The integration limits in equation (10.10) are independent of α, so that the chain rule renders

dJ(α)

dα
=

ˆ x2

x1

[
∂L

∂Y

∂Y

∂α
+
∂L

∂Y ′
∂Y ′

∂α

]
dx. (10.13)

Making use of the identities
∂Y

∂α
= η and

∂Y ′

∂α
= η′ (10.14)

leads to

dJ(α)

dα
=

ˆ x2

x1

[
∂L

∂Y
η +

∂L

∂Y ′ η
′
]
dx (10.15a)

=

ˆ x2

x1

[
∂L

∂Y
− d

dx

(
∂L

∂Y ′

)]
η dx+

ˆ x2

x1

d

dx

[
∂L

∂Y ′ η

]
dx, (10.15b)

where the second equality follows from integration by parts. Since η(x1) = η(x2) = 0, the total
derivative term vanishes from equation (10.15b), thus leaving

dJ(α)

dα
=

ˆ x2

x1

[
∂L

∂Y
− d

dx

(
∂L

∂Y ′

)]
η dx. (10.16)

We emphasize the importance of distinguishing the derivative operators as they appear in
equation (10.16), whereby

∂L

∂Y ′ =

(
∂L

∂Y ′

)
Y,x

(10.17a)

d

dx

[
∂L

∂Y ′

]
=

[
∂Y

∂x

∂

∂Y

)
Y ′,x

+
∂Y ′

∂x

∂

∂Y ′

)
Y,x

+
∂

∂x

)
Y,Y ′

]
∂L

∂Y ′ . (10.17b)

The ∂Y and ∂Y ′ terms in equation (10.17b) arise from the implicit x dependence through Y and
Y ′, with the explicit x dependence leading to the ∂x term. Being mindful of these operations
greatly reduces confusion when manipulating the equations of variational calculus. In the
following, we typically drop the subscripts to reduce notational clutter. Yet where confusion
arises it is useful to return to the above two equations for clarification.

10.1.4 Variation of the integral and the Fréchet derivative
Rather than computing the derivative of the integral as in Section 10.1.3, it is common in the
physics literature to compute the variation of the integral through use of the δ operator, which
in turn motivates defining the functional derivative, or sometimes called the Fréchet derivative.
In this approach we write

δJ = δ

ˆ x2

x1

L[y(x), y′(x), x] dx =

ˆ x2

x1

δL[y(x), y′(x), x] dx, (10.18)
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where the variation operator commutes with the spatial integral since, as noted in Section 10.1.2,
δ does not touch the space coordinate. To compute the variation of the functional, L, we make
use of the chain rule and by noting that δx = 0, so that

δJ =

ˆ x2

x1

[
∂L

∂y
δy +

∂L

∂y′
δy′
]
dx (10.19a)

=

ˆ x2

x1

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
δy dx+

ˆ x2

x1

d

dx

(
∂L

∂y′
δy

)
dx (10.19b)

=

ˆ x2

x1

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
δy dx (10.19c)

= α

[
dJ(α)

dα

]
α=0

, (10.19d)

where the penultimate equality holds since δy(x1) = δy(x2) = 0, and the final equality set
δy = αη and used equation (10.16) for dJ(α)/dα. Evidently, equation (10.19d) provides a direct
connection between the variation of the integral to the derivative of the integral via

δJ = α

[
dJ(α)

dα

]
α=0

. (10.20)

The variation operator formalism in equation (10.19c) suggests we define the functional
derivative, also known as the Fréchet derivative, via

δJ

δy(x∗)
=

ˆ x2

x1

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
δy(x)

δy(x∗)
dx =

[
∂L

∂y(x∗)
− d

dx∗

(
∂L

∂y′(x∗)

)]
dx∗, (10.21)

where
δy(x)

δy(x∗)
= δ(x− x∗) dx∗, (10.22)

with δ(x− x∗) the Dirac delta studied in Chapter 7, and with x∗ an arbitrary space point.1 It is
notable that the dx∗ factor appearing in equation (10.22) is typically ignored in most treatments,
since it plays no role in the Euler equations that follow from setting δJ/δy(x∗) = 0 (Section
10.1.5). However, this factor is necessary for dimensional consistency since the Dirac delta has
dimensions of inverse length. So in summary, the Fréchet derivative of the integral is given by

δJ

δy
=

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
dx. (10.23)

The Fréchet derivative provides the functional analog to the gradient operator, with this derivative
vanishing at an extremum of J.

10.1.5 The Euler equation

The derivative (10.16) vanishes when α = 0, by construction, in which case

0 =
dJ(α)

dα

∣∣∣∣
α=0

=

ˆ x2

x1

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
η dx, (10.24)

where the derivatives inside the integral are now taken with respect to y since Y (0, x) = y(x).
Since η(x) is an arbitrary function, this equation is satisfied only if the integrand vanishes, which

1Use of the δ symbol for both the variational operator as well as the Dirac delta is unfortunate but universal.
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leads to Euler’s equation

∂L

∂y
− d

dx

(
∂L

∂y′

)
⇐⇒ y(x) extremizes J[y(x), y′(x), x]. (10.25)

Euler’s equation is equivalently found by setting the Fréchet derivative (10.23) to zero

δJ

δy
= 0 =⇒

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
= 0. (10.26)

Note that in our study of mechanics in Chapter 12, we refer to the Euler equation as the Euler-
Lagrange equation, given work done by Lagrange to extend variational methods to mechanics.

10.1.6 The second form of Euler’s equation

The total derivative of the functional is given, through the chain rule, by

dL

dx
=

[
∂L

∂x

]
y,y′

+
dy

dx

[
∂L

∂y

]
y′,x

+
d2y

dx2

[
∂L

∂y′

]
y,x

(10.27a)

=
∂L

∂x
+ y′

∂L

∂y
+ y′′

∂L

∂y′
, (10.27b)

where the second equality dropped the subscript notation to reduce clutter. In turn, we have

d

dx

[
y′
∂L

∂y′

]
= y′′

∂L

∂y′
+ y′

d

dx

[
∂L

∂y′

]
, (10.28)

with substitution from equation (10.27b) rendering

d

dx

[
L− y′ ∂L

∂y′

]
=
∂L

∂x
+ y′

[
∂L

∂y
− d

dx

(
∂L

∂y′

)]
. (10.29)

The final term on the right hand side vanishes due to Euler’s equation (10.25), thus leading to
the second form of Euler’s equation

d

dx

[
L− y′ ∂L

∂y′

]
=
∂L

∂x
. (10.30)

This equation is particularly useful when the functional, L, has no explicit dependence on x,
in which case the right hand side vanishes. Furthermore, when applied to mechanics, the term
y′ ∂L/∂y′ − L is the Hamiltonian (e.g., see Section 12.9.4).

10.1.7 Nature of the extremum

The Euler equation (10.25) has a solution, y(x), that is an extremum to the integral J[y(x), y′(x), x].
In this manner, we connect a question about the extremum of an integral to the solution of a
differential equation. However, is the extremum a minimum, maximum, or inflection? To answer
that question requires taking the second derivative of the integral,

δ2J = α2

[
d2J(α)

dα2

]
α=0

. (10.31)

In practice this is a rather difficult calculation to perform. Furthermore, in many cases the
nature of the extremum is apparent by inspection. For example, in Section 10.2 we determine the
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path between any two points on a plane, with a straight line an extremum that is the minimum
path since one is free to consider an alternative path this is arbitrarily longer.

10.2 Shortest path between two points on a plane

Let (x, y) ∈ R2 be the Cartesian coordinates for a point in E2 (i.e., a flat plane), where y = y(x)
specifies y as a differentiable function of x. We seek an expresion for the function, y(x), that
represents the shortest path between two arbitrary points in E2. The answer is a straight line

y = y1 +
x− x1
x2 − x1

(y2 − y1) =
y1 (x2 − x) + y2 (x− x1)

x2 − x1
, with y1 = y(x1) and y2 = y(x2),

(10.32)
with the calculus of variations unnecessary to determine this function. Even so, we find it useful
to consider this question using the calculus of variations in order to garner experience and
confidence with the formalism.

In E2, the distance between two infinitesimally close points is given by Pythagoras’ theorem

ds = [(dx)2 + (dy)2]1/2 =
√
1 + (y′)2 dx, (10.33)

so that the finite distance between two points is given by the integral

J =

ˆ x2

x1

ds =

ˆ x2

x1

√
1 + (y′)2 dx =

ˆ x2

x1

Ldx, (10.34)

where the functional is
L =

√
1 + (y′)2. (10.35)

Terms in the Euler equation (10.25) are thus given by

∂L

∂y
= 0 and

∂L

∂y′
=

y′√
1 + (y′)2

, (10.36)

so that the Euler equation is

d

dx

[
y′√

1 + (y′)2

]
= 0, (10.37)

whose solution is indeed the straight line given by equation (10.32).

10.3 Shortest time falling between two points
The brachistochrone is a smooth curve upon which a frictionless bead moves under the effects
from gravity and travels in the shortest time between two points, A and B, where these two
points are not underneath one another.2 We illustrate the physical system in Figure 10.2. The
integral expression for time of the excursion is given by

T =

ˆ B

A
dt =

ˆ sB

sA

ds

v(s)
, (10.38)

where s is the arc length and v(s) is the speed of the bead as a function of the arc length. The
minimal time is achieved by the particle moving in a single plane, which we set as the x-z plane

2If the two points A and B are vertically oriented, then the brachistochrone is the straight vertical line
connecting these two points.
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without loss of generality. In this case the differential arc length is given by

ds =
√
(dx)2 + (dz)2 =

√
1 + (z′)2 dx, (10.39)

where we assumed that the vertical position, z, is a monotonic function of the horizontal position,
x, thus enabling a functional expression z = z(x) for the curve.3
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g = �g ẑ

Figure 10.2: A bead falls along a frictionless wire from point A to point B. It traverses this path in the least
amount of time if the wire is in the shape of a cycloid. This brachistochrone problem is readily solved using
variational methods.

Mechanical energy of the bead is constant since the bead is frictionless.4 If the bead starts
from rest at point A, then the mechanical energy at this point is just given by the gravittional
potential energy, gmzA, where m is the mass of the bead, zA is its vertical position, and we
choose the zero for potential energy at z = 0. We thus find that the speed at any point along
the path is given by

v2/2 + g z = g zA =⇒ v =
√

2 g (zA − z), (10.40)

in which the time integral (10.38) becomes

T =

ˆ sB

sA

ds

v(s)
=

ˆ xB

xA

√
1 + (z′)2√

2 g (zA − z)
dx. (10.41)

The functional appearing in the time integral (10.41) is given by

L = L[z(x), z′(x)] =

√
1 + (z′)2√

2 g (zA − z)
. (10.42)

With no explicit dependence on x, the second form of Euler’s equation, given by equation (10.30),
leads to the identity

L− z′ ∂L
∂z′

=
1√

2 g (zA − z) (1 + (z′)2)
= c−1, (10.43)

where c is a constant with dimensions of speed (L T−1). We can write the solution to this
equation by introducing the angle parameter θ, so that

x = [c2/(4g)] (sin θ − θ) and zA − z = [c2/(4g)] (1− cos θ) (10.44a)

dx/dθ = [c2/(4g)] (cos θ − 1) and d(zA − z)/dθ = [c2/(4g)] sin θ. (10.44b)

3Some treatments, such as Example 5.2 of Marion and Thornton (1988), solve for x = x(z), which is possible
since the is a one-to-one relation between x and z.

4In Section 11.1.5 we prove this property of conservative classical discrete systems.
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This is the equation for a cycloid, which is the curve shown in Figure 10.3 that is traced by a
point on a circle that is rolling (without slipping) along a straight line on a plane.5
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2⇡(c2/4g)

Figure 10.3: A cycloid is the curve traced by a point on a circle that is rolling (without slipping) along a straight
line on a plane. As per equation (10.44a), the radius of the circle is c2/(4g) so that its circumference is 2π c2/(4g).
We depict the circle each quarter rotation as it moves along the line, with the black dot fixed relative to the circle
and tracing out the cycloid.

10.4 Shape of a hanging massive string

Consider a string or cable with uniform mass per length, σ, which is suspended from each end
as depicted in Figure 10.4. What is the shape of the string when in mechanical equilibrium? To
answer this question one can make use of mechanics through studying the tensile forces acting
within the string and the gravitational forces acting on the string, with equilibrium realized
when the net forces and torques sum to zero. Alternatively, we can assume the shape minimizes
the gravitational potential energy of the string, in which case there is no need to determine any
of the forces. Instead we make use of variational calculus to determine the minimum potential
energy state.
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Figure 10.4: A massive string or cable is supported at its two ends at a vertical position z1 = z(x1) = z2 = z(x2).
The string is placed in a vertically directed gravitational field with acceleration, g = −g ẑ, where g is the constant
gravitational acceleration. Variational methods determine the shape of the string as given by the hyperbolic
cosine in equation (10.50), which is known as a catenary. This is the ideal shape taken by stationary power lines,
spider webs, clothes lines, and chains, for example.

The variational problem arises from writing the gravitational potential energy as

P = g σ

ˆ s(x2)

s(x1)
z(x) ds, (10.45)

where s is the arc distance along the curve and g is the constant gravitational acceleration.
Along the curve, the arc-length differential is

ds =
√
(dx)2 + (dz)2 =

√
1 + (z′)2 dx, (10.46)

5See Example 5-2 of Marion and Thornton (1988) for more details of the cycloid.
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where z′(x) = dz/dx is the derivative. Hence, the potential energy is

P = g σ

ˆ x2

x1

z(x)
√
1 + (z′)2 dx = g σ

ˆ x2

x1

L[z(x), z′(x)] dx, (10.47)

where we introduced the functional

L[z(x), z′(x)] = z(x)
√
1 + (z′)2. (10.48)

This functional is reminiscent of that found for the shortest path problem as given by equation
(10.35), yet here there is an extra z(x) factor multiplying the square root term.

Since the functional (10.48) has no explicit x dependence, we make use of the second form of
the Euler equation, in which

L− y′ ∂L
∂y′

= z
√

1 + (z′)2
[
1− (z′)2

1 + (z′)2

]
= ℓ =⇒ z/ℓ = 1 + (z′)2, (10.49)

where ℓ is a constant of integration with dimensions of length. The solution to this differential
equation that satisfies the two endpoint conditions z(x1) = z(x2) is given by

z = ℓ cosh[(2x− x1 − x2)/(2ℓ)], (10.50)

which is referred to as a catenary and is depicted in Figure 10.4. The constant, ℓ, is the vertical
position of the midpoint of the curve, which is also the lowest point

z = ℓ at x = (x1 + x2)/2. (10.51)

10.5 Minimal surface of revolution
Figure 10.5 shows an axially symmetric surface that is bounded by two circles with distinct radii
and that are aligned along the ẑ axis. This surface is formed by connecting two points in the
x-z plane, (x1, z1) and (x2, z2), and then revolving the curve around the z-axis. What is the
shape of the surface that results in the minimum surface area? One guess is that the surface
is a cone built from straight lines extending from the lower circle to the upper circle. In fact,
it turns out to be built from catenaries; i.e., the same shape as found in Section 10.4 for the
hanging massive string, with the resulting surface known as a catenoid.

Given the rotational symmetry assumed for the surface, it is sufficient to fix attention to the
x-z plane. Furthermore, we assume there is a monotonic relation between z and x, so that we
can write z = z(x) for any point on the surface in the x-z plane. In this case the surface area is
given by

A = 2π

ˆ x2

x1

x
√
1 + (z′)2 dx, (10.52)

where the 2π factor arises from the angular integral and circular symmetry. The x factor is the
radius of the circle and

ds =
√

1 + (z′)2 dx (10.53)

is the thickness of a tiny strip along the surface and in the x-z plane (see Figure 10.5). The
integrand to the surface area in equation (10.52) is identical to the integrand in equation (10.47)
for the potential energy of a hanging string. Hence, the minimal surface is constructed from
catenaries. That is, in any particular plane passing through the center of the circles (e.g., the x-z
plane), use a catenary to connect a point on the upper surface to a point on the lower surface,
and then spin this catenary around the vertical axis. The resulting surface of revolution has the
minimal surface area and it is known as a catenoid.
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Figure 10.5: This figure shows an axially symmetric surface that connects two circles aligned along the ẑ axis. The
thickness of a strip along the surface and within the x-z plane is given by ds =

√
(dx)2 + (dz)2 =

√
1 + (z′)2 dx.

The shape of the minimal surface that connects the two circles is known as a catenoid. The catenoid is built from
connecting the two circles with a catenary and then rotating the catenary around the vertical axis.

As noted in Section 2-2 of Goldstein (1980), a more thorough treatment of this problem
identifies those configurations in which there is no catenary that can connect the circles, or
when the minimal surface is discontinuous rather than continuous. Such cases might represent
inflection points rather than minimal surfaces. Also note that circles with similar or identical
radii, then the function z(x) is not monotonic, in which case the problem can be split into two
regions over which z(x) is monotonic.
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Planetary rotation and gravitation are two defining features of geophysical fluid mechanics.
Furthermore, geophysical fluids exhibit motions whose speed is small relative to that of the
rotating planet. We thus say that geophysical fluids are in near rigid-body motion, making
it convenient to use a rotating (non-inertial) terrestrial reference frame to describe the fluid
motion. Rotating and gravitating motion around a planet introduce new physical ideas beyond
more familiar non-rotating physical systems. Rather than introduce rotating physics within the
context of fluid mechanics, we first focus on the point particle system to establish a foundation
for rotating physics. In the process, we also review facets of classical particle mechanics that
are useful in the continuum mechanics of a moving fluid. Additionally, we examine systems of
particles and then take their continuum limit, thus introducing notions relevant to the continuum
mechanics of fluids.

Classical mechanics considers space to be Euclidean and time to be universal. Euclidean
space has no curvature, so that Cartesian coordinates are commonly sufficient (though not
always the most convenient) for developing the equations of motion. Universal time (sometimes
referred to as Newtonian time) means that an event occuring at one point in space at time, t,
also occurs at the same time everywhere else in space. That is, classical mechanics is based
on absolute simultaneity holding throughout all of Euclidean space. The marriage of Euclidean
space and Newtonian time is referred to as Galilean relativity.

There is a payoff for studying these chapters on classical mechanics even for the experienced
physicist. Namely, topics familiar from previous studies are presented from the viewpoint
of what later proves central to the study of geophysical fluid mechanics. In particular, we
encounter Newtonian mechanics, Lagrangian mechanics, Hamilton’s principle, trajectories, linear
momentum, angular momentum, body forces, accelerations due to the rotating reference frame
(planetary Coriolis and planetary centrifugal), space-time symmetries and conservation laws,
center of mass coordinates, harmonic oscillators, pendula, planetary Cartesian coordinates, and
planetary spherical coordinates.

We start by reviewing foundational elements of Newtonian particle mechanics in Chapter
11, considering a single point particle, a system of particles, and particles coupled by linear
oscillators. We here also introduce some kinematic properties of non-inertial reference frames.
Thereafter, in Chapters 13 and 14 we focus on the geophysically relevant case of a classical
point particle moving around a rotating and gravitating sphere as described from the rotating
terrestrial reference frame. In Chapter 12 we study Lagrangian mechanics, which formulates
classical mechanics in a manner that complements Newtonian mechanics. We then follow in
Chapter 15 with a suite of case studies that exemplify the power of Lagrangian mechanics. It is
notable that Lagrangian mechanics focuses on energy rather than forces, and its Euler-Lagrange
differential equations (derived from Hamilton’s stationary action principle) are equivalent to
Newton’s equations of motion. Although leading to the same end point, the energy approach
of Lagrange, coupled to the variational approach of Hamilton’s principle, provide a powerful
means to formulate otherwise intractable problems in classical physics. It also offers the natural
mathematical foundation for connecting symmetries to conservation laws via Noether’s theorem.
Finally, it forms the starting point for a field theoretic perspective on continuum mechanics as
introduced in Chapter 46.



Chapter 11

NEWTONIAN MECHANICS

Classical physics is concerned with describing the motion of matter, with Newtonian classical
mechanics based on using Newton’s laws to deduce the cause of motion. Classical matter is
organized into three categories: (i) massive point particles; (ii) extended and continuous rigid
media (rigid bodies); (iii) extended and continuous non-rigid media (e.g., elastic solids, fluids). A
point particle has zero dimensions and so it occupies a single point in space. Rigid bodies occupy
a finite region of space and are comprised of a continuum of matter particles that maintain fixed
relative positions, thus constraining the media to maintain constant mass and volume. Particles
in an extended non-rigid continuous media can move relative to one another, so that the media
maintains constant mass though with a generally changing volume.1 In this chapter we focus on
mechanics of point particles as a venue to introduce rudimentary features of classical mechanics.

A mechanical description of motion is decomposed into kinematics and dynamics, with
kinematics concerned with the nature of motion and dynamics concerned with the causes of
motion. More specifically, kinematics is concerned with the position, velocity, and acceleration,
whereas dynamics, through Newton’s laws, provide the means to determine how motion is altered
in the presence of forces. The mechanics of Newton are summarized by three laws of motion:

• first law: In an inertial reference frame, every massive body remains at rest or in uniform
motion unless acted on by a net force. This law is sometimes referred to as the law of
inertia.

• second law: In an inertial reference frame, application of a net force to a body alters its
linear momentum.

• third law: To each action there is an equal and oppositely directed reaction.

The first and second laws offer definitions for an inertial reference frame and for a force. The
third law provides a statement about how forces act, thus providing physical substance to the
first and second laws.2 The third law holds for central forces, such as arise in Newtonian gravity
and electrostatics. However, it does not hold for all forces, such as the Lorentz force acting on a
moving charged particle.

The decomposition of matter into point particles, rigid bodies, and continuous media, directly
corresponds to the kinematic decomposition of motion into translations, rotations, and dilations.3

Namely, point particles move by translations through space, with this space-time motion referred
to as a trajectory. The motion of a rigid body consists of its center of mass translations plus
rotations of the body relative to the center of mass. Finally, the motion of a continuous media

1We typically abbreviate “extended non-rigid continuous media” as “continuous media”. There is little room
for confusion with rigid bodies since in this book we provide only tangential attention to the dynamics of rigid
bodies.

2For more on this perspective of Newton’s laws, see Chapter 1 of Symon (1971) or Chapter 2 of Marion and
Thornton (1988).

3This decomposition is referred to as the Cauchy-Stokes decomposition and is studied in Section 18.8.6.
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consists of the translations and rotations of a rigid body, plus changes in the relative positions
of the particles that can lead to changes in the volume of the media, with such motions referred
to as dilatations.

chapter guide

In this chapter we study the rudiments of Newtonian particle mechanics for a single
massive point particle and for a system of such particles. Along the way, we expose core
concepts such as space, time, mass, force, and rotation. Notably, within the bounds of
classical physics, we must remain satisfied with common experience definitions for many
of the foundational concepts that are not deduced from more fundamental principles.

Every classical mechanics textbook has some form of the material presented in this chapter.
The books from Goldstein (1980) and Fetter and Walecka (2003) are targeted at the
entering physics graduate student, whereas French (1971), Symon (1971), Marion and
Thornton (1988), and Taylor (2005) are targeted at second or third year undergraduates.
This chapter is required for understanding the mechanics of a particle moving around a
rotating sphere in Chapters 13 and 14. It also serves as a baseline for the complementary
approach taken by the Lagrangian mechanics studied in Chapters 12 and 15. We make
use of Cartesian tensors for ease of presentation.
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11.1. NEWTONIAN MECHANICS OF A POINT PARTICLE

11.1 Newtonian mechanics of a point particle
In this section we study the Newtonian mechanics of a single point particle of constant mass,
with the point particle occupying a single point in space and so having zero extent.

11.1.1 Position, velocity, and acceleration
The Cartesian position, x, of a point particle at a Newtonian time instance, t, is written

x =X(t) = X1(t) x̂+X2(t) ŷ +X3(t) ẑ = x(t) x̂+ y(t) ŷ + z(t) ẑ. (11.1)

The spatial position is measured relative to an arbitrary origin, with the vector, X, pointing
from the origin to the position of the particle. Universal Newtonian time, t, is a monotonically
increasing parameter that allows for the unambiguous distinction between past, present, and
future. That is, time parameterizes the particle’s position in Euclidean space, withX(t) providing
the mathematical representation for the trajectory in space as determined over a finite span of
time.

The time derivative of the position defines the velocity, and the time derivative of the velocity
is the acceleration

V (t) =
dX(t)

dt
= Ẋ(t) and A(t) =

dV (t)

dt
= V̇ (t) = Ẍ(t), (11.2)

where we introduced the commonly used dot notation for the time derivative. By definition,
the velocity is instantaneously tangent to the trajectory, and the acceleration is instantaneously
tangent to the velocity. Newton’s law connects the acceleration to the net force, in which case
we have no concern for higher time derivatives than the second.

11.1.2 Linear momentum and Newton’s second law
The linear momentum of the particle equals to the mass of the particle, m, times its velocity

P = m Ẋ = mV . (11.3)

The linear momentum changes when it experiences a net force. The vector sum of all forces is
written F , and Newton’s second law of motion states that there exists inertial reference frames
where motion of the particle is described by the differential equation

dP

dt
= F . (11.4)

If the particle mass is fixed, then this equation becomes a second order differential equation for
the particle position as a function of time

A =
dV

dt
=

d2X

dt2
= F /m. (11.5)

Many conclusions in mechanics are expressed in terms of conservation laws (Chapter 14),
which provide relations or conditions whereby mechanical properties of a physical system remain
time invariant (i.e., time independent). Newton’s second law provides our first conservation
law since, in the absence of a net force, the linear momentum remains unchanged: dP /dt = 0.
Depending on the nature of the forces, this conservation law might hold for one, two, or all
three of the vector components to the linear momentum. Note that for a constant mass particle,
a time independent linear momentum means that the velocity remains constant, which is a
statement of Newton’s first law (the law of inertia).
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11.1.3 Galilean relativity and inertial reference frames
If the forces acting on the particle are not directly dependent on the particle velocity, then the
inertial frame equation of motion (11.5) is unchanged if shifting the velocity by a constant. Such
velocity-independent forces (such as Newton’s gravitational force) are commonly found in the
conservative (non-dissipative) motion of charge-free particles. This arbitrariness in the velocity
reflects a symmetry respected by the equation of motion, where symmetry refers to an operation
that can be performed on the system without changing any physics. This particular symmetry
is known in various contexts as Galilean invariance, Galilean relativity, or Newtonian relativity.

Galilean relativity holds for all inertial reference frames in non-relativistic mechanics. It is
thus notable that there is no absolute reference frame, since we cannot mechanically distinguish
any of the inertial reference frames that differ by an arbitrary constant velocity. That is, there
is no classical experiment that can distinguish between two arbitrary inertial reference frames,
so long as the experiments are described by Newton’s equation of motion (11.5) and the force is
independent of the velocity. The operational reason we cannot make a distinction is that the
equation of motion is indistinguishable in the two inertial frames. As a corollary, two inertial
reference frames can at most be moving relative to one another by a constant velocity. Otherwise,
at least one of the reference frames is accelerating, which in turn means that this accelerating
reference frame is not an inertial frame.

This discussion offers an example of the mathematical transformation theory introduced in
Part I of this book. Mathematically, the Galilean transformation is written

t = t and X =X +U t, (11.6)

where the barred position vector is measured in the moving reference frame. Time remains
unchanged since we make use of Newtonian universal time. In contrast, the coordinate position
for the particle in the new frame equals to that in the original reference frame plus a contribution
from the constant velocity, U . We may sometimes refer to the barred reference frame as a
Galilean boosted frame. The particle velocity in the moving (boosted) reference frame is given by

V =
dX

dt
=

dX

dt
+

d (U t)

dt
= V +U , (11.7)

where we set dU/dt = 0 since U has a fixed magnitude and direction (as per our assumption
that it is a constant vector). As expected, the velocity is shifted by the constant reference frame
velocity U , whereas the acceleration in the two reference frames is identical

A =
d2X

dt
2 =

dV

dt
= A. (11.8)

11.1.4 Mechanical work and kinetic energy
When a force is applied to a particle as it moves along its trajectory, the force does mechanical
work on the particle. This force affects the motion, with the work performed by the force
computed by the line integral along the trajectory

W =

ˆ x2

x1

F · dx, (11.9)

where
x1 =X(t = t1) and x2 =X(t = t2) (11.10)

are the spatial coordinates of the endpoints for the trajectory at times t1 and t2, and dx is
the differential vector increment along the trajectory. Since the particle is moving along its
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dynamical trajectory, we can write
dx = V dt (11.11)

and make use of Newton’s equation of motion (11.5) to reach

W =

ˆ x2

x1

F · dx =

ˆ t2

t1

m
dV

dt
· V dt =

m

2

ˆ t2

t1

d(V · V )

dt
dt = K(t2)−K(t1), (11.12)

where we defined the kinetic energy of the particle

K =
m

2
V · V . (11.13)

We conclude that the work done on the particle over a time interval is equal to its change in
kinetic energy. The result (11.12) is called the work-energy theorem.

11.1.5 Mechanical energy conservation
Consider the work done on a particle as it moves between two points in space. Now compute
the work done on the particle as it moves along another path between the same initial and final
positions. If the work done on the particle is independent of the path taken between the points,
then the force is said to be conservative.

Conservation of mechanical energy

Recalling our discussion of exact differentials in Section 2.8, we know that a conservative force
can be written as the gradient of a force potential

F cons = −∇P, (11.14)

where P is called the potential or the potential energy. Inserting the potential into the work
equation (11.12) leads to an expression of mechanical energy conservation

W =

ˆ x2

x1

F cons · dx = ∆K = −∆P =⇒ K(t2) + P (t2) = K(t1) + P (t1). (11.15)

That is, the sum of the kinetic energy plus potential energy remains constant for a particle
moving in a conservative force field. The conservation of kinetic plus potential energy within a
conservative force field offers our third conservation law: the conservation of mechanical energy.

As a result of mechanical energy conservation (11.15), we see that if a particle takes a closed
trajectory within a conservative force field, then there is zero integrated work applied to the
particle

W =

˛
C

F cons · dx = 0, (11.16)

where C is an arbitrary closed trajectory. Another way to see that W = 0 for a closed trajectory
is to write

W =

˛
C

F cons · dx =

˛
C

m
dV

dt
· V dt =

m

2

˛
C

d(V · V ) = 0, (11.17)

with the zero resulting since d(V ·V ) is an exact differential (see Section 2.8 for exact differentials).

Conservative force from the effective gravity field

The earth’s gravitational field as well as the planetary centrifugal acceleration (due to motion
on a rotating planet) both give rise to conservative forces. We discuss these ideas in Section
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13.10.4, where we see that the combined gravitational and planetary centrifugal accelerations
are encapsulated by the gradient of the geopotential, Φ. In this case, the effective gravitational
force acting on a point particle of mass, m, is given by

F geo = −m∇Φ. (11.18)

Consequently, the work done on the particle by the effective gravitational field is

W =

ˆ x2

x1

F geo · dx = −m
ˆ x2

x1

∇Φ · dx = −m [Φ(x2)− Φ(x1)]. (11.19)

The effective gravitational force field does positive work on the particle if Φ(x1) > Φ(x2). That is,
work is applied to the particle as it moves from a high geopotential at x1 to a lower geopotential
at x2, in which case the work-energy theorem (11.12) means that the kinetic energy increases.
Conversely, if Φ(x1) < Φ(x2), then gravity does negative work on the particle. In this case the
potential energy of the particle increases as it moves to a higher geopotential, while, through
the work-energy theorem, the kinetic energy of the particle decreases.

11.1.6 Friction as a non-conservative force
Friction is the canonical non-conservative force that typically depends on the velocity field. For
example, a common form of the frictional force is given by Rayleigh drag

F Rayleigh = −γ mV , (11.20)

where γ > 0 is a constant with dimensions of inverse time. Newton’s equation of motion with
Rayleigh drag (and no other forces) takes the form

dV

dt
= −γ V . (11.21)

Notably, Rayleigh drag is not Galilean invariant since it is dependent on the velocity. We can
understand this lack of Galilean invariance by noting that the friction force identifies the state
of rest (V = 0) as a special reference frame.

The solution to the first order ordinary differential equation (11.21) is the exponential decay

V (t) = V (0) e−γ t, (11.22)

with V (0) the velocity at time t = 0. We thus see that Rayleigh drag exponentially drives the
velocity towards zero. Correspondingly, Rayleigh drag dissipates the kinetic energy according to
twice the exponential decay

dK

dt
= mV · dV

dt
= −2 γ K =⇒ K(t) = K(0) e−2 γ t, (11.23)

where K(0) = V (0) · V (0)/2.

11.2 Kinematics of rigid-body rotations
The motion of a point particle is described by its trajectory, X(t), which provides the particle
location in Euclidean space as time progresses. At each time instance the trajectory’s velocity,
dX/dt, can be decomposed into radial motion towards or away from an arbitrary fixed origin,
plus rotation about an instantaneously defined axis through the origin. In this section we focus
on the rotational motion, so that the particle moves on a trajectory that is a fixed distance from
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V = ⌦⇥X

Figure 11.1: Kinematics of the rotational motion of a particle moving a fixed distance from an origin, whereby
the motion at each instance can be represented as a rotation around an instanteneously determined axis that
passes through the origin. Rotational motion is characterized by the angular velocity, Ω, that is oriented according
to the right hand rule, so that rotation is counter-clockwise relative to Ω̂. The velocity corresponding to this
rotational motion is V = Ω×X, which is perpendicular to both the particle position, X, and the angular velocity,
Ω. The angle, ϕ, is the angle relative to plane perpendicular to the rotation axis that passes through the origin.
This choice for angle is motivated from the geophysical latitude as per Figure 4.3. In contrast, it is conventional
in the mechanics literature to use the co-latitude, π/2− ϕ, which is the angle relative to the rotational axis. This
figure anticipates our study of motion viewed from the rotating terrestrial reference frame in Chapter 13 (see also
Figure 4.3 for the geometry of a rotating sphere).

the origin, d|X|/dt = 0. We make use of results encountered when studying rigid body motion,
with those results available here since |X| is fixed. We thus refer to the motion as rigid-body
rotational motion. Besides offering insights into the nature of motion, the rigid-body rotations
have direct application to the rigid-body rotating reference frame used by terrestrial observers.
We pick up on that application in Section 11.4.

11.2.1 Angular velocity vector
A particle that moves on a trajectory, X(t), that is a fixed distance from an origin (as per points
in a rigid body), can only exhibit rotational motion around an axis that extends through the
origin. In general, the rotational axis has an evolving orientation in space. Yet at any time
instance, the particle motion is specified by the axis around which rotation occurs, as well as
the angular rate of rotation. Bringing the rotation rate and the axis orientation together leads
to the notion of the angular velocity vector (dimensions of radians per time)

Ω = |Ω| Ω̂, (11.24)

where Ω̂ is the unit vector specifying the direction of the rotational axis, and |Ω| is the angular
speed of the rotation. We choose the direction of the rotational axis according to the right hand
rule. Although an arbitrary choice (i.e., we could just as well work with the left hand rule), the
right hand rule establishes a convention from which we pursue the mechanical description. Figure
11.1 provides an example of rotational motion of a particle around an axis passing through a
fixed origin.

11.2.2 Velocity of rigid-body rotation
Since the particle moves along a trajectory that has a fixed distance from the origin, its velocity
is given by

dX

dt
= |X| dX̂

dt
, (11.25)
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where dX̂/dt is the time derivative of the unit vector that points from the origin to the particle.
Following from Figure 11.1, we see that the unit vector evolves under rotations according to

dX̂

dt
= Ω× X̂, (11.26)

with this time derivative perpendicular to both Ω and X̂. Multiplying by the constant |X|
renders the rigid-body velocity vector

dX

dt
= V = Ω×X, (11.27)

with this velocity perpendicular to both the position vector and the rotational axis

V ·Ω = 0 and V ·X = 0, (11.28)

with this orientation reflected in Figure 11.1. We are also led to the corresponding linear
momentum

P = mV = mΩ×X. (11.29)

Evidently, motion that is further away from the rotational axis has a larger velocity magnitude
(speed) for a given angular velocity, and thus a larger linear momentum. This property accords
with our experience on a merry-go-round, in which there is a higher speed at the outer rim of
the merry-go-round relative to points near the center.

11.2.3 Rigid-body rotation of an arbitrary vector

The results from Section 11.2.2, in particular the key result in equation (11.27), hold for any
vector undergoing rigid-body rotation with a fixed origin. This result appears many times
in this book, thus motivating us to here discuss it a bit further from slightly complementary
perspectives. Indeed, we offer yet another derivation in Section 11.4.2 when studying rotating
reference frames. Note that although we consider the position vector, X(t), derivations in this
subsection are general, so that the results hold for an arbitrary vector of fixed magnitude that
rotates about a fixed origin.

Proof that X · dX/dt = 0 for rigid-body rotations

The rigid-body rotation of a vector does not change the vector’s magnitude, so that

|X(t)| = |X(t+ δt)|, (11.30)

where δt is a small time increment during which the vector experiences a rigid-body rotation.
The condition (11.30) can be written in the equivalent form

d(X ·X)

dt
= 0, (11.31)

which then leads to the constraint

X · dX
dt

= 0. (11.32)

Evidently, the time derivative of a vector undergoing a rigid-body rotation about a fixed origin
is itself perpendicular to the vector.
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X(t + δt)

X(t)

Ω

δϑ

Figure 11.2: The change in a vector under a pure rotation leaves its origin fixed and the vector magnitude
unchanged, |X(t)| = |X(t+ δt)|. Only the vector direction changes by the angle δϑ = Ω δt. Infinitesimal changes
generated by the angular velocity Ω lead to the vector differences X(t+ δt)−X(t) = δtΩ×X(t). Evidently, Ω
generates the rotation of vectors around its axis.

Geometric derivation of dX/dt = Ω×X for rigid-body rotations

In Figure 11.2 we consider the vector at two time instances, X(t + δt) and X(t), with the
change in the vector generated by an infinitesimal rotation around the axis defined by the
angular velocity vector, Ω. Evidently, Figure 11.2 reveals that the infinitesimal difference,
X(t+ δt)−X(t), equals to the vector cross product of the angular velocity with the vector

X(t+ δt)−X(t) = δtΩ×X(t). (11.33)

Dividing by δt leads to
dX

dt
= Ω×X. (11.34)

This time derivative satisfies the constraint (11.32) since X · (Ω×X) = 0, meaning that the
magnitude of the vector indeed remains fixed. It is via equation (11.34) that we say Ω generates
rotations of X.

Analytical derivation of dX/dt = Ω×X for rigid-body rotations

Let the direction of the angular velocity, Ω, be vertical, and let X be confined to the horizontal
plane. In a time increment, δt, the vector is rotated by an angle

δϑ = |Ω| δt. (11.35)

In the limit of small δϑ, the difference vector, X(t+ δt)−X(t), is perpendicular to X(t) and is
of magnitude equal to the arc length

δs = |X(t)| δϑ = |X(t)| |Ω| δt. (11.36)

Observe that the vector, Ω×X(t), points in the same direction as the vector, X(t+ δt)−X(t),
and is of length |X(t)| |Ω|. We conclude that

X(t+ δt)−X(t) = Ω×X(t) δt. (11.37)

Dividing through by δt and taking the limit δt→ 0 gives

dX

dt
= Ω×X. (11.38)
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The proof for the case in which Ω has a component along X is a straightforward generalization.
The rotation of the trajectory is still confined to a plane, but only the component of Ω normal
to X generates rotation.

11.2.4 Angular momentum of rigid-body rotations
The angular momentum is the moment of the linear momentum

L =X × P . (11.39)

Newton’s second law (11.4) leads to the time derivative

dL

dt
=X × F , (11.40)

where Ẋ × P = Ẋ ×m Ẋ = 0. The cross product, X × F , is the torque acting on the system
relative to the chosen origin, with torques having dimensions of a force times a length. Equation
(11.40) leads to our second conservation law: a particle has a constant angular momentum when
experiencing zero torques, with this statement dependent on the choice of origin for the angular
momentum and the corresponding torques.4

Inserting the rigid-body velocity (11.27) into the angular momentum (11.39) renders

L =X × P = mX × (Ω×X) = m [Ω |X|2 −X (Ω ·X)] ≡M ·Ω. (11.41a)

In the final equality we introduced the moment of inertia (a symmetric rank two tensor) for a
point particle, with components given by

Mpq = m (X ·X δpq −XpXq). (11.42)

The moment of inertia tensor measures the inertia appropriate for determining angular momentum
relative to a rotational axis. We encounter the moment of inertia tensor for a continuous fluid in
Section 37.9.4 when studying the angular momentum of a region of fluid (see equation (37.76)).

The utility and relevance of angular momentum stems from its conservation for systems
exhibiting rotational symmetry about special points or special directions. For example, motion
on a smooth sphere exhibits rotational symmetry with respect to the center of the sphere.
Consequently, all components of angular momentum for a particle are constant in the absence
of externally applied torques. For motion around a smooth rotating sphere, the rotational
axis breaks the three dimensional isotropy so that we only have a single angular momentum
conservation; namely, the axial angular momentum. We study the connection between symmetry
and conservation laws in Chapter 14, with particular focus on axial angular momentum in
Section 14.5.

11.2.5 Kinetic energy of rigid-body rotations
If the particle is undergoing rigid-body rotational motion so that V = Ω×X (equation (11.27)),
then the squared velocity for the particle is given by

δmn V
m V n = δmn (ϵ

mpq ΩpXq) (ϵ
nstΩsXt) (11.43a)

= δmn ϵ
mpq ϵnstΩpXq ΩsXt (11.43b)

= (δps δqt − δpt δqs) ΩpXq ΩsXt (11.43c)

4We emphasize that angular momentum, torque, and angular velocity, are each defined relative to a chosen
origin and chosen axis. For geophysical motion, the natural origin is the center of the planet, with angular
momentum and torques computed relative to the polar rotation axis. We return to these ideas in Section 14.5.
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= (X ·X) (Ω ·Ω)− (X ·Ω)2, (11.43d)

where we made use of the Cartesian identity (1.69) holding for the permutation symbol. In-
troducing the moment of inertia tensor (11.42) renders the kinetic energy for the rotating
particle

K = 1
2 Ω ·M ·Ω = 1

2 ΩmM
mnΩn. (11.44)

11.2.6 Further study
The kinematics of rotational motion have their origin in the work of Euler. A more thorough
discussion of rotational kinematics can be found in Section 4-6 of Goldstein (1980).

11.3 Accelerated and non-rotating reference frames
Inertial reference frames have a special status in Newtonian mechanics since it is in these reference
frames that Newton’s second law holds as per equations (11.4) or (11.5). Inertial reference frames
are not accelerating, and as such they are related by the Galilean transformations considered in
Section 11.1.3. Inertial reference frames are an idealization only approximately met in practice.
For motion taking place within many terrestrial laboratories, the earth or laboratory reference
frame provides a good approximation to an inertial reference frame. However, when the size of
the physical system increases, and/or the length scale of the motion increases, then we must
account for the earth’s rotation. This is the situation holding for most of the geophysical fluid
motions of concern in this book.

In this section we initiate our study of non-inertial reference frames by working in a frame that
is accelerating along a straight line without turning (i.e. no rotation), such as when observing
motion from a train accelerating on a straight track. We follow this study in Section 11.4 by
examining motion from a rotating reference frame that has a fixed origin, thus allowing us to
make use of the rigid-body rotating mechanics from Section 11.2. Although the rigid rotating
frame in Section 11.4 is more directly connected to the description of geophysical motion from a
rotating terrestrial reference frame, it is useful to warm up to the study of non-inertial reference
frames by first studying the non-rotating case in the present section.

11.3.1 Reference frame induced accelerations and forces
Let R be an inertial reference frame so that Newton’s law of motion takes on the familiar form
(11.5)

m V̇ = F , (11.45)

where F is the net force vector, with such forces arising from force fields (e.g., gravity or
electromagnetic) or from contact forces that arise from interactions between bodies. Now
consider another reference frame, R∗, that moves with velocity V frame relative to R, and let V ∗

be the velocity of a particle measured relative to the R∗. Accordingly, the velocity of a particle
is decomposed into two terms

V = V frame + V ∗. (11.46)

Making use of this relation in Newton’s law (11.45), and rearranging, leads to

m V̇ ∗ = m (V̇ − V̇ frame) = F −m V̇ frame. (11.47)

If V̇ frame vanishes, then Newton’s law (11.47) remains form invariant and we refer to R∗ as
another inertial reference frame that is realized via a Galilean transformation from the original
(see Section 11.1.3 for Galilean transformations between two inertial reference frames). For the
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more general case with a non-vanishing V̇ frame, we encounter an extra force in equation (11.47)
when working in a non-inertial reference frame

F frame = −mAframe ≡ −m V̇ frame. (11.48)

That is, by choosing to write equation (11.47) in the form of Newton’s law, but from the
perspective of the non-inertial reference frame, we must include a force that arises solely due to
acceleration of the reference frame

m V̇ ∗ = F + F frame. (11.49)

To appreciate the minus sign in equation (11.48), consider the backward force felt on the driver
when accelerating forward in a car.

Equation (11.48) is somewhat overloaded. Namely, when the non-inertial reference frame
is rotating, then the coordinate basis vectors are time dependent, and that time dependence
must be considered when transforming vectors. As a result, we only make direct use of equation
(11.48) when studying linear accelerating frames in Section 11.3.3, since in this case the basis
vectors in the two reference frames are the same. The case of rotating reference frames in Section
11.4 requires a bit more work.

11.3.2 A comment on terminology

The reference frame induced force, F frame, from equation (11.48) is sometimes called a “fictitious
force” or a “pseudo-force”. We eschew that terminology since reference frame induced forces can
play a dominant role in describing motion viewed from the non-inertial reference frame. So from
the non-inertial reference frame perspective, there is nothing fictional about them F frame.

Chapter 12 of French (1971) refers to F frame as an inertial force along with the corresponding
inertial acceleration. As noted on pages 493-494 of French (1971), such forces that are experienced
by an object due to the acceleration of a reference frame are “forces of inertia” that allow one
to return Newton’s law back to its familiar form found in inertial reference frames. Though
ubiquitous in the literature, this terminology is prone to confusion since these so-called inertial
forces arise due to non-inertial motion of the reference frame, and as such would more clearly
be referred to as “non-inertial terms” or “non-inertial forces” (see Section 9.3 of Marion and
Thornton (1988)). We aim to avoid confusion by being somewhat pedantic when discussing
forces induced by a non-inertial reference frame.

11.3.3 Simple pendulum in an accelerating train

Consider a non-inertial reference frame that accelerates along a line without turning (i.e., no
rotation). For example, we feel a backwards acceleration while the vehicle accelerates forward,
and the converse while the vehicle slows to a stop. The opposite sense of the acceleration is
accounted for by the minus sign in the expression (11.48).

As a specific example, consider a pendulum with constant mass, m, on a massless string
of length L. Hang the pendulum from the top of a train car in a gravity field and assume the
train has an acceleration, V̇ frame, along a straight track. When viewed from the inertial reference
frame, the pendulum satisfies Newton’s law in the familiar form

m V̇ = F . (11.50)

The force, F , arises from the pendulum’s weight, m g, as well as the string tension, T , so that

m V̇ = T +m g. (11.51)
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Aframe

Figure 11.3: A pendulum oscillating from the ceiling of a train car, with the train moving with velocity
V frame = x̂ |V frame|. Forces acting on the pendulum arise from the string tension, T , and the weight, gm = −ẑ gm.
In the accelerating (non-inertial) reference frame, the additional force appears, −x̂m |V frame|. When viewed
in the accelerating reference frame, the pendulum reaches its equilibrium (V̇ ∗ = 0) at an angle satisfying
tanφequil = |V̇ frame|/g.

When viewed in the accelerating reference frame the equation of motion takes the form

m V̇ ∗ = T +m g −m V̇ frame = T +m (g − V̇ frame). (11.52)

Since the same mass, m, multipled both the gravitational force and the force due to the
accelerating reference frame, we can define an effective gravity by writing

m V̇ ∗ = T +m geff with geff = g − V̇ frame. (11.53)

The effective gravity is not vertical when the reference frame accelerates. For example, if the
reference frame accelerates in the +x̂ direction, then

geff = −g ẑ − V̇ frame x̂ = −g (ẑ + x̂ V̇ frame/g). (11.54)

We depict this situation in Figure 11.3.

What happens when the acceleration of the pendulum vanishes in the inertial reference
frame? In this case the string tension exactly balances the weight so that from equation (11.51)
we find

T = −m g ⇐= no acceleration in inertial frame, R. (11.55)

Evidently, the pendulum comes to rest in the inertial frame with a string tension that exactly
balances the vertical gravitational force acting on the pendulum mass. Hence, the pendulum
hangs vertically.

The same question posed from the non-inertial reference frame leads to the distinct string
tension

T = −m geff ⇐= no acceleration in non-inertial frame, R∗. (11.56)

That is, the string tension now balances the effective gravity, so that the resting pendulum is
not vertical but instead it is aligned with the effective gravity. We can readily find the angle of
the resting pendulum, relative to the vertical, through the expression (11.54) for the effective
gravity, so that

tanφequil = |V̇ frame|/g. (11.57)
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Figure 11.4: Depicting the coordinate axes in an inertial reference frame, (x̂inertial, ŷinertial, ẑinertial), and a
corresponding rigid-body rotating reference frame, (x̂, ŷ, ẑ). The origin for the two reference frames is the same,
and the rotation is around the vertical axis so that ẑ = ẑinertial and Ω = Ω ẑ. Left panel: perspective view of
the inertial and rotating reference frames. Middle panel: horizontal (plan view) and rotation of the horizontal
basis vectors in the rotating reference frame. Right panel: expressing the time derivatives of the horizontal basis
vectors according to the rigid-body rotation equation (11.60).

11.4 Rigid-body rotating reference frames

We now consider a rotating reference frame. For simplicity, as well as to connect to the terrestrial
case, assume rotation is around a fixed axis that passes through a fixed origin, such as that
depicted in Figure 11.4. In this manner, the reference frame rotates as a rigid-body, thus enabling
use of the kinematics from Section 11.2.5

In this chapter we make use of Cartesian coordinates for both the inertial reference frame, R,
and the rigid-body rotating reference frame, R∗, with orientation chosen so that the basis vectors
of the rotating frame rotate counter-clockwise around the vertical axis, ẑ. As we see in this
section, a proper accounting for the basis vector rotation is critical for computing non-inertial
accelerations.

11.4.1 Incorrect calculation of Coriolis acceleration

Directly plugging into the expression (11.48) leads to the force in the non-inertial reference frame

F frame = −m V̇ rigid (11.58a)

= −m d(Ω×X)

dt
(11.58b)

= −mΩ× V (11.58c)

= −mΩ× (V rigid + V ∗). (11.58d)

The first term is the correct expression for the centrifugal acceleration (see Figure 11.5), yet
the second term is missing a factor of two for the Coriolis acceleration. As hinted at following
equation (11.48), the error arises since the coordinate basis vectors change as the reference frame
rotates, and this time dependence must be considered when computing the acceleration seen in
a non-inertial reference frame.

5Rigid-body rotating reference frame is what one generally means when studying rotating physics. However,
there are more general forms of rotation, whereby angular rotation is a function of space and time. We do not
consider time dependent rotating frames in this book. However, the rigid-body frame of the earth’s rotation is
experienced as a latitudinally dependent rotation rate due to sphericity of the planet. Spatial dependence of the
rotating terrestrial frame is the origin for the planetary Rossby waves studied in Part X of this book.
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11.4.2 Rigid-body rotation of an arbitrary vector
We here offer yet another means to derive the key result from Section 11.2.3 concerning the time
derivative of a vector undergoing rigid-body rotation around a fixed origin. For this purpose,
consider a vector that is measured in the rotating reference frame and represented using Cartesian
coordinates

Q =
3∑

i∗=1

Qi∗ êi∗ = Qi∗ êi∗, (11.59)

where the second equality made use of Einstein summation convention. Also, we introduced
the rotating reference frame Cartesian basis vectors, ê1∗ = x̂, ê2∗ = ŷ, and ê3∗ = ẑ, which are
rigidly rotating with the reference frame. Following the discussion in Section 11.2.2, rigid-body
rotation of the basis vectors leads to a time derivative according to equation (11.26), so that

dêi∗
dt

= Ω× êi∗. (11.60)

Hence, the time derivative of Q, when represented in the rotating reference frame, is given by
two terms,

dQ

dt
=

dQi∗

dt
êi∗ +Qi∗ (Ω× êi∗) =

dQi∗

dt
êi∗ +Ω×Q. (11.61)

The first expression on the right hand side is the time derivative of the vector’s components as
measured in the rotating reference frame, which we write as

Q̇∗ ≡ dQi∗

dt
êi∗. (11.62)

The second term in equation (11.61) arises from rigid-body rotation of the rotating reference
frame’s coordinate basis.

11.4.3 Coriolis and centrifugal accelerations
We can make use of equation (11.61) for an arbitrary vector, including the particle’s position
vector. In this case the velocity of the particle is decompsed into

dX

dt
=

dXi∗

dt
êi∗ +Ω×X = V ∗ +Urigid. (11.63)

Evidently, the velocity as measured in the inertial frame equals to the velocity measured in the
non-inertial reference frame, V ∗, plus the rigid-body rotating velocity,

Urigid = Ω×X. (11.64)

Taking the second derivative of the position vector leads to the decomposition of the acceleration
measured in the inertial reference frame

d2X

dt2
=

d2Xi∗

dt2
êi∗ +

dXi∗

dt
(Ω× êi∗) +Ω× dX

dt
(11.65a)

= A∗ +Ω× V ∗ +Ω× (V ∗ + V rigid) (11.65b)

= A∗ + 2Ω× V ∗ +Ω× V rigid. (11.65c)

Hence, the acceleration as measured in the rigid-body rotating reference frame is given by

A∗ = A −2Ω× V ∗︸ ︷︷ ︸
Coriolis

−Ω× V rigid︸ ︷︷ ︸
centrifugal

. (11.66)
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Figure 11.5: Depicting the kinematics of a rigid-body rotating reference frame, with rotation around a fixed
vertical axis that passes through a fixed origin. The orientation is geophysically motivated as per Figure 4.3. In
addition to the angular velocity, Ω, and rigid-body velocity, V rigid = Ω×X, both depicted in Figure 11.1, we
also show the centrifugal acceleration, Acent = −Ω×V rigid = −Ω× (Ω×X), that points outward away from the
rotational axis.

We here identified the Coriolis and centrifugal accelerations

ACoriolis = −2Ω× V ∗ and Acentrifugal = −Ω× V rigid = −Ω× (Ω×X), (11.67)

with both of these accelerations arising from the rigid-body rotation of the non-inertial reference
frame. We have much to say in this book about these accelerations, particularly as realized by
the rotating earth.

11.5 Newtonian mechanics for a system of particles

We here extend the single particle mechanics from Section 11.1 to the case of N particles with
mass, m(i), position, X(i)(t), and velocity, V(i)(t) = dX(i)/dt, where i is an integer labeling the
particles,6 and we assume the particle mass remains fixed in time. In the following, we find it
useful to introduce the total mass of the system as well as the vector center of mass according to

M =

N∑
i=1

m(i) and X =
1

M

N∑
i=1

m(i)X(i). (11.68)

11.5.1 Forces on the particles

We conceive of two contributions to the forces acting on each particle. The first arises from

external force fields that are independent of the N particles, F
(ext)
(i) . For example, we may

consider a system of particles moving in the gravitational field of the planet, with the planet’s
gravitational field assumed to be independent of the particles. The second force arises from the
interactions between the particles, which we refer to as an internal force. We write the internal
force vector as F(ji), which is taken to be the force on particle i due to interactions with particle
j. We furthermore assume that there are no self-forces so that

F(ii) = 0. (11.69)

6We place the particle index within parentheses to emphasize that it is not a tensor index. Correspondingly,
particle indices do not follow the summation convention of tensor indices.
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The net force acting on particle i is thus written

F(i) = F
(ext)
(i) +

N∑
j=1

F(ji), (11.70)

and the net force acting on the full system of particles is

N∑
i=1

F(i) =
N∑
i=1

F
(ext)
(i) +

N∑
i=1

N∑
j=1

F(ji). (11.71)

The final sum can be written

N∑
i=1

N∑
j=1

F(ji) =
1

2

N∑
i=1

N∑
j=1

(F(ji) + F(ij)), (11.72)

where, again, F(ji) is the force on particle i due to interactions with particle j, and F(ij) is the
force on particle j due to interactions with particle i. This identity follows since the sums are
finite so that limits on double sums can be swapped. In the next subsection we see why it is
useful to write the internal forces in this manner.

11.5.2 Weak and strong form of Newton’s third law

Newton’s third law states that the force acting on particle i due to particle j is equal to, yet
oppositely directed, the force acting on particle j due to particle i:

F(ij) = −F(ji). (11.73)

For those forces satisfying Newton’s third law, the total force acting on the N particle system
arises from just the external force, since the internal forces cancel pairwise

N∑
i=1

N∑
j=1

F(ij) =

N∑
i=1

F
(ext)
(i) = F (ext). (11.74)

As discussed in Section 13.10.2, the gravitational force acting between two point masses
offers an example force that satisfies Newton’s third law, in which case the force is given by the
inverse square expression

F(ji) = −
Gm(i)m(j) (X(i) −X(j))

|X(i) −X(j)|3
= −F(ji), (11.75)

where G is Newton’s gravitational constant discussed in Section 13.10.1. Notice how the
gravitational force acts along the line connecting the two particles, so that

(X(i) −X(j))× F(ji) = 0. (11.76)

The electrostatic force acting on charged particles in an electric field is given by Coulombs law,
which is also an inverse squared force and that acts along the line between the two particles.

Newton’s gravity force and the Coulomb electrostatic force are known as central forces. Central
forces are said to satisfy the strong form of Newton’s third law, in that both F(ij) = −F(ji) and
(X(i) −X(j))× F(ji) = 0. Slightly more general forces arise that satisfy F(ji) = −F(ij) and yet
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(X(i) −X(j))× F(ji) ̸= 0, with such forces said to satisfy the weak form of Newton’s third law:

F(ij) = −F(ji) and (X(i) −X(j))× F(ji) = 0 =⇒ central force; strong 3rd law (11.77a)

F(ij) = −F(ji) and (X(i) −X(j))× F(ji) ̸= 0 =⇒ non-central force; weak 3rd law. (11.77b)

Any force that depends on the velocity of the particle is not a central force.7 The distinction
between the weak and strong form of Newton’s third law becomes important when studying
particle angular momentum in Section 11.5.4. When studying stresses in fluids in Chapter 25,
we assume the strong form of Newton’s third law.

11.5.3 Newton’s second law of motion

The linear momentum of a particle is its mass times the velocity

P(i) = m(i) V(i) no implied summation. (11.78)

Assuming the mass of the particle is constant, the corresponding equation of motion is given by
Newton’s second law

Ṗ(i) = m(i) V̇(i) = F
(ext)
(i) +

N∑
j=1

F(ji). (11.79)

Assuming the internal forces satisfy either the weak or strong form of Newton’s third law as in
equations (11.77a)-(11.77b), we find that the total momentum for the N particle system evolves
according to just the total external force

Ṗ =
N∑
i=1

Ṗ(i) =
d2

dt2

N∑
i=1

m(i)X(i) =M Ẍ = F (ext). (11.80)

That is, the time change in the total linear momentum is given by the total mass times the
acceleration of the center of mass, which equals, through Newton’s second and third laws, to the
total external force acting on the system. We thus find that the center of mass maintains a fixed
velocity if there is no net external force acting on the many particle system. This result accords
with common experience whereby we cannot lift ourselves up by our own bootstraps.

11.5.4 Angular momentum

The total angular momentum for the many particle system is given by

L =
N∑
i=1

L(i) =
N∑
i=1

X(i) × P(i) =
N∑
i=1

m(i)X(i) × V(i), (11.81)

and its time derivative is given by

L̇ =

N∑
i=1

m(i)X(i) × V̇(i) =

N∑
i=1

X(i) × F (ext)
(i) +

N∑
i=1

N∑
j=1

X(i) × F(ji), (11.82)

7The force acting on a classical charged particle moving in an electromagnetic field is known as the Lorentz
force. The Lorentz force depends on the velocity of the charged particle and so it is not a central force, with the
Lorentz force only satisfying the weak form of Newton’s third law. See page 45 of Marion and Thornton (1988)
for more discussion.
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where we set Ẋ(i) × V(i) = Ẋ(i) × Ẋ(i) = 0, and made use of the particle equation of motion
(11.79). We identify the term

Γ(ext) ≡
N∑
i=1

X(i) × F (ext)
(i) (11.83)

as the total torque acting on the N particle system arising from the external force acting on
each particle. The internal torque contribution can be written

N∑
i=1

N∑
j=1

X(i) × F(ji) =
1

2

N∑
i=1

N∑
j=1

(X(i) × F(ji) +X(j) × F(ij)) =
1

2

N∑
i=1

N∑
j=1

(X(i) −X(j))× F(ji),

(11.84)
where the first equality follows from interchanging particle indices, and the second equality
follows from the weak form of Newton’s third law given by equation (11.77b). If we furthermore
assume the force satisfies the strong form of Newton’s third law (11.77a), as for a central force,
then the total angular momentum evolves according to just the total external torque

L̇ = Γ(ext). (11.85)

That is, we require the strong form of Newton’s third law to ensure that the total angular
momentum is only affected by the torques created by external forces. If the forces only satisfy
the weak form of Newton’s third law, then evolution of the total angular momentum is generally
affected by internal torques. Such torques arise in the presence of nonmechanical forces, such
as a magnetic force between charged particles when the electromagnetic field contains intrinsic
angular momentum. We have no occasion to study internal torques in this book, so that all
physical systems are assumed to satisfy the strong form of Newton’s third law.

11.5.5 Center of mass coordinates

It is sometimes preferable to move to an internal set of coordinates that dispenses with the
arbitrary fixed origin. In this case we place the coordinate origin at the moving center of mass,

X(i) =X +X ′
(i), (11.86)

with a corresponding velocity expression

V(i) = V + V ′
(i). (11.87)

Making use of the definition of the center of mass coordinate (11.68), we readily find that the
relative position and relative velocity each have a vanishing mass weighted sum over all the
particles

N∑
i=1

m(i)X
′
(i) = 0 and

N∑
i=1

m(i) V
′
(i) = 0. (11.88)

11.5.6 Angular momentum in center of mass coordinates

The total angular momentum of theN particle system, expressed in the center of mass coordinates,
is given by

L =

N∑
i=1

m(i)X(i) × V(i) (11.89a)
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=
N∑
i=1

m(i) (X +X ′
(i))× (V + V ′

(i)) (11.89b)

=MX × V +
N∑
i=1

m(i)X
′
(i) × V ′

(i) (11.89c)

= L(cm) +L′, (11.89d)

where we used equation (11.88) to reach the third equality. The first term is the angular
momentum of the center of mass relative to the fixed origin

L(cm) =MX × V , (11.90)

whereas the second term is the internal angular momentum measured relative to the center of
mass

L′ =
N∑
i=1

m(i)X
′
(i) × V ′

(i). (11.91)

Evolution of the center of mass angular momentum takes on the form

L̇(cm) =MX × V̇ =X × F (ext), (11.92)

with the right hand side the torque from the net external force computed relative to the center
of mass position. Correspondingly, evolution of the total angular momentum is

L̇ =

N∑
i=1

m(i)X(i) × V̇(i) (11.93a)

=
N∑
i=1

(X +X ′
(i))× F ext

(i) (11.93b)

=X × F ext +
N∑
i=1

X ′
(i) × F ext

(i) (11.93c)

= L̇(cm) + L̇′. (11.93d)

We thus see that the rate of change for the angular momentum computed relative to the center
of mass is given by the torques from the external forces applied to each particle, computed
relative to the center of mass

L̇′ =
N∑
i=1

X ′
(i) × F ext

(i) . (11.94)

11.5.7 Energy in center of mass coordinates
Making use of the identity (11.88), we find that the total kinetic energy is given by

K =
1

2

N∑
i=1

m(i) V(i) · V(i) =
M

2
V · V +

1

2

N∑
i=1

m(i) V
′
(i) · V ′

(i) = K(cm) +K ′, (11.95)

which is the sum of the center of mass kinetic energy, K(cm), plus the kinetic energy of the
internal motions relative to the center of mass, K ′.

Consider two configurations of the N particle system, configuration A at time tA and
configuration B at time tB. Let X(iA) be the position of particle i in configuration A, and X(iB)
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the position of this particle in configuration B, and assume the two configurations are connected
by trajectories determined by the equation of motion for each particle. Extending our discussion
of work in Section 11.1.4, we see that the work done by forces acting on the N particle system
as it moves between these two configurations is given by

WAB =
N∑
i=1

ˆ X(iB)

X(iA)

F(i) · dx(i) (11.96a)

=

N∑
i=1

ˆ tB

tA

F(i) · V(i) dt (11.96b)

=
N∑
i=1

ˆ tB

tA

m(i) V̇(i) · V(i) dt (11.96c)

=
1

2

N∑
i=1

ˆ tB

tA

m(i)
d

dt
(V(i) · V(i)) dt (11.96d)

= KA −KB, (11.96e)

where KA and KB are the kinetic energies in the two configurations.

Rather than making use of Newton’s law of motion to introduce the kinetic energy, we can
decompose the force vector in the expression for work, thus giving

WAB =
N∑
i=1

ˆ X(iB)

X(iA)

F(i) · dx(i) (11.97a)

=

N∑
i=1

ˆ X(iB)

X(iA)

F
(ext)
(i) · dx(i) +

1

2

N∑
i=1

N∑
j=1

ˆ X(iB)

X(iA)

F(ji) · (dx(i) − dx(j)), (11.97b)

where the minus sign on the final term arises from Newton’s third law satisfied by the internal
forces. Now assume that both the internal and external forces are conservative, so that they can
separately be written as the gradient of respective potential energies. For the external potential
energy acting on particle i, we assume it is a function just of the position of that particle

F ext

(i) = −∇iP ext(X(i)), (11.98)

where ∇i is the gradient operator acting on the position in space, x(i), of the trajectory at a
particular time, x(i) =X(i)(t). Furthermore, assume the interparticle potential energy between
particles i and j is a function just of the distance between the two particles, which is a property
of central forces. In this case we have

F(ji) = −∇ijP (|X(i) −X(j)|), (11.99)

where ∇ij is the gradient operator acting on the relative position, x(i)−x(j), of the two particles
at a particular time instance. These assumptions then bring the work into the form

WAB = −
N∑
i=1

ˆ X(iB)

X(iA)

∇iP (ext) · dx(i) −
1

2

N∑
i=1

N∑
j=1

ˆ X(iB)

X(iA)

∇ijP · (dx(i) − dx(j)) (11.100a)

= −
N∑
i=1

ˆ X(iB)

X(iA)

dP
(ext)
(i) − 1

2

N∑
i=1

N∑
j=1

ˆ X(iB)

X(iA)

dP (|X(i) −X(j)|) (11.100b)

≡ −[P (tot)(A)− P (tot)(B)], (11.100c)
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where the total potential energy is

P (tot) =

N∑
i=1

P
(ext)
(i) +

1

2

N∑
i=1

N∑
j=1

P (|X(i) −X(j)|). (11.101)

Combining this result and the expression of work in terms of kinetic energy leads to the
conservation of mechanical energy for the conservative N particle system

K + P (tot) = constant. (11.102)

11.5.8 Comments and further reading
This section largely follows Section 2 of Fetter and Walecka (2003). Note that when considering a
continuous fluid in Part V, the interparticle forces manifest as pressure and friction, whereas the
external force is given by gravitation, planetary centrifugal, and planetary Corioliis. Furthermore,
we always assume the fluids in this book satisfy the strong form of Newton’s third law.

11.6 Exercises
exercise 11.1: Acceleration with dΩ/dt ̸= 0
Geophysical applications warrant taking the planetary rotation to be a constant vector, dΩ/dt =
0, and that assumption is made throughout this book. However, for some applications, such
as for rotating machines, we cannot make that assumption. What extra term appears in the
acceleration vector (11.48) when dΩ/dt ̸= 0? Hint: rework the derivation of equation (11.65c)
retaining dΩ/dt ̸= 0.
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Chapter 12

ANALYTICAL MECHANICS

In this chapter we formulate the equations describing classical particle motion according to
Lagrangian mechanics as well as Hamiltonian mechanics. We also make use of Hamilton’s
principle of stationary action, which offers a basis for classical mechanics that is distinct from,
though consistent with, Newton’s laws of motion. That is, within classical mechanics, neither
Newton’s laws of motion nor Hamilton’s principle are derived from more fundamental physical
principles. As we see in this chapter, as well as Chapter 15 and Part IX, the lens afforded by
Lagrangian and Hamiltonian mechanics, as well as Hamilton’s principle, render insights into
the nature of motion and dynamics, while also providing powerful tools for its quantitative and
qualitative description.

We refer to this formulation of mechanics as analytical mechanics. The name is motivated
since a great deal of general analysis is placed up front as part of formulating the equations of
motion. As seen through the examples discussed in Chapter 15, analytical mechanics allow us to
sidestep many difficulties inherent in Newtonian mechanics arising from the need to determine
forces, with forces often difficult if not impossible to determine a priori. Remarkably, analytical
mechanics, through the method of Lagrange multipliers, allows one to determine even the most
complex of forces a posteriori.

chapter guide

We here assume an understanding of Newton’s law of motion from Chapter 11. We also
use a modest level of tensor notation for some of the manipulations. Book supplements to
this chapter include intermediate and advanced treatments of classical mechanics, such as
Landau and Lifshitz (1976), Goldstein (1980), Marion and Thornton (1988), Fetter and
Walecka (2003), José and Saletan (1998), and Taylor (2005).
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12.8.2 Lagrange multipliers and the modified Euler-Lagrange equations 308
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12.9 Symmetries and conservation laws . . . . . . . . . . . . . . . . . . . . . . 310
12.9.1 Free particle motion . . . . . . . . . . . . . . . . . . . . . . . . . 310
12.9.2 Space homogeneity and linear momentum conservation . . . . . . 311
12.9.3 Space isotropy and angular momentum conservation . . . . . . . 312
12.9.4 Time homogeneity and Hamiltonian evolution . . . . . . . . . . . 313
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12.10 Hamiltonian mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
12.10.1 Generalized momenta . . . . . . . . . . . . . . . . . . . . . . . . 315
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12.1 Loose threads
• Liouville’s theorem and motion in phase space in Section 12.10.7.

• Adiabatic invariants: prove the general theorem as in José and Saletan (1998) or Landau
and Lifshitz (1976).

• Hamilton-Jacobi theory in brief.

12.2 Motivation for studying analytical mechanics
As encountered in this chapter, the formulation of Lagrangian mechanics requires a nontrivial
effort in general formalism. Most of this effort is required to account for constraints and to
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remove the need to know anything about forces, including forces of constraint. Hamiltonian
mechanics is another approach that parallels Lagrangian mechanics in that it also accounts for
constraints and has no concern for forces, yet it focuses more on the geometry of phase space
rather than the configuration space of Lagrangian mechanics (these terms are defined later in this
chapter). We refer to analytical mechanics as the study of constrained motion using the methods
of either Lagrange or Hamilton. Analytical mechanics, particularly Hamiltonian mechanics,
proved foundational to the invention of quantum mechanics.

As payoff for the extra formalism needed beyond that of Newtonian mechanics, analytical
mechanics provides an extremely straightforward means to derive the Euler-Lagrange equation
of motion for physical systems. The key reason for the simplification is that with analytical
mechanics we only need energies to derive the equation of motion. Energy is a scalar and thus
is invariant under coordinate transformations, so that the Euler-Lagrange equations of motion
take on the same form regardless the coordinates. In contrast, Newton’s laws are simple to state
in principle. However, they are vector equations since they require information about forces,
and as such they can be very difficult to formulate for mechanical systems beyond the simplest.

Philosophically, we observe that the Newtonian approach is concerned with motion of a
system arising from an outside agency, namely a net force that brings about a change in the linear
momentum, or a net torque that changes the angular momentum. In contrast, the Lagrangian
approach is concerned with properties of the physical system, namely its potential and kinetic
energies. We propose that a complete understanding of a classical physical system comes from
pursuing both the energy approaches of analytical mechanics (of Lagrange and Hamilton) and
the force approach of Newtonian mechanics.

Before diving into the details of analytical mechanics, we offer the following list of character-
istics as motivation for the study.

Generalized coordinates

As seen in Chapter 11, Newtonian mechanics is naturally expressed using Cartesian coordinates,
whereas it takes some work (using tensor methods) to develop the equations using non-Cartesian
coordinates (such as the spherical coordinates used in Chapter 13). In contrast, the equation of
motion arising in Lagrangian mechanics, referred to as the Euler-Lagrange equation, has the
same form using any coordinate system. Lagrangian mechanics is thus suited to the use of
generalized coordinates, with such coordinates tailored to the particulars of each physical system.
Hamiltonian mechanics goes one further step to render insights into the geometry of classical
motion.

Dynamical constraints

Noether’s theorem connects space-time symmetries of a physical system to the dynamical
conservation laws maintained by motion of the system. These conservation laws provide
dynamical constraints on the motion. The deduction of these constraints is naturally arrived at
using Lagrangian mechanics coupled to Hamilton’s principle of stationary action.

Forces of constraint

In addition to dynamical constraints, there are any number of further constraints that arise
from details of the particular motion, such as the imposition of spatial boundaries, rods or
springs connecting particles, or other geometric conditions. From the perspective of classical
mechanics, such constraints might be considered purely kinematical. For example, the motion
of a frictionless bead threaded by a wire is constrained to move along a trajectory defined by
the shape of the wire. Such constraints reduce the spatial degrees of freedom of the particle
motion. However, it is rarely simple, and often impossible in practice, to provide an a priori
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determination of the forces of constraint (also called reactive forces) that maintain the constraints.
Since Newtonian mechanics requires all forces for determining the motion, it offers an impractical
basis for studying systems where the forces of constraint are unknown a priori. In contrast,
the equations of motion from Lagrangian mechanics do not require forces, neither those from
external fields nor the forces of constraint. As such, Lagrangian mechanics provides the basis for
the formulation of a huge range of phenomena. Indeed, it is for this reason that it forms the
core of engineering mechanics.

Diagnosing forces

Although Lagrangian mechanices does not need forces, it does provide the means to determine
forces if so desired, including forces of constraint. It does so through the method of Lagrange
multipliers.

Continuum mechanics

Each of the above motivations, developed in this chapter for particle mechanics, has its general-
izations to continuum mechanics. That is, Lagrangian mechanics and Hamilton’s principle are
suited to continuum field theories such as geophysical fluid mechanics. We touch upon some
of this use in the chapters forming Part IX to this book, which formulates the equations of
geophysical fluid mechanics using Hamilton’s principle. Further motivation is provided when we
study waves in Part X of this book and instabilities in Part XI.

12.3 Constraints
A particle that moves in three dimensional Euclidean space has at most three independent
degrees of freedom, meaning that three numbers are needed to specify the particle’s spatial
position at a particular time. If the particle moves without any forces then it is said to be a
free particle, and we describe free particle motion in Section 12.9.1. Even without forces on the
particle, the motion of a free particle is constrained by dynamical constraints that arise from
symmetries of the space and time through which the particle moves; e.g., linear momentum,
angular momentum, and mechanical energy are conserved (Section 12.9). In addition, there are
further constraints that arise from forces of constraint, as we now discuss.

12.3.1 Holonomic constraints
When constraints are placed on the spatial position of the particles, then they are referred to as
holonomic constraints. For example, consider the motion of a particle restricted to a frictionless
two dimensional surface. As a result, its three Cartesian coordinates are related by a function of
the form

Ψ[x(t), y(t), z(t)] = C, (12.1)

where C is a constant. If, for example, the particle is confined to move on the surface of a sphere
of radius, R, then the constraint takes the form

Ψ[x(t), y(t), z(t)] = x(t)2 + y(t)2 + z(t)2 = R2. (12.2)

By this restriction the particle has two independent spatial degrees of freedom rather than the
three available without the constraint.

Holonomic constraints are enforced by forces of constraint, which are also known as reactive
forces. Forces of constraint reduce the degrees of freedom possessed by the motion. According
to d’Alembert’s principle, forces of constraint instantaneously perform no work on the physical
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system, which is the property that we use to define forces of constraint.1 For the particle moving
on a surface, we readily see that the forces of constraint that keep the particle on the surface
perform no work since the forces act, at each time instance, in a direction that is perpendicular
to the surface and hence perpendicular to the trajectory. Furthermore, note that the forces of
constraint can be conservative (written as the gradient of a scalar potential energy function)
or non-conservative (such as friction). Indeed, within the confines of classical mechanics, we
generally have little fundamental knowledge of the forces of constraints. Rather, we only see
their impact on the motion.

An equivalent expression for the algebraic constraint (12.1) is given by differential expressions

dΨ = 0 or
dΨ

dt
=
∂Ψ

∂xa
ẋa +

∂Ψ

∂t
= 0, (12.3)

where we wrote (x, y, z) = (x1, x2, x3) and made use of the summation convention from tensor
alegebra. We refer to holonomic constraints as integrable since the differential constraint (12.3)
can be integrated to yield the algebraic constraint (12.1).

12.3.2 Non-holonomic constraints

There are physical systems where the constraints take on a more general non-holonomic form.
The canonical non-holonomic constraint involves both the position and velocity and so it is
written

Ψ(X, Ẋ, t) = C. (12.4)

The exact differential of this constraint includes the position, velocity, and time, so that

dΨ =
∂Ψ

∂xa
ẋa +

∂Ψ

∂ẋa
¨̇xa +

∂Ψ

∂t
= 0. (12.5)

We note that some non-holonomic constraints are, in effect, holonomic in that they can be
integrated. For example, consider the contraint

Ha ẋ
a + I = 0, (12.6)

where Ha and I are functions of time that can be written as

Ha =
∂Ψ

∂xa
and I =

∂Ψ

∂t
. (12.7)

For this special case, the constraint (12.6) takes the form of the differential holonomic constraint
(12.3), in which we say that the constraint (12.6) is semi-holonomic. But more generally non-
holonomic constraints are non-integrable and require methods that are not fully covered by the
generalized coordinates or Lagrange multipliers considered in this chapter.

12.3.3 Dynamical constraints

At the start of this section we noted the possibility of a dynamical constraint. Such constraints
typically involve both the position and velocity of the particle, and so might at first be considered
non-holonomic. However, they do not arise from an external force of constraint. Rather, they
arise from space and time symmetries. For example, in Section 12.9.4 we detail conditions under

1Recall from Section 11.1.4 that mechanical work arises when a force acts in a direction aligned with the
motion of a physical system. If the force is perpendicular to the motion, then that force performs no work and so
does not alter the kinetic energy of the system. Hence, d’Alembert’s principle says that forces of constraint act
perpendicular to the motion. See Section 14 of Fetter and Walecka (2003) for more on d’Alembert’s principle.
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which the mechanical energy is a constant of the motion, whereby the sum of the kinetic and
potential energies are constant. For a particle, this dynamical constraint takes the form

m Ẋ · Ẋ/2 + V (X) = K(X, Ẋ). (12.8)

Evidently, this constraint involves the position of the particle, through the potential energy
V (X), and the velocity, through the kinetic energy, m Ẋ · Ẋ/2. It holds everywhere along the
particle’s trajectory as determined by the equation of motion

m Ẍ = −∇V. (12.9)

12.3.4 Comments
In this chapter we only consider dynamical constraints and holonomic constraints. The study of
non-holonomic constraints can be rather subtle, and it is outside our scope.

12.4 Coordinate description of motion
We here review the Cartesian coordinate formalism needed to describe the motion of a system
of N particles, and then transform to generalized coordinates that are optimized to describing
constrained motion.

12.4.1 Cartesian coordinates for N particles
Following the notation from Section 11.5, we specify the position of each discrete particle by its
Cartesian position vector,

X(i) = x̂x
1
(i) + ŷ x

2
(i) + ẑ x

3
(i) = ea x

a
(i), (12.10)

where i = 1, ..N is the particle index, xa(i) is the a’th Cartesian coordinate for particle i, and
ea is the a’th Cartesian basis vector where a = 1, 2, 3. We place the particle index inside a
parentheses to distinguish it from the coordinate indices, and we make use of the Einstein
summation convention for the Cartesian index in the final equality. Each of the Cartesian
coordinates for the particle position are functions of time, though we sometimes suppress time
dependence for brevity.

The notation in equation (12.10) is somewhat cluttered on many occasions. To help de-clutter
the notation we sometimes find it convenient to meld each of the Cartesian position vectors
together into an ordered list of length 3N

X = (x1, x2, x3, x4, x5, ..., x3N−2, x3N−1, x3N ). (12.11)

This list is organized so that the first triplet, n = 1, 2, 3, contains the coordinates for the first
particle, the second triplet, n = 4, 5, 6, is for the second particle, and so on up to the final triplet
where n = 3N − 2, 3N − 1, 3N is for particle N . In so ordering the indices we are able to drop
the particle label since there is a clear mapping between particle number and position within
the list.

12.4.2 An introduction to generalized coordinates
Cartesian coordinates are sufficient for describing motion through Euclidean space, and they
offer a suitable description particularly when there are no constraints on the motion. However,
when constraints reduce the degrees of freedom, we are motivated to choose each coordinate
to directly correspond to an independent degree of freedom. We refer to such coordinates as
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generalized coordinates. Generalized coordinates can be any coordinate that specifies the spatial
position of the matter comprising the physical system. For example, latitude and longitude
provide generalized coordinates for a particle moving on the surface of a sphere, whereas the
polar angle serves as a generalized coordinate for motion around the circumference of a planar
circle. In these two examples, we see that generalized coordinates are typically not Cartesian
coordinates.

A further example of the value of generalized coordinates arises in the description of rigid
body motion. A rigid body is comprised of a huge number of particles that are each constrained
by inter-particle forces that keep the particles rigidly fixed relative to one another.2 Internal
forces of constraint that maintain the rigid spacing provide no net force nor net torqe on the
body as a whole, so that only externally applied forces and torques lead to time changes in the
body’s translation and/or rotation. Correspondingly, the internal forces of constraint perform
no net work on the body, which reflects d’Alembert’s principle. Given that the particles are
rigidly fixed relative to one another, the spatial configuration of the rigid body is specified by
the position of the center of mass (three coordinates) and the orientation of the rigid body in
space (three angles). The spatial configuration of a rigid body is thus fully described by just six
degrees of freedom.3

12.4.3 Cartesian and generalized coordinates for N particles

Assume there are C holonomic constraints placed on the spatial coordinates of the system that
are written in the form

Ψc(x
1, ..., x3N , t) = Cc, for c = 1, ..., C, (12.12)

where Cc are constants. As a result, there are

D = 3N − C (12.13)

spatial degrees of freedom. We can thus choose D generalized coordinates, ξσ, σ = 1, 2, ..., D,
that are linearly independent and so fully describe the spatial position of the constrained system.
For example, if a particle is constrained to move on a spherical shell of radius R, then the two
spherical angular coordinates are suitable generalized coordinates corresponding to the single
constraint equation, r = R.

With the spatial configuration of the physical system fully described by the generalized
coordinates, we can determine the Cartesian position, X, for the particles according to the
functional relation

X =X(ξ1, ξ2, ..., ξD, t), (12.14)

where the explicit time dependence in this relation offers generality that can be useful (e.g.,
motion on a spherical shell whose radius is time dependent). In turn, the exact differential of the
Cartesian position is related to that of the generalized coordinates according to the chain rule

dX =
D∑
σ=1

∂X

∂ξσ
dξσ +

∂X

∂t
dt. (12.15)

2In any real solid, the atoms are not rigidly fixed. But when concerned only with the macroscopic (classical)
motion of a solid body, we can readily approximate its matter constituents as rigidly fixed relative to each other.

3See any of the references at the start of this chapter for detailed analysis of rigid body motion.
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12.4.4 Virtual displacements

When discussing forces of constraint in Section (12.3), we included the qualifier “instantaneous”
or “time instance” when referring to the inability of a force of constraint to do work on the
physical system. This qualifier is needed when the constraints are explicit functions of time,
such as for motion on a spherical shell whose radius changes in time. We formalize this qualifier
by introducing the concept of a virtual displacement. A virtual displacement is a tiny spatial
displacement of a physical system that occurs at a fixed time instance. Furthermore, virtual
displacements respect the forces of constraint, which means they are kinematically admissable
displacements.

Conceptually, we imagine freezing the physical system at a specific time instance, and
then probing alternative realizations of the physical system by considering tiny kinematically
admissable displacements; i.e., displacements that are consistent with the forces of constraints. By
choosing a particular time instance, virtual displacements are not concerned with the dynamics
since dynamics requires information about time changes. For a particle moving on a spherical
shell, spherical angle displacements at a fixed time respect the constraint that the particle
remains on the shell, so that tiny displacements of the spherical angles provide suitable virtual
displacements.

Any perturbation of generalized coordinates represents a possible virtual displacement. In
turn, a virtual displacement written in terms of Cartesian coordinates follows from the exact
differential (12.15) with dt = 0

δX =
D∑
σ=1

∂X

∂ξσ
δξσ. (12.16)

In this expression we introduced the δ symbol for a virtual displacement as distinct from an
exact differential. Virtual displacements hold a prominent role in Lagrangian mechanics as
well as Hamilton’s principle. In the context of Hamilton’s principle, virtual displacements are
generalized to the variations considered when probing alternative trajectories of a physical
system.

Note that the δ symbol is commonly used in this book for tiny displacements or perturbations
of a physical system that allow one to probe dynamical stability and examine alternative
realizations of the motion. Not all cases where we use the δ symbol are virtual displacements.
For example, in Section 14.6.2 we examined the constraints imposed by axial angular momentum
conservation, with the use of δ in that context distinctly not virtual since the perturbations
generally occur over a time interval.

12.4.5 Particle moving on a spherical shell

As an example of the ideas presented in this section, consider a particle constrained to move a
constant radial distance from a fixed center. This motion on a spherical shell is enabled through
the imposition of forces of constaint that keep the particle from either moving radially outward
or radially inward. The forces of constraint can perform no work on the particle since they
act in the radial direction, whereas the motion is in the spherical angular directions. For a
particular realization, consider particle motion on the surface of a solid massive and frictionless
spherical shell. The gravitational force from the shell provides a radially inward force that keeps
the particle from moving outward, whereas the solid surface of the shell provides the radially
outward force that keeps the particle from moving inward.4 It is as if the particle was confined
to a narrow gap between two spherical surfaces that only allow motion in the angular directions.

4The constraint against moving inward arises from inter-atomic forces that keep the particle from penetrating
into the solid shell. From the perspective of the classical particle motion, we are unconcerned with such inter-atomic
forces, but instead only concerned with their effects on the classical motion of the particle.
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Neither of the constraining forces performs work on the particle since they act perpendicular to
the particle’s motion.

The coordinates used to specify the particle position are constrained to the spherical shell
with fixed radius, R. Hence, the particle spatial position is fully specified by the latitude, ϕ, and
longitude, λ, which are related to Cartesian coordinates via equations (4.206a)–(4.206c) (see
also Figure 4.3)

x = R cosϕ cosλ and y = R cosϕ sinλ and z = R sinϕ, (12.17)

which manifests the constraint placed on the three Cartesian coordinates

X(t) ·X(t) = x(t)2 + y(t)2 + z(t)2 = R2. (12.18)

Note that the corresponding exact differentials

dx = R (−dϕ sinϕ cosλ− dλ cosϕ sinλ) (12.19a)

dy = R (−dϕ sinϕ sinλ+ dλ cosϕ cosλ) (12.19b)

dz = R dϕ cosϕ, (12.19c)

are within the spherical shell since they are orthogonal to the radial unit vector

r̂ · (x̂dx+ ŷ dy + ẑ dz) = 0, (12.20)

where the radial unit vector is given by equation (4.219c)

r̂ = x̂ cosλ cosϕ+ ŷ sinλ cosϕ+ ẑ sinϕ. (12.21)

12.5 Lagrange’s equations of motion

In this section we step through the derivation of Lagrange’s equation of motion. This equation
is equivalent to Newton’s equation of motion, and yet it eliminates the forces of constraint and
is written fully in terms of generalized coordinates. A key facet of the derivation concerns the
need to articulate the functional dependency of the Cartesian position and velocity, X and Ẋ,
on the generalized coordinates, generalized velocities, and time, (ξσ, ξ̇σ, t).

12.5.1 Eliminating the forces of constraint

The inability of forces of constraint to perform work under virtual displacements (d’Alembert’s
principle) provides the key insight needed to eliminate the forces of constraint from the equations
of motion. For this purpose, start by writing Newton’s equation of motion using Cartesian
coordinates

Ṗn = Fn + Fnconstraint for n = 1, ..., 3N, (12.22)

where Fn is the n’th component of the net applied force (e.g., gravity, electromagnetism) and
Fnconstraint is the n’th component of the force of constraint. It is convenient to make use of the
3N ordered list notation of equation (12.11), in which we organize the linear momentum time
derivatives and applied forces

Ṗ = (Ṗ 1, Ṗ 2, Ṗ 3, Ṗ 4, Ṗ 5, ..., Ṗ 3N−2, Ṗ 3N−1, Ṗ 3N ) (12.23a)

F = (F 1, F 2, F 3, F 4, F 5, ..., F 3N−2, F 3N−1, F 3N ), (12.23b)
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so that Newton’s equation (12.22) for the N particle system becomes

Ṗ = F + Fconstraint. (12.24)

Through d’Alembert’s principle we eliminate the forces of constraint by multiplying Newton’s
equation (12.24) by the vector of Cartesian virtual displacements, δX, and summing over all
3N Cartesian coordinates

(Ṗ − F ) · δX = 0. (12.25)

To reach this equation we set
Fconstraint · δX = 0, (12.26)

due to d’Alembert’s principle. To help appreciate d’Alembert’s principle written as equation
(12.26), again refer to the case of a particle moving on a spherical shell from Section 12.4.5,
whereby the force of constraint is directed radially whereas a virtual displacement is directed
along an angle within the shell.

Equation (12.25) is a statement of d’Alembert’s principle using Cartesian coordinates. It
succeeds in eliminating the forces of constraint, which is one of our goals. However, we cannot
set each of the 3N terms individually to zero since each Cartesian component of the virtual
displacement, δX, is not generally independent of the other. To provide a more useful expression
requires us to transform the Cartesian virtual displacements into generalized coordinate virtual
displacements. This part of the derivation requires a few steps, and we do so by separately
considering F · δX and Ṗ · δX.

12.5.2 Work by the applied forces acting on virtual displacements

Although the forces of constraint perform no work on the virtual displacements, the applied
forces generally do perform work, as given by

δW = F · δX = F ·
D∑
σ=1

∂X

∂ξσ
δξσ =

D∑
σ=1

Qσ δξ
σ. (12.27)

The second equality made use of equation (12.16) to write the Cartesian virtual displacement in
terms of the generalized coordinate displacements. The third equality defined the generalized
force, which is the representation of the applied force using generalized coordinates

Qσ = F · ∂X
∂ξσ

. (12.28)

We thus identify the product, Qσ δξ
σ (no implied sum), as the work done by the generalized

force, Qσ, on the generaliized virtual displacement, δξσ. Correspondingly, the total work done
by all generalized forces is given by the sum in equation (12.27). Observe that the generalized
force can be computed from the defining expression (12.28), given knowledge of the force vector,
F , and coordinate transformation matrix, ∂X/∂ξσ. Alternatively, and often more conveniently,
recall that the virtual displacements of the generalized coordinates are linearly independent so
that we can compute the generalized force by computing the virtual work arising from a single
virtual displacement, with all other displacements set to zero.
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12.5.3 Massaging Ṗ · δX

As for equation (12.27), we transform the Cartesian virtual displacements into generalized
coordinate virtual displacements according to

Ṗ · δX = Ṗ ·
D∑
σ=1

∂X

∂ξσ
δξσ =

3N∑
n=1

D∑
σ=1

ṗn
∂xn

∂ξσ
δξσ, (12.29)

which takes on the following form if each particle has the same constant mass, m,

Ṗ · δX = m

3N∑
n=1

D∑
σ=1

ẍn
∂xn

∂ξσ
δξσ (12.30a)

= m

3N∑
n=1

D∑
σ=1

[
d

dt

(
ẋn

∂xn

∂ξσ

)
− ẋn d

dt

(
∂xn

∂ξσ

)]
δξσ. (12.30b)

To massage this expression further requires us to be careful about the functional dependencies
for the terms inside the square bracket.

Alternative expression for the transformation matrix elements

For the first right hand side term in equation (12.30b), recall that the functional dependence for
the Cartesian expression of the particle velocity is found by making use of the exact differential
(12.15), where division by dt leads to

Ẋ =
D∑
σ=1

∂X

∂ξσ
ξ̇σ +

∂X

∂t
. (12.31)

The Cartesian position, X, is a function of the generalized coordinates and time as per equation
(12.14), which then means that the partial derivatives, ∂X/∂ξσ and ∂X/∂t, each have the
same functional dependence. We thus conclude that the Cartesian velocity is a function of the
generalized coordinates, the generalized velocities, and time

Ẋ = Ẋ(ξ1, ..., ξD, ξ̇1, ..., ξ̇D, t). (12.32)

Furthermore, equation (12.31) says that each element of Ẋ is a linear function of the generalized
velocities, ξ̇σ, from which it follows that

∂ẋn

∂ξ̇σ
=
∂xn

∂ξσ
. (12.33)

This rather remarkable identity says that component-wise, the partial derivative of the Cartesian
velocity, with respect to the generalized coordinate velocity, equals to the partial derivative of
the Cartesian coordinate with respect to the generalized coordinate.

Making use of the identity (12.33) for the first right hand side term in equation (12.30b)
leads to

m
3N∑
n=1

D∑
σ=1

d

dt

[
ẋn

∂xn

∂ξσ

]
= m

3N∑
n=1

D∑
σ=1

d

dt

[
ẋn

∂ẋn

∂ξ̇σ

]
(12.34a)

=
m

2

3N∑
n=1

D∑
σ=1

d

dt

[
∂(ẋn ẋn)

∂ξ̇σ

]
(12.34b)
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=
D∑
σ=1

d

dt

[
∂K

∂ξ̇σ

]
, (12.34c)

where we introduced the kinetic energy of the N particle system

K =
m

2

3N∑
n=1

ẋn ẋn =
m

2

N∑
i=1

Ẋ(i) · Ẋ(i) =
m

2

N∑
i=1

ẋa(i) δab ẋ
b
(i), (12.35)

with the final equality introducing the Kronecker metric, δab, for Euclidean space. Note that the
functional dependence (12.32) for the Cartesian velocities is transferred to the kinetic energy so
that

K = K(ξ1, ..., ξD, ξ̇1, ..., ξ̇D, t). (12.36)

Proving that d/dt(∂xn/∂ξσ) = ∂ẋn/∂ξσ

For the next step we prove the identity

d

dt

∂xn

∂ξσ
=

∂

∂ξσ
dxn

dt
(12.37)

by evaluating both sides and showing they are equal. For the left hand side, recall from the
derivation of equation (12.33) that the transformation matrix element, ∂xn/∂ξσ, is a function of
the generalized coordinates and time, so that its total time derivative is

d

dt

∂xn

∂ξσ
=

 ∂
∂t

+

D∑
µ=1

ξ̇µ
∂

∂ξµ

 ∂xn
∂ξσ

. (12.38)

Next, evaluate the right hand side of equation (12.37) directly by expanding the total time
derivative. Importantly, recall the functional dependence of the Cartesian velocity in equation
(12.32), and note that the partial derivative, ∂/∂ξσ, is computed while holding fixed the explicit
time dependence and the dependence on the generalized velocity, ξ̇σ. We thus find

∂

∂ξσ
dxn

dt
=

∂

∂ξσ

 ∂
∂t

+

D∑
µ=1

ξ̇µ
∂

∂ξµ

xn =

 ∂
∂t

+

D∑
µ=1

ξ̇µ
∂

∂ξµ

 ∂xn
∂ξσ

, (12.39)

which follows since (i) partial derivative operators commute, and (ii) the partial derivative,
∂/∂ξσ, is computed while holding the generalized velocity, ξ̇µ, fixed. Since equations (12.38)
and (12.39) are identical, we have proven the identity (12.37).

Making use of equation (12.37) for the second right hand side term in equation (12.30b)
leads to

3N∑
n=1

D∑
d=1

mnẋn
d

dt

(
∂xn

∂ξσ

)
δξσ = m

3N∑
n=1

D∑
σ=1

ẋn
∂

∂ξσ
dxn

dt
δξσ =

D∑
d=1

∂K

∂ξσ
δξσ, (12.40)

where we again introduced the kinetic energy (12.35) of the N particle system.
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12.5.4 Lagrange’s equation of motion

We now combine the expression (12.27) for the work done by the generalized force against the
virtual displacements, along with the identities (12.34c) and (12.40), to find

D∑
d=1

[
d

dt

[
∂K

∂ξ̇σ

]
− ∂K

∂ξσ
−Qσ

]
δξσ = 0. (12.41)

We have thus succeeded in eliminating the forces of constraint and expressing the equations
in terms of just the generalized coordinates. Since each of the virtual displacements of the
generalized coordinates, δξσ, σ = 1, ...D, are linearly independent, satisfying equation (12.41)
for arbitrary virtual displacements requires Lagrange’s equations of motion

d

dt

[
∂K

∂ξ̇σ

]
− ∂K

∂ξσ
= Qσ for σ = 1, ..., D. (12.42)

Lagrange’s equation is a partial differential equation for the kinetic energy that is driven by
generalized forces. This equation holds separately for each of the D generalized coordinates.

12.5.5 Conservative forces and the Lagrangian function

Conservative forces are those that can be derived as minus the spatial gradient of a potential
energy scalar, P . We commonly assume conservative forces when working with Lagrangian
mechanics as discussed in Section 12.5.5. When written using Cartesian coordinates, the potential
energy for a conservative system is time independent. However, when transforming to generalized
coordinates as per equation (12.14), the potential energy can pick up an explicit time dependence
along with the expected dependence on generalized coordinates. We thus write the potential
energy as

potential energy = P cartesian(X) = P generalized(ξ1, ..., ξD, t), (12.43)

where P cartesian and P generalized are distinct scalar functions that both measure the potential energy.
Notably, the potential energy is not a function of the Cartesian velocity nor the generalized
velocity, so that

∂P cartesian

∂ẋn
= 0 and

∂P generalized

∂ξ̇σ
= 0. (12.44)

As per our discussion of scalar functions in Section 1.5.1, we drop the extra superscript
notation on the potential energy in equation (12.43), with the understanding that the functional
dependency determines which particularl function is meant. In this manner, the generalized
force takes the form

Qσ =

3N∑
n=1

Fn
∂xn

∂ξσ
= −

3N∑
n=1

∂P (X)

∂xn
∂xn

∂ξσ
= −∂P (ξ

1, ..., ξD, t)

∂ξσ
, (12.45)

where the second equality follows from the chain rule. Consequently, we can rewrite Lagrange’s
equation (12.42) as

d

dt

[
∂(K − P )

∂ξ̇σ

]
− ∂(K − P )

∂ξσ
= 0 for σ = 1, ..., D. (12.46)

The difference between the kinetic energy and potential energy is referred to as the Lagrangian

L = K − P, (12.47)
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so that Lagrange’s equation of motion (12.46) takes on the more commonly written form

d

dt

[
∂L

∂ξ̇σ

]
− ∂L

∂ξσ
= 0 for σ = 1, ..., D. (12.48)

The Lagrangian inherits the functional dependence of the kinetic energy as given by equation
(12.36)

L = L(ξ1, ..., ξD, ξ̇1, ..., ξ̇D, t). (12.49)

Furthermore, we refer to the space defined by the ξσ, ξ̇σ, σ = 1, ..., D as configuration space. As
such, Lagrange’s equation (12.48) is a partial differential equation for motion in configuration
space.

In Lagrange’s equation (12.48), when computing the partial derivatives, ∂/∂ξσ and ∂/∂ξ̇σ,
all other variables are held fixed. When computing the total time derivative, d/dt, we must be
sure to account for the functional dependence of L according to equation (12.49), so that

d

dt

[
∂L

∂ξ̇µ

]
=

[
∂

∂t
+ ξ̇σ

∂

∂ξσ
+ ξ̈σ

∂

∂ξ̇σ

]
∂L

∂ξ̇µ
. (12.50)

12.5.6 Connection to Newton’s equation of motion
As a partial differential equation for the scalar Lagrangian function, Lagrange’s equation (12.48)
is quite distinct from Newton’s equation of motion, which is a vector ordinary differential
equation for the acceleration determined by the forces. However, these two equations are directly
connected since we used Newton’s equation to derive Lagrange’s equation.

To further reveal the equivalance, consider the unconstrained case for a single particle, in
which the Lagrangian as written in Cartesian coordinates as

L = (m/2) (ẋ2 + ẏ2 + ż2)− P (x, y, z), (12.51)

which leads to

d

dt

[
∂L

∂ẋ

]
= mẍ and

d

dt

[
∂L

∂ẏ

]
= mÿ and

d

dt

[
∂L

∂ż

]
= m z̈. (12.52)

Lagrange’s equation thus becomes Newton’s equation of motion

F = m Ẍ with F = −∇xP. (12.53)

12.5.7 Kinetic energy in terms of generalized velocities
We wrote the kinetic energy in equation (12.35) in terms of the Cartesian velocities. Here we
make use of the coordinate transformation (12.31) to expose the generalized velocities according
to

K =
m

2

N∑
i=1

ẋa(i) δab ẋ
b
(i) (12.54a)

=
m

2

N∑
i=1

[
∂xa(i)

∂t
+

D∑
σ=1

ξ̇σ
∂xa(i)

∂ξσ

]
δab

∂xb(i)
∂t

+

D∑
µ=1

ξ̇µ
∂xb(i)

∂ξµ

 , (12.54b)

where we made use of the notation in equation (12.10) with the implied summation over
a, b = 1, 2, 3. Expanding this product leads to three terms, two of which arise from the time
dependent coordinate transformation, whereby ∂tX(i) ̸= 0. The third term is given by the

page 298 of 2158 geophysical fluid mechanics



12.6. HAMILTON’S PRINCIPLE OF STATIONARY ACTION

quadratic form

m

2

N∑
i=1

D∑
σ=1

D∑
µ=1

∂xa(i)

∂ξσ
δab

∂xb(i)

∂ξµ
ξ̇σ ξ̇µ =

m

2

D∑
σ=1

D∑
µ=1

Gσµ(ξ) ξ̇
σ ξ̇µ. (12.55)

We here introduced the symmetric tensor

Gσµ =

N∑
i=1

∂xa(i)

∂ξσ
δab

∂xb(i)

∂ξµ
, (12.56)

which is the metric tensor for the space of generalized coordinates. For the special (and common)
case of a time independent coordinate transformation, the metric is a function just of the
generalized coordinates

Gσµ = Gσµ(ξ), (12.57)

and the kinetic energy reduces to the quadratic form

K =
m

2

D∑
σ=1

D∑
µ=1

Gσµ(ξ) ξ̇
σ ξ̇µ if ∂tX(i) = 0. (12.58)

12.5.8 Comments
The derivation in this section closely follows sections 13, 14, and 15 of Fetter and Walecka (2003).
In summary, the approach started from Newton’s equation of motion and then introduced virtual
displacements, d’Alembert’s principle, generalized coordinates, and then pursues a series of
manipulations that carefully account for the functional dependencies of various quantities. In
the next section we take an alternative approach that starts from Hamilton’s stationary action
principle, which is a more streamlined approach that renders Lagrange’s equation and is thus
consistent with Newton’s equation of motion. The more tedious approach of the current section
serves to expose certain details about are both useful for understanding the foundation of the
theory, and find use in different contexts within this book.

12.6 Hamilton’s principle of stationary action
In this section we show that Lagrange’s equations of motion (12.48) for a conservative physical
system can be derived from a variational principle, known as Hamilton’s principle of stationary
action. Hamilton’s principle states that the action, which is the time integral of the Lagrangian,
is stationary if and only if Lagrange’s equation of motion are satisfied. Hamilton’s principle is
logically on the same level as Newton’s laws of motion in that neither are derived from more
fundamental principles. Rather, they each offer the starting point for two distinct, but consistent,
formulations of mechanics.

12.6.1 Notation
As for our derivation of Lagrange’s equations in Section 12.5, it is useful to work with generalized
coordinates in order to seamlessly account for constraints. To reduce notation clutter we use the
boldface notation introduced in equation (12.11) for Cartesian coordinates. Here, the generalized
coordinates and generalized velocities for a system with D degrees of freedom are organized into
a list of length D according to

ξ = (ξ1, ..., ξD) and ξ̇ = (ξ̇1, ..., ξ̇D). (12.59)
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In this manner, the kinetic energy, potential energy, and Lagrangian are written with the
functional dependence

K = K(ξ, ξ̇, t) and P = P (ξ, t) and L = L(ξ, ξ̇, t). (12.60)

We also assume the following shorthand for partial derivatives

∂K

∂ξ
= (∂K/∂ξ1, ∂K/∂ξ2, ..., ∂K/∂ξD) and

∂K

∂ξ̇
= (∂K/∂ξ̇1, ∂K/∂ξ̇2, ..., ∂K/∂ξ̇D). (12.61)

With this notation, Lagrange’s equations of motion (12.48) take the form

d

dt

[
∂L

∂ξ̇

]
− ∂L

∂ξ
= 0. (12.62)

12.6.2 The action

Consider the trajectory of an N particle system with D ≤ 3N degrees of freedom, and assume
knowledge of the trajectory at two points in time, tA < tB. The action is the time integral of
the Lagrangian5

S =

ˆ tB

tA

L(ξ, ξ̇, t) dt, (12.63)

where we exposed the functional dependence (12.49) for the Lagrangian function. As defined, the
action has physical dimensions of energy times time, which is the same as angular momentum

S [≡] M (L/T)2 T = M L2 T−1. (12.64)

Hamilton’s principle states that the physically realized trajectory is an extremum of the action.
The action integral (12.63) must have an extremum arising from the physically realized trajectory,
regardless the time interval. However, the extremum is not necessarily a minimum.6 Indeed,
it is typically nontrivial to deduce the nature of the extremum given that one must compute
the second variation of the action. Even so, we only rely on there being an extremum of the
action in order to derive the equations of motion. It is for this reason that we prefer the name
Hamilton’s principle of stationary action rather than the commonly used Hamilton’s principle of
least action.

12.6.3 Variation of the action

To prove that the action is stationary for the physical trajectory, ξ(t), consider a perturbed
trajectory via

ξ′(t) = ξ(t) + ϵχ(t). (12.65)

As so defined, we have the perturbation written

δξ(t) = ξ′(t)− ξ(t) = ϵχ(t), (12.66)

and the corresponding perturbation to the generalized velocity

δξ̇(t) = ξ̇′(t)− ξ̇(t) = ϵ χ̇(t) = (d/dt) δξ. (12.67)

5In some chapters of this book (e.g., Chapters 22, 22, and 26), S is the entropy per mass. The distinct
meanings for the same symbol will be clear from the context.

6This point is emphasized in a footnote in Section 2 of Landau and Lifshitz (1976).
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In these equations, ϵ is a small non-dimensional constant that scales the perturbation function,
χ(t). Furthermore, the perturbation function vanishes at the initial time and final time

χ(tA) = χ(tB) = 0, (12.68)

and χ(t) is consistent with the constraints applied to the system. For example, if the motion is
constrained to the surface of a spherical shell, then so too is χ. Furthermore, note that equation
(12.67) reveals that variations in the generalized velocities are not independent of variations of
the generalized coordinates.

We refer to δξ(t) as the variation of the trajectory, with Figure 12.1 providing an example.
Variations provide a method to probe physically unrealized paths for the purpose of characterizing
and understanding what is special about the physically realized path. This approach builds from
the virtual displacements considered in Section 12.4.4. Indeed, the path variations are virtual
displacements from the physical path. Like a virtual displacement, path variations are made
during a single time instance so that dt = 0.

<latexit sha1_base64="Be90IPOfzFGXpY0ml5KglCkXn3k=">AAACLnicbVBNS8NAEN34WeNXqwcPXoJF8FQSkeqx6MVjC/YD2lA220m7dLMJuxOhhP4Cr/o//DWCB/Hqz3Db5qBtHww83pthZl6QCK7RdT+tjc2t7Z3dwp69f3B4dFwsnbR0nCoGTRaLWHUCqkFwCU3kKKCTKKBRIKAdjB9mfvsZlOaxfMJJAn5Eh5KHnFE0UgP7xbJbcedwVomXkzLJUe+XrLPeIGZpBBKZoFp3PTdBP6MKORMwtXuphoSyMR1C11BJI9B+Nr906lwaZeCEsTIl0ZmrfycyGmk9iQLTGVEc6WVvJq71QHOJa50gWid3Uwzv/IzLJEWQbHFZmAoHY2eWkzPgChiKiSGUKW6ec9iIKsrQpLlmtW2bKL3l4FZJ67riVSvVxk25dp+HWiDn5IJcEY/ckhp5JHXSJIwAeSGv5M16tz6sL+t70bph5TOn5B+sn18PIKfw</latexit>

t

<latexit sha1_base64="00FRTn2y9Gqh4XcrHe+uByiTRlM=">AAACLnicbVDLSsNAFJ3UV42vVhcu3AwWwVVJRKrLohuXLdgHtKFMpjft0MkkzEzEEvoFbvU//BrBhbj1M5y2WWibAxcO59zLvff4MWdKO86nVdjY3NreKe7ae/sHh0el8nFbRYmk0KIRj2TXJwo4E9DSTHPoxhJI6HPo+JP7ud95AqlYJB71NAYvJCPBAkaJNlLzeVCqOFVnAbxO3IxUUIbGoGyd9ocRTUIQmnKiVM91Yu2lRGpGOczsfqIgJnRCRtAzVJAQlJcuLp3hC6MMcRBJU0Ljhfp3IiWhUtPQN50h0WO16s3FXA8UEzrX8cM8uZfo4NZLmYgTDYIuLwsSjnWE5znhIZNANZ8aQqhk5jlMx0QSqk2aOatt20Tprga3TtpXVbdWrTWvK/W7LNQiOkPn6BK56AbV0QNqoBaiCNALekVv1rv1YX1Z38vWgpXNnKB/sH5+ARZIp/Q=</latexit>x
<latexit sha1_base64="mYetTOVUNeyNmnVg5ChfF5nhXuA=">AAACMnicbVBNS8NAEN34WeNXqwcPXhaL4KkkItVj1YvHCqYttKFstpt26WYTdidCCf0NXvV/+Gf0Jl79EW7bHLTNg4HHezPMzAsSwTU4zoe1tr6xubVd2rF39/YPDsuVo5aOU0WZR2MRq05ANBNcMg84CNZJFCNRIFg7GN/P/PYzU5rH8gkmCfMjMpQ85JSAkTzoZ7fTfrnq1Jw58Cpxc1JFOZr9inXSG8Q0jZgEKojWXddJwM+IAk4Fm9q9VLOE0DEZsq6hkkRM+9n82ik+N8oAh7EyJQHP1b8TGYm0nkSB6YwIjPSyNxMLPaa5hEIniIrkbgrhjZ9xmaTAJF1cFqYCQ4xnWeEBV4yCmBhCqOLmOUxHRBEKJtGC1bZtonSXg1slrcuaW6/VH6+qjbs81BI6RWfoArnoGjXQA2oiD1HE0Qt6RW/Wu/VpfVnfi9Y1K585Rv9g/fwCghWpsA==</latexit>

tA

<latexit sha1_base64="anvyDJOc14DItHyFLAC8uGmcev0=">AAACMnicbVBNS8NAEN31s8avVg8evASL4KkkItVjqRePFUxbaEPZbDft0s0m7E6EEvobvOr/8M/oTbz6I9y2OWibBwOP92aYmRckgmtwnA+8sbm1vbNb2rP2Dw6PjsuVk7aOU0WZR2MRq25ANBNcMg84CNZNFCNRIFgnmNzP/c4zU5rH8gmmCfMjMpI85JSAkTwYZM3ZoFx1as4C9jpxc1JFOVqDCj7rD2OaRkwCFUTrnusk4GdEAaeCzax+qllC6ISMWM9QSSKm/Wxx7cy+NMrQDmNlSoK9UP9OZCTSehoFpjMiMNar3lws9JjmEgqdICqSeymEd37GZZICk3R5WZgKG2J7npU95IpREFNDCFXcPGfTMVGEgkm0YLVlmSjd1eDWSfu65tZr9cebaqOZh1pC5+gCXSEX3aIGekAt5CGKOHpBr+gNv+NP/IW/l60bOJ85Rf+Af34Bg+CpsQ==</latexit>

tB

Figure 12.1: The physically realized trajectory, ξ(t), is depicted by the black line, with a sampling of the infinite
number of possible variations, ξ′(t) = ξ(t) + δξ(t), depicted in red. We assume knowledge of the trajectory at
the start time, tA, and end time, tB . Hence, the physical trajectory and its variations are coincident at times tA
and tB . Variations provide a means to probe physically unrealized paths for the purpose of characterizing and
understanding what is special about the physically realized path.

The Lagrangian function takes on the following form when evaluated with the modified
trajectory (12.65)

L(ξ′, ξ̇′, t) = L(ξ + ϵχ, ξ̇ + ϵ χ̇, t) ≈ L(ξ, ξ̇, t) + ϵ

[
χ · ∂L(ξ, ξ̇, t)

∂ξ
+ χ̇ · ∂L(ξ, ξ̇, t)

∂ξ̇

]
. (12.69)

We only expand the Taylor series to leading order since ϵ is tiny so that all higher order terms
are negligible. The notation in equation (12.69) is a shorthand for the more complete sums over
the degrees of freedom

χ · ∂L(ξ, ξ̇, t)
∂ξ

=

D∑
σ=1

χσ ∂L(ξ, ξ̇, t)

∂ξσ
and χ̇ · ∂L(ξ, ξ̇, t)

∂ξ̇
=

D∑
σ=1

χ̇σ ∂L(ξ, ξ̇, t)

∂ξ̇σ
. (12.70)

From equation (12.69) we deduce the variation of the Lagrangian that arises from variation
of the trajectories

δL(ξ, ξ̇, t) = L(ξ′, ξ̇′, t)− L(ξ, ξ̇, t) ≈ ϵ
[
χ · ∂L(ξ, ξ̇, t)

∂ξ
+ χ̇ · ∂L(ξ, ξ̇, t)

∂ξ̇

]
, (12.71)
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along with the corresponding variation of the action

δS =

ˆ tB

tA

δL(ξ, ξ̇, t) dt. (12.72)

Integrating by parts on the final term in equation (12.71) leads to the equivalent expression for
variation of the Lagrangian

δL = ϵχ ·
[
∂L

∂ξ
− d

dt

(
∂L

∂ξ̇

)]
+

d

dt

[
ϵχ · ∂L(ξ, ξ̇, t)

∂ξ̇

]
. (12.73)

Since the perturbation function, χ, vanishes at tA and tB according to equation (12.68), the
total time derivative plays no role in the action variation, in which case

δS = ϵ

ˆ tB

tA

χ ·
[
∂L

∂ξ
− d

dt

(
∂L

∂ξ̇

)]
dt. (12.74)

12.6.4 Stationary action and the Euler-Lagrange equations

Equation (12.74) says that variation of the action vanishes (i.e., the action is stationary) for all
values of χ if and only if the integrand is zero for each of the generalized coordinates. We are
thus led to the condition

δS = 0⇐⇒ d

dt

[
∂L

∂ξ̇σ

]
− ∂L

∂ξσ
= 0 for σ = 1, ..., D, (12.75)

which is Lagrange’s equation of motion (12.48) derived in Section 12.5 starting from Newton’s
equation of motion. In the context of Hamilton’s principle, Lagrange’s equations (12.75) are
referred to as the Euler-Lagrange equations, given the work by Euler on variational principles.

12.6.5 Derivative of the action with respect to ϵ

The discussion in Section 12.6.3 illustrates the how to vary the action, and its usage becomes
second nature once doing it a few times. We here present a slightly alternative approach that,
in the end, is totally equivalant to the variation approach but which offers a few more insights.

Consider the action evaluated on the perturbed trajectory

S′ =

ˆ tB

tA

L(ξ′, ξ̇′, t) dt =

ˆ tB

tA

L(ξ + ϵχ, ξ̇ + ϵ χ̇
′
, t) dt. (12.76)

Now take the derivative of the perturbed action with respect to ϵ

dS′

dϵ
=

ˆ tB

tA

[
∂L(ξ′, ξ̇′, t)

∂ξ′
· ∂ξ

′

∂ϵ
+
∂L(ξ′, ξ̇′, t)

∂ξ̇′
· ∂ξ̇

′

∂ϵ

]
dt. (12.77)

Now evaluate the derivatives of the trajectory and the velocity to find

dS′

dϵ
=

ˆ tB

tA

[
∂L(ξ′, ξ̇′, t)

∂ξ′
· χ+

∂L(ξ′, ξ̇′, t)

∂ξ̇′
· χ̇
]
dt, (12.78)
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with integration by parts and use of the initial and final conditions yielding

dS′

dϵ
=

ˆ tB

tA

χ ·
[
∂L(ξ′, ξ̇′, t)

∂ξ′
− d

dt

(
∂L(ξ′, ξ̇′, t)

∂ξ̇′

)]
dt. (12.79)

This expression has the same look as the variation in equation (12.74), and yet here the action is
evaluated on the perturbed trajectory rather than the physically realized trajectory. Hamilton’s
principle says that the action is extremal for the physically realized trajectory, which means that[

dS′

dϵ

]
ϵ=0

= 0. (12.80)

That is, Hamilton’s principle says that the physically realized trajectory extremizes the action,
which means that the action has a zero derivative at ϵ = 0. As expected, this statement leads to
the same Euler-Lagrange equations (12.75) as derived using the variational approach.

Considering the small parameter to be continuous, we can formally connect this discussion
to the δ variation operator by writing[

dS′

dϵ

]
dϵ = δS′ and

dξ′

dϵ
dϵ = δξ′. (12.81)

12.6.6 Mechanical equivalence of Lagrangians
The Euler-Lagrange equation (12.75) remains unchanged if we multiply the Lagrangian by
a constant. This property, though seemingly trivial, has important implications for scaling
properties of the energy of physical systems. We deduce such properties in Section 12.7.
Additionally, the Euler-Lagrange equation is unchanged by adding the total time derivative of
an arbitrary function of the generalized coordinates and time

Lnew = Lold +
dΓ(ξ, t)

dt
. (12.82)

To show the equivalance, note that the action transforms into

Snew = Sold + Γ[ξ(tB), tB]− Γ[ξ(tA), tA]. (12.83)

The added terms are evaluated at tA and tB, where the trajectories are held fixed. Hence, these
terms have zero variation so that

δSnew = δSold, (12.84)

which then means that the associated Euler-Lagrange equation is unchanged.

12.6.7 Summary of the method
As a recap, we here defined the action (12.63) as the time integral of the Lagrangian between a
start time and end time, tA < tB. The trajectory is assumed to be known at tA and tB. Besides
knowing all details of the physical system at t = tA and at t = tB , there is nothing special about
these two times. For example, we do not imagine the physical system starts from some rest state
at tA. Instead, we only imagine that information about a physical system is somehow known at
at tA and tB. The physical question concerns the trajectory in between these two time instances.
To determine this trajectory, we consider how the action is modified by considering an arbitrary
variation of the trajectory for times between the end times, again with the trajectory fixed at
the start and end times. We found that the Euler-Lagrange equations (12.75) are satisfied if
and only if the action is stationary with respect to trajectory variations. That is, the physically
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realized trajectory is that trajectory that makes the action stationary; i.e., it is an extremum of
the action. This result constitutes Hamilton’s principle of stationary action.

Since the physically realized trajectory is the one that satisfies the Euler-Lagrange equations,
all other trajectories are unphysical and as such they are not constrained by dynamical principles.
Instead, these virtual trajectories are only constrained by the geometry of the system and by the
need to respect the prescribed initial and final conditions. As such, Hamilton’s principle tests
all kinematically possible trajectories and selects the dynamically unique trajectory through
insisting on stationarity of the action. Uniqueness of the dynamical trajectory constitutes a tacit
assumption of Hamilton’s principle. Proof of uniqueness follows from uniqueness of solutions to
the Euler-Lagrange differential equations.

12.6.8 Some philosophical points

As already noted, Hamilton’s principle provides an alternative to Newton’s laws for the formu-
lation of mechanics. Indeed, it is remarkable how complementary these two approaches are.
Namely, Newton’s laws are concerned with forces and accelerations acting at a point in space
and time. Stating Newton’s law of motion is relatively straightforward and, with the benefit
of centuries of hindsight and experience, rather self-evident.7 In contrast, Hamilton’s principle
says that the difference between the kinetic and potential energies, as integrated on a trajectory
over a time interval, is extremized by the physically realized trajectory. Understanding the
mathematical and physical statement of Hamilton’s principle, and making use of it operationally,
requires nontrivial formulational effort via the methods of analytical mechanics. Even so, upon
mastering its formulation, the application of Hamilton’s principle via the Euler-Lagrange equa-
tions can prove of great practical value for solving physical problems that are outside the reach
of Newtonian methods.

The Newtonian description offers the canonical cause and effect perspective, whereby a force
(the cause) creates an effect (the acceleration). In contrast, Hamilton’s principle states that the
physically realize motion takes place so that the action (an integral over time) is an extrema.
From this view, Hamilton’s principle can be viewed as offering a purpose for the motion, namely
to extremize the action.8 We do not pursue this discussion further as it goes beyond our goals,
though the interested reader might find Chapter 14 of Yourgrau and Mandelstam (1968) of
interest for its philosophical insights.

12.7 Mechanical similarity and the virial theorem

As noted in Section 12.6.6, the Euler-Lagrange equation (12.75) remains unchanged if we
multiply the Lagrangian by a constant. In this section we uncover a suite of rather general
scaling properties that can be inferred as a result of this seemingly trivial symmetry. Remarkably,
these properties are found without solving the equations of motion.

12.7.1 Potential energy as a homogeneous function

To derive the advertised results, we must assume that the potential energy is a homogeneous
function, which means that it scales according to

P (λx1, λ x2, λ x3) = λγ P (x1, x2, x3), (12.85)

7Being self-evident in retrospect is often a characteristic of a foundational physical concept.
8A teleological explanation considers phenomena in terms of the purpose it serves rather than of the cause by

which it arises.
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where λ is a non-dimensional scale factor and γ is an integer that sets the degree of homogeneity.
The left hand side of equation (12.85) is the potential energy evaluated with each of its Cartesian
coordinates scaled by the same number, λ. That is, the left hand side has length scales modified
by λ. The right hand side is the potential energy evaluated with the unscaled coordinates
(unscaled length), but it is multiplied by the scale, λ, raised to the power γ.

Note that we represented the potential energy in equation (12.85) in terms of the Cartesian
coordinates, since doing so readily ensures that scaling is consistently applied to each of the
distinct coordinates by the same number. We also only considered the potential energy for
a single particle. Extending to an arbitrary number of particles simply means adding more
coordinates to the potential energy, with the scale, λ, also applied to these additional coordinates.

We prove Euler’s theorem for homogeneous functions in Section 6.8, which for potential
energy constitutes the identity

γ P (X) = xa ∂P (X)/∂xa. (12.86)

This equation says that the potential energy, as multiplied by the degree of homogeneity, γ, has
an equivalent expression in terms of the coordinates multiplied by the corresponding partial
derivative of the potential energy. Introducing the conservative force associated with the potential
energy

F = −∇P, (12.87)

we see that Euler’s theorem for potential energy means that

γ P = −X · F (12.88)

We emphasize that the rather simple expression (12.88) for the potential energy holds only
for potential energies that are homogeneous functions. Though restrictive, there are a number
of physically interesting systems with homogeneous potential energies, including the following.

• γ = −1: the potential energy of particles in a gravity field or electrostatic field is inversely
related to the distance between the particles, so that γ = −1.

• γ = 1: for a particle moving in a uniform field, such as a uniform gravity field, the potential
energy has γ = 1.

• γ = 2: Small amplitude oscillations, such as those exhibited by a pendulum (Section 15.1)
or simple harmonic oscillator (Section 15.6), have γ = 2.

Note that the trivial case of γ = 0 corresponds to a potential energy that is a constant, and thus
leads to a zero force.

12.7.2 Mechanical similarity

Consider a physical system in which we scale the length by λ, just as considered for the potential
energy in equation (12.85). This scaling alters the Lagrangian in a manner that alters the
Euler-Lagrange equations. However, if we couple scaling of the length with a corresponding
scaling of the time, then it is conceivable that we can find a combination of these two scalings
that results in an overall factor multiplying the Lagrangian, in which case the Euler-Lagrange
equation are unaltered. We refer to this confluence of scaling as mechanical similarity.

We are thus led to examine symmetry of the Lagrangian under the space-time scaling
transformation

xa → λxa ⇐⇒ xa
′
/xa = λ and t→ β t⇐⇒ t′/t = β, (12.89)
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where λ and β are two non-dimensional scales. This space-time scaling leads to a scaling of the
velocity components

ẋa → (λ/β) ẋa. (12.90)

Since the kinetic energy is proportional to the square of the velocity, the scaling of space and
time given by equation (12.89) renders the Lagrangian scaling

L = K − P → λγ P − (λ/β)2K. (12.91)

In order for this scaling to not alter the Euler-Lagrange equations requires

β = λ1−γ/2 =⇒ (t′/t) = β = λ1−γ/2 = (x′/x)1−γ/2. (12.92)

which we refer to as mechanical similarity. This equation means that if we scale time by β, so
that (t′/t) = β, then we do not change the equations of motion if length is scaled according
to (l/l′)1−γ/2. We can now infer the following results according to the scaling of the potential
energy presented in Section 12.7.1.

• γ = −1 leads to (t′/t) = (x′/x)3/2, or (t′/t)2 = (x′/x)3. This equality accords with Kepler’s
third law, which states that the square of the orbit period scales as the cube of the orbit
size.

• γ = 1 leads to (t′/t) = (x′/x)1/2, or (t′/t)2 = (x′/x). This equality accords with the
quadratic time dependence for a particle freely falling through a uniform gravity field.

• γ = 2 leads to (t′/t) = 1, which accords with the amplitude independence for the period of
small oscillations exhibited by a pendulum.

12.7.3 Virial theorem and time averaged energy
To derive the virial theorem, we assume that the physical system maintains motion within
a bounded region of space and with bounded velocity. This assumption is maintained by
geophysical motion. The virial theorem provides a relation between the time averaged kinetic
energy and time averaged potential energy for such bounded motion.

The kinetic energy is a quadratic function of velocity. Hence, as a function of velocity, the
kinetic energy is a homogeneous function of degree two. Euler’s theorem for homogeneous
functions thus means that

2K = mδab ẋ
a ẋb/2 = ẋa (∂K/∂ẋa) = ẋa Pa, (12.93)

where we introduced the Cartesian momentum,

Pa ≡
∂L

∂ẋa
=
∂K

∂ẋa
, (12.94)

which is generalized in Section 12.10 for generalized coordinates. Here it merely represents a
useful shorthand, allowing us to write

2K = ẋa Pa (12.95a)

=
d(xa Pa)

dt
− xa Ṗa (12.95b)

=
d(xa Pa)

dt
+ xa ∂P/∂xa (12.95c)

=
d(xa Pa)

dt
+ γ P. (12.95d)

page 306 of 2158 geophysical fluid mechanics



12.8. LAGRANGE MULTIPLIERS AND FORCES OF CONSTRAINT

In the penultimate step (12.95c) we set

Ṗa = −∂P/∂xa (12.96)

according to Newton’s law of motion, and in the final step (12.95d) we made use of Euler’s
theorem (12.86) for the potential energy. Taking the time average of equation (12.95d), and
assuming the time average of the time derivative vanishes, then leads to the relation between
the time averaged kinetic energy and time averaged potential energy

2K = γ P . (12.97)

Note that the time average of the derivative vanishes if the time average is computed over a
long enough time, given that the motion is assumed to be bounded. Additionally, if the motion
is periodic then we can exactly remove the time derivative by taking the time average over the
period of the motion.

The virial theorem (12.97) relates the time averaged kinetic energy and the time averaged
potential energy in physical systems with a potential energy that is a homogeneous function of
degree γ. In this book we find particular use for the case of γ = 2, which corresponds to motion
of a simple harmonic oscillator, in which the virial theorem says that the potential and kinetic
energies have equal time averages. This result is referred to as the equipartition of energy. In
addition to harmonic oscillators and small amplitude pendula, we find in Part X of this book
that the equipartition of energy holds for linear wave motion, with the potential energy of linear
waves generally a homogeneous function of degree two.

12.7.4 Further reading

This section shares much with Section 10 of Landau and Lifshitz (1976) as well as Section 6.13
of Marion and Thornton (1988).

12.8 Lagrange multipliers and forces of constraint

Derivation of Lagrange’s equation of motion in Section 12.5 succeeded in eliminating the forces
of constraint from the formulation. Likewise in the discussion of Hamilton’s principle in Section
12.6, we assumed the D = 3N − C generalized coordinates directly correspond to the D degrees
of freedom available to the constrained physical system. In this section we present a method to
infer the C forces of constraint through the method of Lagrange multipliers, with this inference
of use when aiming to study force balances.

12.8.1 Holonomic constraints and their variation

Following equation (12.12), consider 3N coordinates, ξσ, σ = 1, ..., 3N , and assume they are
constrained by C holonomic constraints of the form

Ψc(ξ
1, ..., ξ3N , t) = Cc, for c = 1, ..., C, (12.98)

where Cc are constants. This equation is nearly the same as equation (12.12), only now we allow
the coordinates to be non-Cartesian if that is suits to the problem.9 Varying the trajectory then

9Strictly, the 3N coordinates, ξσ, are not “generalized coordinates” since that term refers to coordinates that
directly correspond to the D = 3N − C degrees of freedom. Even so, that distinction is not important for what
follows.
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leads to a variation of the constraint equations (12.98) that takes the form

δΨc =

3N∑
σ=1

∂Ψc

∂ξσ
δξσ = 0, for c = 1, ..., C. (12.99)

This equation provides C constraints that must be satisfied by the 3N variations, δξσ. Recall
that a variation is a virtual process (Section 12.4.4) and so it occurs at a time instance, which
explains why there is no dt term in equation (12.99). Also note that variation of a constant
vanishes, so that δ Cc = 0, thus rendering a zero on the right hand side of equation (12.99).

12.8.2 Lagrange multipliers and the modified Euler-Lagrange equations

Recall the variation of the action given by equation (12.74), only now write this variation
assuming there are 3N coordinates

δS =

ˆ tB

tA

3N∑
σ=1

δξσ
[
∂L

∂ξσ
− d

dt

(
∂L

∂ξ̇σ

)]
dt = 0. (12.100)

Contrary to what we did in Section 12.6.4, we cannot separately set δξσ to zero to then render
the Euler-Lagrange equations (12.75). The reason is that the 3N variations, δξσ, are constrained
according to equation (12.101), thus making the variations dependent on one another. The
method of Lagrange multipliers allows for us to incorporate the constraints while keeping all 3N
coordinates.

To do so, introduce C Lagrange multipliers, Λc(t), which are functions of time and whose
form is to be specified below. Multiply each of the C constraint equations (12.99) by Λc and
sum over all of the constraints

C∑
c=1

Λc δΨc =
C∑
c=1

3N∑
σ=1

Λc
∂Ψc

∂ξσ
δξσ = 0. (12.101)

Now the action variation in equation (12.100) is unchanged by adding zero to the right hand
side, and if we add zero in the form of equation (12.101) then that brings the constraints into
the action variation via

δS =

ˆ tB

tA

3N∑
σ=1

δξσ

[
∂L

∂ξσ
− d

dt

(
∂L

∂ξ̇σ

)
+

C∑
c=1

Λc
∂Ψc

∂ξσ

]
dt = 0. (12.102)

This equation has D = 3N − C independent variations and C constrained variations. Let us
organize the coordinates, ξσ, so that the σ = 1, ...D coordinates have independent variations,
whereas the remaining are constrained. Hence, coefficients of the independent variations in
equation (12.102) must vanish in order to satisfy Hamilton’s stationary action principle, using
the same logic as for Section 12.6.4. For the remaining σ = D + 1, ..., D + C constrained
variations, we can choose the C Lagrange multipliers so that the coefficients of these dependent
variations also vanish. In this manner the coefficients multiplying all of the 3N variations, δξσ,
vanish, which then leads to the modified Euler-Lagrange equations along with the C holonomic
constraints

d

dt

[
∂L

∂ξ̇σ

]
− ∂L

∂ξσ
=

C∑
c=1

Λc
∂Ψc

∂ξσ
for σ = 1, ..., 3N (12.103a)

Ψc(ξ
1, ..., ξ3N , t) = Cc, for c = 1, ..., C. (12.103b)
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12.8.3 The extended Lagrangian with multipliers

The modified Euler-Lagrange equation (12.103a) and corresponding holonomic constraints
(12.103b) can be summarized by defining the extended Lagrangian as

L∗ = L+
C∑
c=1

ΛcΨc. (12.104)

As defined, the extended Lagrangian has the functional depedence

L∗ = L(ξ1, ...ξ3N , ξ̇1, ...ξ̇3N , t,Λ1, ...ΛC), (12.105)

so that it is a function of the coordinates, ξσ, velocities, ξ̇σ, and time, t, as well as the Lagrange
multipliers, Λ1, ...,ΛC . We thus find the partial derivatives

∂L∗

∂ξ̇σ
=

∂L

∂ξ̇σ
(12.106a)

∂L∗

∂ξσ
=

∂L

∂ξσ
+

C∑
c=1

Λc
∂Ψc

∂ξσ
(12.106b)

∂L∗

∂Λc
= Ψc. (12.106c)

In this manner we can write the Euler-Lagrange equation (12.103a) and corresponding holonomic
constraints (12.103b) as

d

dt

[
∂L∗

∂ξ̇σ

]
=
∂L∗

∂ξσ
(12.107a)

∂L∗

∂Λc
= Ψc. (12.107b)

12.8.4 Determining the forces of constraint

There are 3N equations in the modified Euler-Lagrange equation (12.103a), and C constraints
in equation (12.103b). By adding to the burden of what is to be determined, we now have the
means to infer the forces of constraint. For that purpose, re-introduce the kinetic energy and
potential energy to write equation (12.103a) as

d

dt

[
∂K

∂ξ̇σ

]
− ∂K

∂ξσ
= − ∂P

∂ξσ
+

C∑
c=1

Λc
∂Ψc

∂ξσ
for σ = 1, ..., 3N , (12.108)

where the potential energy is independent of the coordinate velocities, ∂P/∂ξ̇σ = 0, as follows
from equation (12.44). Recalling the Lagrange’s equation in the form (12.42), we identify the
right hand side of equation (12.108) as the generalized force

Qσ = − ∂P
∂ξσ

+
C∑
c=1

Λc
∂Ψc

∂ξσ
for σ = 1, ..., 3N . (12.109)

Now −∂P/∂ξσ is the applied conservative force, so we identify the remaining term is the force
of constraint

Qconstraint
σ =

C∑
c=1

Λc
∂Ψc

∂ξσ
for σ = 1, ..., 3N . (12.110)
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12.9 Symmetries and conservation laws

Part of the allure of Hamilton’s principle and the corresponding Euler-Lagrange equations
concerns the ability to deduce quantities that are conserved by the physically realized dynamical
system. These dynamical conservation laws are associated with symmetries, with this connection
between symmetries (kinematics) and conservation laws (dynamics) first made by Noether
(1918) (see Noether and Tavel (2018) for an English translation). In this section we focus on
space and time symmetries. In particular, we connect the conservation of linear momentum to
space homogeneity; conservation of angular momentum to space isotropy; and conservation of
mechanical energy to time homogeneity. The present section focuses on deriving the mathematical
expressions of the conservation law. In so doing, we further our understanding of Hamilton’s
principle and the associated manipulations needed for its practical use. We study implications of
these conservation laws in Chapter 14 for particles moving viewed in a rotating reference frame,
such as appropriate for a terrestrial observer on a rotating planet.

To connect a symmetry to a conservation law, it is sufficient to focus on the Lagrangian
since it encapsulates the mechanics. That is, we examine how the Lagrangian is affected by
the chosen symmetry operation. Furthermore, since we are concerned with conservation laws
realized by the physical system, the Lagrangian satisfies the Euler-Lagrange equations of motion.
Additionally, we here only consider continuous space and time symmetries. Therefore, to
determine implications of a symmetry it is sufficient to examine how the Lagrangian varies
under an infinitesimal symmetry transformation. This treatment is convenient since infinitesimal
transformations are simpler mathematically than finite transformations. In effect, we only need
to go to leading order in a Taylor expansion to deduce the conservation laws. Additionally, we
remove all forces of constraint, so that it is sufficient to work with Cartesian coordinates.

So in brief, we observe that if the mechanical system is to respect a particular symmetry,
then its action must remain invariant under the symmetry transformation; i.e., its variation
must vanish. Variation of the action vanishes if variation of the Lagrangian vanishes, with a
zero variation of the Lagrangian directly leading to the differential conservation law associated
with the symmetry.10

12.9.1 Free particle motion

Before we work through the conservation laws arising from space-time symmetries, we here
study what is perhaps the simplest physical system, the free particle. Doing so provides a
warm-up to the more general systems considered next. Free particle motion occurs when a
particle experiences no forces at all (neither applied nor constraining) in an inertial reference
frame. We infer from this statement that the particle can only move in an empty space that is
homogeneous and isotropic, since otherwises it would necessarily experience a force that altered
its path.11

For the particle to experience space as homogeneous (the particle does not care about the
point in space) and time as homogeneous (the particle does not care about the origin of time),

10In Section 12.6.6 we found that the action is unaffected the total time derivative of a function that depends
only on the generalized coordinates and time. Even so, to derive the conservation laws in this section, we set the
Lagrangian variation to zero.

11This statement carries importance nuances when moving to general relativity, which is outside of our scope.
So for this book, we consider space to be Euclidean, so that free particle motion is along a straight line in this
space. Furthermore, it is notable that free particle motion appears to be forced motion when viewed from a
non-inertial reference frame (Sections 11.3 and 11.4). As such, the symmetries of a non-inertial reference frame
are generally distinct from an inertial reference frame. We here focus on inertial reference frames since it is here
that free particle motion in empty space experiences no force, and velocity remains constant.
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then the Lagrangian for the particle cannot contain any explicit dependence on space or time,

∂L

∂t
= 0 and

∂L

∂x
=
∂L

∂y
=
∂L

∂z
= 0, (12.111)

where it is convenient to use Cartesian coordinates since there are no constraints. For mechanics
to be the same for all space directions (isotropic space), then the Lagrangian must be independent
of the velocity direction. We are led to a Lagrangian that is a function just of the velocity
magnitude, or more conveniently the velocity squared. That is, the free particle Lagrangian is
given by the kinetic energy

L = m (ẋ2 + ẏ2 + ż2)/2, (12.112)

where we chose Cartesian coordinates since the motion is unconstrained. We already knew
this result must hold since the potential energy is zero in the absence of forces. Even so, this
discussion serves to illustrate the power of arguments based on symmetry, with such arguments
fundamental to how we make practical use of Hamilton’s principle.

With the Lagrangian given by just the kinetic energy for unconstrained motion, then the
Euler-Lagrange equation leads to constancy of the velocity

d

dt

∂L

∂ẋ
=

d

dt

∂L

∂ẏ
=

d

dt

∂L

∂ż
= 0 =⇒ Ẋ = constant. (12.113)

This result is Newton’s first law discussed in Chapter 11, and sometimes referred to as the law
of inertia.

12.9.2 Space homogeneity and linear momentum conservation

We here examine the implications of an N particle system moving through a space that is
homogeneous in an inertial reference frame. Moving beyond the free particle case of Section
12.9.1, we allow for conservative forces of interaction between the particles as measured by the
potential energy function, P (X). To respect spatial homogeneity requires mechanical properties
of the system to be unchanged if we shift the coordinate position for each particle by an arbitrary
amount. For ease in deriving the associated conservation law we examine how the Lagrangian
changes when considering an infinitesimal shift in all of the particle positions

X(i) →X(i) + ϵ =⇒ δX(i) = ϵ, (12.114)

where ϵ is a constant displacement vector that is the same for all particles. A constant shift
in particle positions does nothing to the particle velocities. Hence, upon shifting all particle
positions by a constant, the Lagrangian becomes, to first order in ϵ,

L(X ′, Ẋ ′, t) = L(X + ϵ, Ẋ, t) ≈ L(X, Ẋ, t) + ϵa
N∑
i=1

∂L

∂xa(i)
, (12.115)

so that variation of the Lagrangian is

δL = ϵa
N∑
i=1

∂L

∂xa(i)
. (12.116)

A zero variation of the Lagrangian ensures that the physical system is unaffected by shifts in
the particle positions. Since the perturbation vector, ϵ, is arbitrary, the Lagrangian has zero
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variation only if

δL = 0 =⇒
N∑
i=1

∂L

∂xa(i)
= 0 for a = 1, 2, 3. (12.117)

Using this result in the Euler-Lagrange equation (12.75) leads to a conservation law for each of
the three spatial directions

d

dt

N∑
i=1

∂L

∂ẋ(i)
=

d

dt

N∑
i=1

∂L

∂ẏ(i)
=

d

dt

N∑
i=1

∂L

∂ż(i)
= 0. (12.118)

Evidently, when space is homogeneous and an N particle system respects this symmetry, then
the linear momentum of the system is a constant of the motion

N∑
i=1

∂L

∂ẋa(i)
= m

N∑
i=1

ẋa(i) = constant. (12.119)

This result is the law of inertia for the N particle system. Note that if there is spatial symmetry
in only a select number of directions, then only the corresponding momenta are conserved.

Another implication for the homogeneity condition (12.117) is that the sum of the forces
acting on the N particle system vanishes

N∑
i=1

∂L

∂xa(i)
= −

N∑
i=1

∂P

∂xa(i)
=

N∑
i=1

F a(i) = 0. (12.120)

For the case of N = 1 we recover the free particle discussed in Section 12.9.1, whereby the
particle experiences no forces if it moves through a space that is homogeneous. However, an N
particle system respects spatial homogeneity if the sum of all the inter-particle forces vanishes.
Equation (12.120) is a statement of Newton’s third law as studied in Section 11.5.2, where we
also noted that a central force between particles provides a prominent example of a force that
respects the third law.

12.9.3 Space isotropy and angular momentum conservation
We now consider the conservation law associated with the isotropy of space. Spatial isotropy
means that the mechanical system is invariant under the same rotation of both the positions
and velocities for the N particles. Let δϕ be an infinitesimal rotation vector and consider the
following variation of the Cartesian representations of the particle positions and velocities

δX(i) = δϕ×X(i) and δẊ(i) = δϕ× Ẋ(i), (12.121)

which made use of Section 11.2 for how infinitesimal rigid rotations affect changes to vectors.
The corresponding variation of the Lagrangian is given by

δL =
N∑
i=1

[
∂L

∂xa(i)
δxa(i) +

∂L

∂ẋa(i)
δẋa(i)

]
=

N∑
i=1

d

dt

[
∂L

∂ẋa(i)
δẋa(i)

]
, (12.122)

where we used the Euler-Lagrange equation (12.75) to reach the second equality. With the
kinetic energy in terms of Cartesian coordinates given by equation (12.35), we can introduce the
Cartesian component of linear momentum

P a(i) =
∂L

∂ẋa(i)
, (12.123)
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in which case the Lagrangian has zero variation under infinitesimal rotations if

N∑
i=1

d

dt

[
P a(i) δẋ

a
(i)

]
= δϕ ·

N∑
i=1

d

dt
(X(i) × P(i)) = 0. (12.124)

With δϕ arbitrary, we are left with conservation of angular momentum for the N particle system

N∑
i=1

d

dt
(X(i) × P(i)) = 0. (12.125)

For a space that possesses partial isotropy, that component of angular momentum associated
with the isotropy is conserved. This case is particularly relevant for planetary physics, whereby
planetary rotation reduces spatial isotropy to just that of the rotational axis (see Section 14.5.1).

12.9.4 Time homogeneity and Hamiltonian evolution

Time homogeneity

We now consider how a mechanical system behaves under a shift in time, t→ t+ ϵ, while keeping
the generalized positions and generalized velocities unchanged. In this case the Lagrangian
becomes

L(ξ, ξ̇, t+ ϵ) ≈ L(ξ, ξ̇, t) + ϵ ∂tL =⇒ δL = ϵ ∂tL. (12.126)

Hence, for a mechanical system to manifest time homogeneity the Lagrangian must have no
explicit time dependence, [

∂L

∂t

]
ξσ ,ξ̇σ

= 0⇐⇒ time symmetry. (12.127)

Derivation of the Hamiltonian evolution

The total time derivative of the Lagrangian (following equation (12.50)) takes on the form

dL

dt
−
[
∂L

∂t

]
ξσ ,ξ̇σ

=
D∑
σ=1

[
ξ̇σ

∂L

∂ξσ
+ ξ̈σ

∂L

∂ξ̇σ

]
(12.128a)

=
D∑
σ=1

[
ξ̇σ

d

dt

∂L

∂ξ̇σ
+ ξ̈σ

∂L

∂ξ̇σ

]
(12.128b)

=

D∑
σ=1

d

dt

[
ξ̇σ

∂L

∂ξ̇σ

]
, (12.128c)

where the second equality used the Euler-Lagrange equation (12.75). We are thus led to

dH

dt
= −

[
∂L

∂t

]
ξσ ,ξ̇σ

with H =

[
D∑
σ=1

ξ̇σ
∂L

∂ξ̇σ
− L

]
, (12.129)

where H is known as the Hamiltonian. Evidently, if there is no explicit time dependence in the
Lagrangian then the Hamiltonian is a constant of the motion[

∂L

∂t

]
ξσ ,ξ̇σ

= 0 =⇒ dH

dt
= 0. (12.130)
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Connecting the Hamiltonian to the mechanical energy

From Section 12.5.7 we wrote the kinetic energy in terms of generalized coordinates. In the
special case of a time independent transformation between Cartesian and generalized coordinates,
the kinetic energy is given by equation (12.55)

K =
m

2

D∑
σ=1

D∑
µ=1

Gσµ(ξ) ξ̇
σ ξ̇µ. (12.131)

We thus find

∂L

∂ξ̇ν
=
∂K

∂ξ̇ν
=
m

2

D∑
σ=1

D∑
µ=1

Gσµ (δ
σ
ν ξ̇

µ + δµν ξ̇
σ) = m

D∑
σ=1

Gσν ξ̇
σ, (12.132)

where we used Gσµ = Gµσ for the final equality. In this case, the Hamiltonian equals to the
total mechanical energy

H =
D∑
ν=1

ξ̇ν
∂L

∂ξ̇ν
− L = m

D∑
ν=1

D∑
σ=1

Gσν ξ̇
ν ξ̇σ − m

2

D∑
ν=1

D∑
σ=1

Gσν ξ̇
ν ξ̇σ + P = K + P, (12.133)

which is the familiar form of mechanical energy found in our study of energetics in Newtonian
mechanics from Section 11.1.5.

Further distinguishing the Hamiltonian and the mechanical energy

We emphasize that the Hamiltonian is a constant of the motion if the Lagrangian has no explicit
time dependence; e.g., equation (12.130). However, the Hamiltonian equals to the mechanical
energy only if there is a time independent coordinate transformation between Cartesian and
generalized coordinates. Typically ∂tL = 0 means that ∂tX(i) = 0. However, such is not
always that case (e.g., see page 82 of Fetter and Walecka (2003)). So when ∂tL = 0 but
∂tX(i) ≠ 0, the Hamiltonian remains a constant of the motion, but the mechanical energy is
time dependent. Hence, we must qualify our earlier statement that time homogeneity leads to a
constant mechanical energy. The more precise statement is that the Hamiltonian is a constant of
the motion when time does not explicitly appear in the Lagrangian; however, the Hamiltonian is
equal to the mechanical energy only if there is a time independent relation between Cartesian
coordinates and generalized coordinates.

12.9.5 Further study
Conservation laws and symmetries in classical mechanics are lucidly discussed in Chapters 1 and
2 of Landau and Lifshitz (1976). Pedagogical presentations on these topics can be found in this
online lecture from the Space Time series and this online lecture from Physics with Elliot. This
essay about Emmy Noether provides insights into this mathematician whose work, conducted
under some very unfortunate circumstances, forever connected symmetry and conservation laws,
with this connection providing the basis for nearly all modern theories of physics.

12.10 Hamiltonian mechanics
In this section we develop the rudiments of Hamiltonian mechanics, which is related to Lagrangian
mechanics through a Legendre transformation.12

12We also encounter Legendre transformations in our study of thermodynamics in Part IV of this book.
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12.10.1 Generalized momenta

Define the generalized momenta, also known as the canonical momenta, according to

Pσ ≡
∂L

∂ξ̇σ
= Pσ(ξ, ξ̇, t), (12.134)

where the functional dependence is inherited from the Lagrangian. Also note the care in placing
the σ index downstairs in the covariant position, which is quite useful in the following. With the
generalized momenta, the Euler-Lagrange equations (12.75) take the form

Ṗσ =
∂L

∂ξσ
. (12.135)

Evidently, if the Lagrangian has no explicit dependence on a particular generalized coordinate,
then the corresponding generalized momenta is a constant of the motion. Such generalized
coordinates are termed cyclic, and we more to say about cyclic coordinates in Section 12.10.5.

12.10.2 Legendre transformation

In terms of the generalized momenta, the Hamiltonian function (12.130) is written

H = −L+
D∑
σ=1

ξ̇σ Pσ. (12.136)

This definition of the Hamiltonian represents a Legendre transformation from the Lagrangian
to the Hamiltonian, whereby we swap around some of the functional dependence. Namely,
we already know that the Lagrangian has functional dependence on generalized coordinates,
generalized velocities, and time. In this subsection we show that the Hamiltonian is a functional
of the generalized coordinates, generalized momenta, and time. We say that the Legendre
transformation (12.136) moves from the configuration space of Lagrangian mechanics to the
phase space of Hamiltonian mechanics.

Exact differential of the Hamiltonian

The Lagrangian functional dependence (12.49)

L = L(ξ, ξ̇, t), (12.137)

leads to the exact differential of the Hamiltonian (12.136)

dH = −∂L
∂t

dt+

D∑
σ=1

[
− ∂L
∂ξσ

dξσ − ∂L

∂ξ̇σ
dξ̇σ + Pσ dξ̇

σ + ξ̇σ dPσ

]
. (12.138)

With the generalized momenta given by equation (12.134), the exact differential reduces to

dH = −∂L
∂t

dt+
D∑
σ=1

[
− ∂L
∂ξσ

dξσ + ξ̇σ dPσ

]
. (12.139)

This relation means that the Hamiltonian has the following functional dependence

H = H(ξ1, ..., ξD,P1, ...,PD, t). (12.140)
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Namely, the Hamiltonian is a functional of the generalized coordinates, generalized momenta,
and a (possibly) explicit function of time. Furthermore, as for the Lagrangian function, the
Hamiltonian is an implicit function of time as realized through time dependence to the generalized
coordinates and generalized momenta.

Relations between partial derivatives

The functional dependence (12.140) means that the exact differential of the Hamiltonian is given
by

dH =

[
∂H

∂t

]
ξσ ,Pσ

dt+

D∑
σ=1

([
∂H

∂ξσ

]
Pσ ,t

dξσ +

[
∂H

∂Pσ

]
ξσ ,t

dPσ

)
, (12.141)

which is equal also to equation (12.139), here rewritten as

dH = −
[
∂L

∂t

]
ξσ ,ξ̇σ

dt+
D∑
σ=1

(
−
[
∂L

∂ξσ

]
ξ̇σ ,t

dξσ + ξ̇σ dPσ

)
. (12.142)

In both equations (12.141) and (12.142) we exposed subscripts on the partial derivatives to
be clear on what coordinates are held fixed when computing the derivatives. Equating terms
between equations (12.141) and (12.142) leads to[

∂H

∂t

]
ξσ ,Pσ

= −
[
∂L

∂t

]
ξσ ,ξ̇σ

(12.143a)[
∂H

∂ξσ

]
Pσ ,t

= −
[
∂L

∂ξσ

]
ξ̇σ ,t

(12.143b)[
∂H

∂Pσ

]
ξσ ,t

=
dξσ

dt
. (12.143c)

12.10.3 Hamilton’s equations of motion
The manipulations in Section 12.10.2 are mathematical identities that arise from the functional
dependencies of the Lagrangian and Hamiltonian, and the Legendre transformation (12.136).
We return to physics by assuming the Lagrangian satisfies the Euler-Lagrange equations as
written in the form (12.135)

Ṗσ =

[
∂L

∂ξσ

]
ξ̇σ ,t

, (12.144)

which brings the exact differential (12.142) to

dH =

[
∂H

∂t

]
ξσ ,Pσ

dt+

D∑
σ=1

(
−Ṗσ dξσ + ξ̇σ dPσ

)
. (12.145)

We are thus led to Hamilton’s equations of motion

Ṗσ =
dPσ
dt

= −
[
∂H

∂ξσ

]
Pσ ,t

(12.146a)

ξ̇σ =
dξσ

dt
=

[
∂H

∂Pσ

]
ξσ ,t

, (12.146b)

which are 2D first order differential equations for the time derivatives of the generalized
coordinates and generalized momenta. These equations are to be compared to the Euler-
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Lagrange equations (12.75), which are D second order differential equations for the generalized
coordinates.

As a result of Hamilton’s equations (12.146a) and (12.146b), we can readily compute the
time derivative of the Hamiltonian

dH

dt
=

[
∂H

∂t

]
ξσ ,Pσ

+

D∑
σ=1

([
∂H

∂ξσ

]
Pσ ,t

ξ̇σ +

[
∂H

∂Pσ

]
ξσ ,t

Ṗσ

)
(12.147a)

=

[
∂H

∂t

]
ξσ ,Pσ

+

D∑
σ=1

(
−Ṗσ ξ̇σ + Ṗσ ξ̇

σ
)

(12.147b)

=

[
∂H

∂t

]
ξσ ,Pσ

(12.147c)

= −
[
∂L

∂t

]
ξσ ,ξ̇σ

, (12.147d)

where the final equality follows from equation (12.129). Evidently, the Hamiltonian is a constant
of the motion if it has no explicit time dependence. This result corresponds to Noether’s theorem
as discussed in Section 12.9.4.

12.10.4 Operational steps
When deriving Hamilton’s equations of motion for a particular physical problem, we typically
start by writing down the Lagrangian and then using the Legendre transformation (12.136)
to derive the Hamiltonian. Before performing the partial derivatives in Hamilton’s equations
(12.147c)-(12.146b), it is essential to express the Hamiltonian as a function of the generalized
coordinates and generalized momenta. Doing so requires removing all appearances of the
generalized velocity in favor of the generalized momenta.

In much of this section, we exposed subscripts on the partial derivatives to identify what
variables are held fixed when taking the derivatives. Such care is important for developing
a proper understanding of the equations and their manipulation. We also found such care
important for developing Lagrangian mechanics earlier in this chapter. For both formulations,
some exposure to the methodology readily allows one to dispense with the extra clutter of the
subscripts. Even so, it can be quite valuable to expose the subscripts when debugging any
particular formulation.

12.10.5 Cyclic versus ignorable coordinates
We commented in Section 12.10.1 that if the Lagrangian is independent of a coordinate, referred
to as a cyclic coordinate, then its corresponding generalized momenta is a constant of the motion.
Even so, the corresponding generalized velocity is not necessarily zero and so it cannot be
ignored. However, in the Hamiltonian formulation we can ignore a cyclic coordinate since the
generalized momenta now a time-independent parameter of the Hamiltonian. As such, there is
no corresponding equation of motion. We thus find the Hamiltonian dynamical system has two
less degrees of freedom, one for the cyclic coordinate and one for the corresponding constant
generalized momenta, thus motivating the name ignorable coordinate when a cyclic coordinate is
encountered in the Hamiltonian formulation.

12.10.6 Modified Hamilton’s principle
Hamilton’s variational principle in the form of equation (12.75) leads to the Euler-Lagrange
equations. We can derive a related variational principle that leads to Hamilton’s equations. To
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do so, insert the definition of the Hamiltonian from equation (12.136) into the action to render

S =

ˆ tB

tA

L(ξσ, ξ̇σ, t) dt =

ˆ tB

tA

[
−H(ξσ,Pσ, t) +

D∑
σ=1

ξ̇σ Pσ

]
dt. (12.148)

We now consider a variation of the generalized coordinates and generalized momenta, in which
the action is varied according to

δS =
D∑
σ=1

ˆ tB

tA

[
−∂H
∂ξσ

δξσ − ∂H

∂Pσ
δPσ + δξ̇σ Pσ + ξ̇σ δPσ

]
dt. (12.149)

Variations of the generalized momenta and generalized coordinates are independent. However,
variation of the generalized coordinates and generalized velocities are connected just like when
deriving the Euler-Lagrange equations in Section 12.6.3. Hence, an integration by parts leads to

ˆ tB

tA

δξ̇σ Pσ dt =

ˆ tB

tA

d(δξσ)

dt
Pσ dt =

ˆ tB

tA

[
d(δξσ Pσ)

dt
− δξσ Ṗσ

]
dt. (12.150)

The total time derivative in the final expression vanishes since the coordinate variation vanishes
at the initial and final times. We are thus left with the action variation

δS =

D∑
σ=1

ˆ tB

tA

[
−
(
Ṗσ +

∂H

∂ξσ

)
δξσ +

(
ξ̇σ − ∂H

∂Pσ

)
δPσ

]
dt. (12.151)

Since δξσ and δPσ are independent, we realize a stationary action if and only if Hamilton’s
equations are satisfied

ξ̇σ =
∂H

∂Pσ
and Ṗσ = −∂H

∂ξσ
. (12.152)

12.10.7 Incompressible motion in phase space
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Chapter 13

PARTICLE MECHANICS AROUND A ROTATING PLANET

In this chapter we study the mechanics of a point particle of fixed mass that moves around a
rotating and massive planet, making use of the Newtonian mechanics from Chapter 11. The
motion of a point particle provides a model for objects such as satellites moving around rotating
planets. For this analysis, the motion of the planet is prescribed with a fixed kinetic energy and
fixed angular momentum around a fixed axis of rotation. Hence, we are concerned just with
mechanics of the moving particle.

Our description of the particle is examined from the rigid-body rotating (non-inertial)
reference frame (Section 11.4), which is the natural frame for an observer fixed on the planet
surface. We generally ignore friction and other non-gravitational forces, so that the only force
appearing in an inertial reference frame is that from the gravitational field produced by the
massive spherical planet. As discussed in Section 11.4, there are two extra accelerations (planetary
centrifugal and planetary Coriolis) that appear when viewing motion from the rigid-body rotating
terrestrial reference frame.

chapter guide

This chapter builds from the Newtonian mechanics of Chapter 11, here specializing to the
geophysically relevant case of a particle moving around a rotating planet. Introducing
the spherical coordinate equations of motion represent a key technical element of this
chapter, thus going beyond the Cartesian coordinates used in Chapter 11. The use of
spherical coordinates prompts the introduction of basic Cartesian and general tensor
algebra as presented in Chapters 1, 3, 4, and Section 4.23. We offer the salient features of
tensor technology in this chapter where needed, thus providing a reasonably self-contained
presentation.
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13.1 The rotating earth
The earth’s angular velocity is comprised of two main contributions: the spin of the earth
about its axis and the orbit of the earth about the sun (see Figure 13.1). Other astronomical
motions can be neglected for geophysical fluid mechanics. Therefore, in the course of a single
period of 24 hours, or 24× 3600 = 86400 seconds, the earth experiences an angular rotation of
(2π + 2π/365.24) radians. As such, the angular rotation rate is given by

Ω =
2π + 2π/365.24

86400s
=
[ π

43082

]
s−1 = 7.2921× 10−5 s−1. (13.1)

The earth’s angular velocity, both its direction through the polar axis and its magnitude, is
assumed constant in time for purposes of geophysical fluid mechanics

dΩ

dt
= 0. (13.2)

The angular velocity (13.1) seems quite small. However, a terrestrial reference frame on the
earth surface undergoes rigid-body rotation with speed

Urigid-body(ϕ) = ΩRe cosϕ ≈ 465 m s−1 cosϕ = 1672 km hr−1 cosϕ, (13.3)
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earth

sun

Figure 13.1: The angular velocity of the earth arises from the spin about the polar axis plus the orbit of the
planet around the sun. This angular velocity determines the strength of the Coriolis acceleration and the planetary
centrifugal acceleration. The polar axis has an angle of roughly 23.4◦ relative to the orbital/ecliptic plane with
respect to the sun. This angle is referred to as the obliquity, and the obliquity is the reason for the seasonal cycle
(e.g., the summer season occurrs in the hemisphere receiving more solar radiation). For an interesting perspective
on planetary rotation, see this video from Veritasium.
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⌦ = ⌦ ẑ

Figure 13.2: For an observer at rest on the earth’s surface, the rigid-body speed is ΩRe cosϕ = 7.2921 ×
10−5 s−1 × 6.371× 106 mcosϕ ≈ 465 m s−1 cosϕ = 1672 km hr−1 cosϕ. We here display rigid-body speeds for
motion at the equator, 30◦ latitude, and 60◦ latitude. These speeds are much larger than motion of the ocean
and atmosphere relative to the earth, thus motivating a description of geophysical fluid motion from the rotating
terrestrial frame moving with the rigid-body.

where we set the earth’s radius to

Re = 6.371× 106m. (13.4)

This speed is quite large relative to a fixed frame outside the planet (see Figure 13.2)

Urigid-body(0
◦) = 1672 km hr−1 (13.5a)

Urigid-body(30
◦) = 1448 km hr−1 (13.5b)

Urigid-body(60
◦) = 826 km hr−1. (13.5c)

Motion of the atmosphere and ocean are generally close to rigid-body motion, so that their
speeds relative to the planet are much smaller than the speed of the rotating planet itself. So in
addition to being directly relevant to terrestrial observers, we find it most interesting to study
geophysical motion in the rotating planetary frame (a non-inertial frame) rather than a frame
fixed relative to the stars (an approximate inertial frame).
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13.2. CHANGES TO BASIS VECTORS UNDER RIGID-BODY ROTATION

13.2 Changes to basis vectors under rigid-body rotation
In Section 11.2, we studied the kinematics of a vector with fixed length that is rotating about a
fixed origin. The key kinematic result (11.34) exposes how rotation generates a time change to
the rigid-body rotation of a vector

dQ

dt
= Ω×Q, (13.6)

where Q is an arbitrary vector. We here make use of this relation to determine how the basis
vectors for Cartesian coordinates, cylindrical-polar coordinates, and spherical coordinates change
under rotation.

13.2.1 Changes to Cartesian basis vectors under rotation

With Ω = Ω ẑ as for a rotating spherical earth, equation (13.6) says that the change in planetary
Cartesian unit vectors under rigid-body rotation is given by

dx̂

dt
= Ω× x̂ = Ω ŷ and

dŷ

dt
= Ω× ŷ = −Ω x̂ and

dẑ

dt
= Ω× ẑ = 0. (13.7)

13.2.2 Changes to cylindrical-polar coordinate unit vectors under rotation

Now consider the polar coordinates from Section 4.22 with rotation continuing to be oriented
about the vertical axis, Ω = Ω ẑ. In the horizontal plane we have the radial and angular unit
vectors

r̂ = x̂ cosϑ+ ŷ sinϑ (13.8a)

ϑ̂ = −x̂ sinϑ+ ŷ cosϑ. (13.8b)

We can directly verify that the time derivative of these unit vectors is given by

dr̂

dt
= (Ω + ϑ̇) ϑ̂ = (Ω + ϑ̇) (ẑ × r̂) (13.9a)

dϑ̂

dt
= −(Ω + ϑ̇) r̂ = (Ω + ϑ̇) (ẑ × ϑ̂). (13.9b)

Notice how these unit vectors change both due to the rotation of the reference frame, Ω, plus
the change in the angular position relative to the reference frame, ϑ̇. We thus see that unit
vectors, such as those for spherical coordinates and cylindrical-polar coordinates, change due to
the rigid-body rotation, just like the Cartesian unit vectors. Additionally, non-Cartesian unit
vectors change when their orientation is modified relative to the Cartesian coordinate axes at a
rate distinct from the rigid-body. This situation occurs when a trajectory moves relative to the
rigid-body, with further discussion for spherical coordinates in Sections 13.7.2 and 13.9.

13.2.3 Changes to spherical coordinate unit vectors under rotation

As a third example, consider the rotation of spherical coordinate unit vectors, whose form was
derived in Section 4.23.2

λ̂ = −x̂ sinλ+ ŷ cosλ (13.10a)

ϕ̂ = −x̂ cosλ sinϕ− ŷ sinλ sinϕ+ ẑ cosϕ (13.10b)

r̂ = x̂ cosλ cosϕ+ ŷ sinλ cosϕ+ ẑ sinϕ. (13.10c)
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Again, each of the spherical basis vectors, (λ̂, ϕ̂, r̂), are normalized, so that their evolution arises
just from rotations.

Start with deriving the time derivative of the radial unit vector, r̂. We know that it can
rotate either through rigid-body motion of the rotating reference frame, or through changes in
the spherical angles, (λ, ϕ), relative to the rotating reference frame. We see these two forms of
time changes by taking the time derivative

dr̂

dt
=

d

dt
(x̂ cosλ cosϕ+ ŷ sinλ cosϕ+ ẑ sinϕ). (13.11)

Expanding the right hand side leads to

d

dt
(x̂ cosλ cosϕ) =

dx̂

dt
cosλ cosϕ− x̂ λ̇ sinλ cosϕ− x̂ ϕ̇ cosλ sinϕ (13.12a)

d

dt
(ŷ sinλ cosϕ) =

dŷ

dt
sinλ cosϕ+ ŷ λ̇ cosλ cosϕ− ŷ ϕ̇ sinλ sinϕ (13.12b)

d

dt
(ẑ sinϕ) = ẑ ϕ̇ cosϕ. (13.12c)

Making use of equation (13.7) for the change in planetary Cartesian unit vectors due to rotation,
and substituting the expressions (4.219a)-(4.219c) for the spherical unit vectors, leads to

dr̂

dt
= λ̂ (λ̇+Ω) cosϕ+ ϕ̂ ϕ̇. (13.13)

We thus confirm that changes to r̂ arise just from changes to its angular orientation. To help
understand this expression, take the case of rigid-body motion, in which λ̇ = ϕ̇ = 0, so that r̂
changes only through motion of the rotating reference frame. Any additional longitudinal motion
arising from λ̇ ̸= 0 renders further changes in the λ̂ direction. Finally, meridional motion through
ϕ̇ ̸= 0 modifies the unit vector in the ϕ̂ direction. Similar manipulations and considerations lead
to the time derivatives for the angular unit vectors

dϕ̂

dt
= −λ̂ (Ω + λ̇) sinϕ− r̂ ϕ̇ (13.14a)

dλ̂

dt
= (Ω + λ̇) (ϕ̂ sinϕ− r̂ cosϕ). (13.14b)

Further details for deriving equations (13.13), (13.14a), and (13.14b) are given in the solution
to Exercise 13.2.

13.3 A synopsis of tensor algebra
In Part I of this book, we detailed the use of tensor analysis for geophysical motions. We here
summarize some of the salient points that are of use in this chapter for manipulating spherical
coordinates.

13.3.1 Why we need general tensors
Cartesian tensors are sufficient for many purposes of fluid mechanics, such as when using
Cartesian coordinates for a tangent plane approximation to study geophysical fluid motion (e.g.,
Section 24.5). However, we make routine use of spherical coordinates when describing geophysical
motion, and cylindrical-polar coordinates for studies of rotating tank experiments (see Section
36.8). Finally, we use generalized vertical coordinates in the description of stratified flows (Part
XII). The basis vectors for curvilinear coordinates and generalized vertical coordinates change
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direction when moving through space. In contrast, Cartesian basis vectors always point in
the same direction. This distinction between the basis vectors is the key reason curvilinear
coordinates and generalized vertical coordinates require a more general formalism than required
by Cartesian tensors.

Even though general tensors are of use in this book, we can keep much of the heavy technology
at a modest distance, with exposure only in selected places. The key crutch we rely on is that
the planet is assumed to be embedded in a background three-dimensional Euclidean space. That
is, we are not considering the curved space-time of general relativity nor the marriage of space
and time afforded by special relativity. Rather, we restrict our concern to Galilean relatively,
which is based on three-dimensional Euclidean space plus universal Newtonian time. These
assumptions greatly simplify our use of general tensors.

13.3.2 The coordinate representation of a vector

The coordinate representation of a vector follows from decomposing the vector into components
aligned according to a set of basis vectors, in which case we write

Q⃗ =

3∑
a=1

Qa e⃗a = Qa e⃗a, (13.15)

where the Einstein summation convention is defined by the final equality. In this equation,

e⃗a = (e⃗1, e⃗2, e⃗3) (13.16)

is a set of linearly independent basis vectors, and Qa are the corresponding coordinate repre-
sentations of the vector Q⃗. The basis vectors may be normalized to unit magnitude, as in the
case of Cartesian coordinates, or may be unnormalized as for spherical coordinates (see Section
4.23.2). Note that we commonly make use of the boldface notation for a vector rather than the
arrowed symbol (Section 3.5)

Q = Q⃗ = Qa e⃗a. (13.17)

The basis vectors in equation (13.15) have a lower index while the coordinate representation
of a vector has an upper index. Why? For arbitrary coordinates (e.g., spherical), we make a
distinction between a coordinate representation with an index upstairs (contravariant) versus
the downstairs (covariant) representation. Moving between the covariant and contravariant
representations requires a metric tensor.

When working with general coordinates, it is necessary to distinguish between a basis vector,
e⃗a, and its dual partner known as a one-form, ẽa. Duality is here defined by the familiar
(Euclidean) inner product that leads to the bi-orthogonality relation

e⃗a · ẽb = δba, (13.18)

with δba the Kronecker delta tensor

δba =

{
1 if b = a
0 if b ̸= a.

(13.19)

In linear algebra, a row vector is dual to its column vector, with that analog appropriate for the
present context. Cartesian basis vectors equal to the basis one-forms, in which case there is no
distinction between contravariant and covariant. However, the distinction is important for more
general coordinates used in geophysical fluids.
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13.3.3 Generalized coordinates
We find it convenient to write ξa as the a’th component of a generalized coordinate used to
describe space. In this chapter we choose the unbarred generalized coordinates as planetary
Cartesian coordinates, so that

(ξ1, ξ2, ξ3) = (x, y, z), (13.20)

whereas the barred generalized coordinates are the planetary spherical coordinates1

(ξ1, ξ2, ξ3) = (λ, ϕ, r). (13.21)

These two sets of coordinates are related by the coordinate transformation provided in Section
4.23 (see in particular Figure 4.3)

x = r cosϕ cosλ and y = r cosϕ sinλ and z = r sinϕ. (13.22)

The equation set (13.22) provides the coordinate transformation between a particular point in
three-dimensional Euclidean space that is represented by Cartesian coordinates and spherical
coordinates.

13.3.4 Transformation between coordinate representations
The coordinate representation of a tensor is a subjective analytical description of an objective
geometric object. That is, the subjectively chosen coordinate representation of a vector, such as
that given by equation (13.15), does not affect the vector as a geometric object. Hence, we can
represent the vector using any arbitrary set of coordinates

Q⃗ = Qa e⃗a = Qa e⃗a. (13.23)

In this equation, Qa is the representation of the vector Q⃗ in a coordinate system defined by the
basis vector e⃗a, whereas Q

a is the representation in the unbarred coordinate system with basis
vectors e⃗a.

The coordinate representation of a vector transforms when changing coordinates. The
transformation is mediated by the transformation matrix, which is the matrix composed of the
partial derivatives of one coordinate set with respect to the other. For example, the relation
between the coordinate representation of the velocity vector and acceleration vector, as well as
the coordinate basis vectors, are given by

V a = Λaa V
a and Aa = ΛaaA

a and e⃗a = Λaa e⃗a. (13.24)

The general expression for the transformation matrix is given by the matrix of partial derivatives

Λaa =

 ∂ξ1/∂ξ1 ∂ξ1/∂ξ2 ∂ξ1/∂ξ3

∂ξ2/∂ξ1 ∂ξ2/∂ξ2 ∂ξ2/∂ξ3

∂ξ3/∂ξ1 ∂ξ3/∂ξ2 ∂ξ3/∂ξ3

 . (13.25)

For the particular case where the unbarred coordinates are Cartesian and the barred are spherical,
we have from Section 4.23.1 the transformation matrix along with its inverse

Λaa =

 −r cosϕ sinλ −r sinϕ cosλ cosϕ cosλ
r cosϕ cosλ −r sinϕ sinλ cosϕ sinλ

0 r cosϕ sinϕ

 (13.26)

1We will have occasion to use other generalized coordinates in this book, with particular attention given to
generalized vertical coordinates in Part XII.
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Λaa =
1

r2 cosϕ

 −r sinλ r cosλ 0
−r cosϕ sinϕ cosλ −r cosϕ sinϕ sinλ r cos2 ϕ
r2 cos2 ϕ cosλ r2 cos2 ϕ sinλ r2 cosϕ sinϕ

 . (13.27)

It is straightforward to verify the orthonormality relations satisfied by these matrices

Λaa Λ
a
b
= δa

b
and Λaa Λ

a
b = δab. (13.28)

Hence, if we have the Cartesian representation of a vector, such as the velocity or acceleration,
then we can use these transformation rules to derive the spherical representation through matrix
multiplication, as per equation (13.24).

13.3.5 Two meanings for the same symbol
We highlight the need to hold two meanings in mind for (x, y, z) and (r, λ, ϕ), or for any set
of generalized coordinates (ξ1, ξ2, ξ3). One meaning specifies a point in Euclidean space. The
other meaning refers to the position in space for a moving material particle, in which case the
coordinate position is a function of time. We commonly write the second meaning using the
capital, X(t), to denote the particle trajectory. To accord with common usage for the Cartesian
and spherical coordinates, we write the components to X(t) using the smaller case, so that the
Cartesian position of the particle is

X(t) = x̂x(t) + ŷ y(t) + ẑ z(t), (13.29)

whereas the spherical position is
X(t) = r̂(t) r(t). (13.30)

Time dependence of the unit vectors depends on the reference frame. For an inertial reference
frame, the Cartesian unit vectors are fixed in space, whereas for the rigid-body rotating frame,
the Cartesian basis vectors rotate around the vertical axis. Likewise, the spherical unit vector
rotates with the rotating reference frame. Yet even in an inertial reference frame, r̂ is a function
of time since it points from the origin towards the moving particle.

13.4 The velocity vector
The velocity is the time derivative of the position vector

V =
dX

dt
. (13.31)

This equation is manifestly geometric in that the velocity at a space-time point is the tangent
vector to the trajectory at that point. When expressing this relation using a coordinate
representation we note that time dependence lives with both the coordinate representation of
the position vector as well as the basis vectors

V =
dX

dt
=

d (ξa e⃗a)

dt
=

dξa

dt
e⃗a + ξa

de⃗a
dt

. (13.32)

13.4.1 Coordinate velocity
The first term on the right hand side of equation (13.32) is the velocity as measured within the
chosen reference frame using the chosen coordinates

Vcoord ≡
dξa

dt
e⃗a. (13.33)
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This is the contribution to velocity as measured in the reference frame that moves with the basis
vectors. In the context of geophysical motions, this is the velocity measured in the rotating
terrestrial reference frame using Cartesian, spherical, or other chosen coordinates.

13.4.2 Temporal changes to the basis vectors
The second term on the right hand side of equation (13.32) arises from changes to the basis
vectors. There are three means for a basis vector to change, and we encounter them when
considering coordinate representations later in this chapter. Two changes arise from rotations,
each of which change the basis vector’s direction without changing its magnitude. The third
change leads to a modification of the basis vector’s magnitude.

• rigid-body rotation: For a rigid-body rotation of the reference frame, the rigid-body
velocity is given by (see Section 11.2.2)

Urigid = Ω×X. (13.34)

• rotation relative to rigid-body: A vector can also rotate at a rate that differs from
the rigid-body.

• change in magnitude: Finally, if the basis vectors are not normalized to have unit
magnitude, then they can change their magnitude during motion.

13.5 Decomposition of the inertial frame acceleration
The acceleration measured in an inertial reference frame is given by the time derivative of the
velocity measured in this frame, so that the acceleration is the second derivative of the position
vector

A =
dV

dt
=

d2X

dt2
. (13.35)

This equation is independent of any coordinate representation so that the physical and geometrical
content are manifest. When introducing a coordinate representation, the resulting expression
becomes subject to details of the chosen coordinates and those details possibly obscure the
underlying geometric meaning. Hence, it is important to keep the geometric expression in mind
when offering an interpretation for coordinate dependent terms.

Introducing a coordinate representation X = ξa e⃗a into the acceleration (13.35), and making
use of the chain rule, leads to

A =
d

dt

dX

dt
(13.36a)

=
d

dt

d (ξa e⃗a)

dt
(13.36b)

=
d

dt

[
d ξa

dt
e⃗a + ξa

d e⃗a
dt

]
(13.36c)

=
d2ξa

dt2
e⃗a + 2

dξa

dt

de⃗a
dt

+ ξa
d2e⃗a
dt2

. (13.36d)

The first term on the right hand side is the acceleration of the coordinate representation as
measured in the rotating reference frame

Acoord ≡
d2ξa

dt2
e⃗a. (13.37)
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It is the acceleration measured by an observer in the rotating frame using coordinates ξa. The
remaining two terms arise from changes to the basis vectors, and they give rise to the Coriolis and
planetary centrifugal accelerations associated with the rotating reference frame. In non-Cartesian
coordinates, they also give rise to a metric acceleration arising from the change in directions
of the unit vectors associated with motion of the particle relative to the rotating reference
frame (Section 13.4.2). Note that the factor of two on the middle term (the Coriolis term) in
equation (13.36d) results from the two time derivatives that act on the basis vectors that arise
when computing the acceleration. We already encountered this factor of two when deriving the
Cartesian expression of the Coriolis acceleration in Section 11.4.3.

13.6 Representing the position vector
We make use of some results from Section 4.23 relating Cartesian and spherical coordinates and
as defined by Figure 4.3. In particular, we use the planetary Cartesian basis vectors, (x̂, ŷ, ẑ), and
corresponding spherical basis vectors, (λ̂, ϕ̂, r̂), thus leading to the coordinate representations of
the position vector relative to the center of a rotating sphere

X = x x̂+ y ŷ + z ẑ (13.38a)

= (r cosϕ cosλ) x̂+ (r cosϕ sinλ) ŷ + (r sinϕ) ẑ (13.38b)

= r r̂ (13.38c)

= |X| r̂. (13.38d)

The expression for the position vector is quite simple when written in spherical coordinates, as
it is merely the distance from the origin with a direction that points radially from the origin to
the particle.

13.7 Representing the velocity vector
As seen in Section 13.4, the inertial frame velocity vector has a coordinate representation written
as

V =
dX

dt
=

d(ξa e⃗a)

dt
=

dξa

dt
e⃗a + ξa

de⃗a
dt

. (13.39)

Contributions arise from both the time changes in the coordinates, ξa, and time changes to the
basis vectors, e⃗a. We now consider the Cartesian and spherical forms for these changes.

13.7.1 Planetary Cartesian coordinate representation
The basis vectors for the Cartesian coordinates, (e⃗1, e⃗2, e⃗3) = (x̂, ŷ, ẑ), are normalized, so they
do not change their magnitude. Furthermore, they move only through rigid-body motion of the
rotating reference frame. We refer to these coordinates as planetary Cartesian coordinates since
they are oriented according to the rotating planet with origin at the planet’s center. In Section
24.5 we introduce the distinct tangent plane Cartesian coordinates. Tangent plane Cartesian
coordinates are also moving with the rotating planet. Yet they are defined according to a tangent
plane at a point on the surface of the planet. It is important to distinguish these two uses for
Cartesian coordinates in geophysical fluid mechanics.

The angular velocity is oriented around the polar axis

Ω = Ω ẑ, (13.40)

so that the rigid-body velocity of the rotating reference frame only has components in the x̂ and
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ŷ directions
Urigid = Ω×X = Ω(−x̂ y + ŷ x). (13.41)

The inertial frame velocity thus has the following representation in terms of planetary Cartesian
coordinates

V =
d

dt
[x̂x+ ŷ y + ẑ z] (13.42a)

=

[
x̂
dx

dt
+ ŷ

dy

dt
+ ẑ

dz

dt

]
+ x

dx̂

dt
+ y

dŷ

dt
+ z

dẑ

dt
(13.42b)

=

[
−yΩ+

dx

dt

]
x̂+

[
xΩ+

dy

dt

]
ŷ +

dz

dt
ẑ (13.42c)

= VCartesian +Ω×X (13.42d)

= VCartesian +Urigid, (13.42e)

where we defined the Cartesian velocity vector

VCartesian ≡
dx

dt
x̂+

dy

dt
ŷ +

dz

dt
ẑ, (13.43)

which is the velocity as measured in the rotating reference frame when using planetary Cartesian
coordinates. We also made use of equation (13.7) to express the time rate of change for the
planetary Cartesian unit vectors, with this change arising solely from the planetary rotation.
Note that the results here are valid for Ω varying in time.

13.7.2 Planetary spherical coordinate representation

The position vector in the planetary spherical coordinate representation is given by

X = r r̂. (13.44)

The basis vector r̂ is normalized, so that its evolution arises just from rotations, and we
determined that time evolution in equation (13.13)

dr̂

dt
= λ̂ (λ̇+Ω) cosϕ+ ϕ̂ ϕ̇. (13.45)

Consequently, the velocity as viewed in the inertial frame has the following spherical coordinate
representation

V =
dX

dt
(13.46a)

=
d(r r̂)

dt
(13.46b)

= r
dr̂

dt
+

dr

dt
r̂ (13.46c)

= r⊥ (λ̇+Ω) λ̂+ r ϕ̇ ϕ̂+ ṙ r̂ (13.46d)

= (u+ r⊥Ω) λ̂+ v ϕ̂+ w r̂ (13.46e)

= Vspherical +Urigid. (13.46f)

In this equation we introduced the spherical coordinate velocity vector

Vspherical = r⊥ λ̇ λ̂+ r ϕ̇ ϕ̂+ ṙ r̂ ≡ u λ̂+ v ϕ̂+ w r̂, (13.47)
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where we defined the components to the spherical velocity vector

u ≡ r⊥
dλ

dt
and v ≡ r dϕ

dt
and w ≡ dr

dt
, (13.48)

and with
r⊥ = |X| cosϕ = r cosϕ (13.49)

the distance to the polar axis. The spherical velocity, Vspherical, is the velocity measured in the
rotating reference frame when using planetary spherical coordinates. We also noted that the
rigid-body velocity has the spherical coordinate representation

Urigid = Ω×X = r⊥Ω λ̂. (13.50)

That is, the rigid-body velocity is purely zonal.

13.7.3 Transforming from Cartesian to spherical

We make use of the tensor analysis from Section 13.3 to transform from the Cartesian representa-
tion of the velocity vector to the spherical representation. This approach leads to an equivalent
result to that pursued thus far in this section, but it is somewhat more systematic and it offers
useful experience with the formalities of coordinate transformations. In particular, we make use
of the transformation rule (13.24) along with the transformation matrix (13.26) and its inverse
(13.27) to have

V 1 = V r = Λ1
1 V

1 + Λ1
2 V

2 + Λ1
3 V

3 (13.51a)

V 2 = V λ = Λ2
1 V

1 + Λ2
2 V

2 + Λ2
3 V

3 (13.51b)

V 3 = V ϕ = Λ3
1 V

1 + Λ3
2 V

2 + Λ3
3 V

3, (13.51c)

where the Cartesian components are

V 1 = ẋ− Ω y = ṙ cosϕ cosλ− r ϕ̇ sinϕ cosλ− r (λ̇+Ω) cosϕ sinλ (13.52a)

V 2 = ẏ +Ωx = ṙ cosϕ sinλ− r ϕ̇ sinϕ sinλ+ r (λ̇+Ω) cosϕ cosλ (13.52b)

V 3 = ż = ṙ sinϕ+ r ϕ̇ cosϕ. (13.52c)

Making use of the inverse transformation matrix components Λab given by equation (13.27), as
well as the relation (13.24) between the coordinate basis vectors, leads to

V⃗ = V = V a e⃗a = r⊥ (λ̇+Ω) λ̂+ r ϕ̇ ϕ̂+ ṙ r̂, (13.53)

which is the same as equation (13.46f) determined without the formalism of tensor algebra.

13.7.4 Axial angular momentum

As seen in Section 14.5, the zonal component of the inertial frame velocity, times the moment
arm (distance from the rotation axis), equals to the axial angular momentum per unit mass

Lz = mr⊥ λ̂ · V = mr⊥ (u+ r⊥Ω). (13.54)

The distance to the rotational axis is given by r⊥, and this is the moment arm for the axial
angular momentum. For cases with rotational symmetry around polar axis, as for motion of a
particle around a smooth sphere, the axial angular momentum is a constant of the motion. As
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discussed in Section 14.5, this conservation law provides a constraint on the particle trajectory
and it plays a role in the motion of geophysical fluids (Section 24.7).

13.8 Planetary Cartesian representation of acceleration
The acceleration measured in an inertial reference frame is given by the second time derivative
of the position vector

A =
dV

dt
=

d2X

dt2
. (13.55)

We here consider its representation using planetary Cartesian coordinates (x, y, z) and the
Cartesian basis (e⃗1, e⃗2, e⃗3) = (x̂, ŷ, ẑ). The results here were anticipated by the discussion in
Section 11.4.3. We find it useful to go through the derivation again, here with more focus on the
geophysical applications of this book.

13.8.1 Planetary Cartesian representation

For the study of geophysical fluid motion, we assume the planetary angular velocity, Ω, is a
constant in time

dΩ

dt
= 0. (13.56)

Making use of the results from Section 13.2.1 leads to

de⃗a
dt

= Ω× e⃗a (13.57)

and
d2e⃗a
dt2

=
d

dt
(Ω× e⃗a) = Ω× de⃗a

dt
= Ω× (Ω× e⃗a), (13.58)

which yields the acceleration

A =
d

dt

dX

dt
(13.59a)

=
d2ξa

dt2
e⃗a + 2

dξa

dt
(Ω× e⃗a) + ξaΩ× (Ω× e⃗a) (13.59b)

= x̂
[
ẍ− 2Ω ẏ − Ω2x

]
+ ŷ

[
ÿ + 2Ω ẋ− Ω2y

]
+ ẑ z̈ (13.59c)

= ẍ x̂+ ÿ ŷ + z̈ ẑ + 2Ω (−ẏ x̂+ ẋ ŷ)− Ω2 (x x̂+ y ŷ) (13.59d)

= ACartesian + 2Ω× VCartesian +Ω× (Ω×X) (13.59e)

= ACartesian −ACoriolis −Acentrifugal. (13.59f)

The acceleration is thus decomposed into three terms that we now discuss.

Coordinate acceleration in the rotating reference frame

The first acceleration on the right hand side of equation (13.59f) is

ACartesian =
d2x

dt2
x̂+

d2y

dt2
ŷ +

d2z

dt2
ẑ = ẍ x̂+ ÿ ŷ + z̈ ẑ, (13.60)

which is the coordinate acceleration measured in the rotating frame using planetary Cartesian
coordinates.
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Planetary Coriolis acceleration

The second term on the right hand side of equation (13.59f) is the planetary Coriolis acceleration

ACoriolis = −2Ω× VCartesian. (13.61)

One key feature of the Coriolis acceleration is that it vanishes when there is no motion relative to
the rotating reference frame. The Coriolis acceleration plays a fundamental role in geophysical
fluid mechanics and is central to our studies in this book.

Planetary centrifugal/centripetal acceleration

The third contribution to acceleration in equation (13.59f) is the planetary centrifugal acceleration,
which is also minus the planetary centripetal acceleration

Acentrifugal = −Acentripetal = −Ω× (Ω×X). (13.62)

The planetary centrifugal acceleration points outward from (perpendicular to) the polar axis of
rotation whereas the planetary centripetal acceleration points inward; they are action/reaction
pairs. They can be written as the gradient of a scalar potential

Acentrifugal = −∇Φcentrifugal (13.63)

with

−Φcentrifugal ≡
(Ω× x) · (Ω× x)

2
=

Ω2 r2⊥
2

=
(Ω r cosϕ)2

2
=

Ω2 (x2 + y2)

2
, (13.64)

so that
Acentrifugal = −∇Φcentrifugal = Ω2∇(x2 + y2)/2. (13.65)

The planetary centripetal acceleration (pointing towards the rotational axis) keeps the
rotating particle from flying outward away from the rotational axis. On a massive rotating
sphere, the planetary centripetal acceleration acting on the moving particle is provided by
that component of the gravitational acceleration (Section 13.10) that is directed towards the
rotation axis. The planetary centripetal acceleration’s opposing partner, the planetary centrifugal
acceleration, arises from the rotating planet and it accounts for the slight equatorial bulge of
the earth. For a human scale example, note that the centrifugal acceleration pulls a person
outward from the center of a rotating merry-go-round, whereas the person’s arms provide the
opposing centripetal acceleration to keep from from flying outward. In summary, the centrifugal
acceleration arises from rotation of the non-inertial reference frame, and as such is a non-inertial
acceleration, whereas the centripetal acceleration arises from a “real” force that balances the
centrifugal acceleration.

13.8.2 Summary

For the purpose of formulating the equation of motion in the rotating terrestrial frame, we write
the rigid-body rotating frame acceleration as

ACartesian = A+ACoriolis +Acentrifugal (13.66a)

= A− 2Ω× VCartesian −∇Φcentrifugal (13.66b)

and summarize the following accelerations (force per unit mass).
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• inertial: Newton’s law of motion is formulated within an inertial reference frame making
use of the acceleration, A, that is directly affected by forces such as gravitation.

• Planetary Coriolis: The planetary Coriolis acceleration,

ACoriolis = −2Ω× VCartesian = −2Ω ẑ × VCartesian = −2Ω
[
−dy

dt
x̂+

dx

dt
ŷ

]
, (13.67)

arises from the choice to describe motion within the rotating terrestrial reference frame.
The Coriolis acceleration gives rise to a rich suite of fundamentally new phenomena relative
to non-rotating motion, with much of this book focused in describing such phenomena.
It has components only in the horizontal planetary Cartesian plane spanned by the unit
vectors (x̂, ŷ). That is, the Coriolis acceleration occurs in a plane parallel to the equatorial
plane. We expect this orientation of the Coriolis acceleration since it arises from rotation
about the ẑ axis, so that there can be no component of the Coriolis acceleration aligned
with ẑ.

• Planetary centrifugal: The planetary centrifugal acceleration,

Acentrifugal = −∇Φcentrifugal = Ω2 r⊥ = Ω2 (x x̂+ y ŷ), (13.68)

is the second term arising from the rotating reference frame. As for the Coriolis acceleration,
the planetary centrifugal acceleration has components only in the horizontal planetary
Cartesian plane spanned by the unit vectors (x̂, ŷ); i.e., the planetary centrifugal accel-
eration occurs in a plane parallel to the equatorial plane, which is again expected since
the planetary centrifugal acceleration arises from rotation of the planet about the polar
axis. The planetary centrifugal acceleration is directed outward from (perpendicular to)
to the polar axis of rotation. We see this orientation in Figure 13.4 to be discussed later.
Furthermore, the planetary centrifugal acceleration is nonzero even when the particle is
fixed relative to the rotating planet, whereas the Coriolis acceleration is zero when the
particle has zero motion relative to the planet.

The planetary centrifugal acceleration can be written as the gradient of a scalar potential,
Acentrifugal = −∇Φcentrifugal where Φcentrifugal = −Ω2 (x2 + y2)/2 (equation (13.64)). Hence, the
planetary centrifugal acceleration can be combined with the gravitational acceleration in
the equation of motion (see Section 13.10). The resulting “effective gravity” leads to a
conservative force field that is modified relative to the central gravitational field of the
non-rotating spherical planet. We detail these points in Section 13.10.4.

13.8.3 Further study
We build up our understanding of the Coriolis acceleration as the book develops, such as in
Section 14.6 where we offer a thorough examination of its facets. Further related study can be
found in Section 3.5 of Apel (1987). Visualizations from rotating tank experiments are useful to
garner an experiential understanding of the Coriolis acceleration. The first few minutes of this
video from Prof. Fultz of the University of Chicago is particularly insightful.

13.9 Spherical representation of acceleration
The spherical representation of the velocity viewed in an inertial reference frame is given by
equation (13.46f)

V =
dX

dt
= (u+ r⊥Ω) λ̂+ v ϕ̂+ w r̂ = Vsphere + r⊥Ω λ̂, (13.69)
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where we introduced the spherical velocity from equation (13.48)

Vsphere ≡ u λ̂+ v ϕ̂+ w r̂. (13.70)

We also make use of the notation for the zonal component of the velocity as measured in the
inertial reference frame,

uI = u+ r⊥Ω. (13.71)

Just as for computing the velocity vector, the corresponding acceleration measured in the inertial
reference frame must take into account changes in both the spherical coordinates and spherical
basis vectors

A =
d

dt

(
uI λ̂+ v ϕ̂+ w r̂

)
(13.72a)

=
duI
dt
λ̂+

dv

dt
ϕ̂+

dw

dt
r̂ + uI

dλ̂

dt
+ v

dϕ̂

dt
+ w

dr̂

dt
. (13.72b)

The spherical unit vectors change due to both the rigid-body rotation of the rotating reference
frame, plus motion of the particle relative to the rotating frame. Making use of equations
(13.13), (13.14a), and (13.14b) for the changes to the spherical coordinate unit vectors leads to
the decomposition of the acceleration viewed from the inertial frame

A · λ̂ =
duI
dt

+

[
dλ

dt
+Ω

]
(w cosϕ− v sinϕ) (13.73a)

A · ϕ̂ =
dv

dt
+

[
dλ

dt
+Ω

]
uI sinϕ+ w

dϕ

dt
(13.73b)

A · r̂ =
dw

dt
−
[
dλ

dt
+Ω

]
uI cosϕ− v

dϕ

dt
. (13.73c)

Use of the identities

u = r⊥
dλ

dt
and uI = u+ r⊥Ω and

duI
dt

=
du

dt
+Ω(w cosϕ− v sinϕ), (13.74)

along with some reorganization, then renders the spherical coordinate representation of the
inertial frame acceleration

A = λ̂

[
du

dt
+
u (w − v tanϕ)

r
+ 2Ω (w cosϕ− v sinϕ)

]
+ ϕ̂

[
dv

dt
+
v w + u2 tanϕ

r
+ 2Ωu sinϕ+ r⊥Ω2 sinϕ

]
+ r̂

[
dw

dt
− u2 + v2

r
− 2Ωu cosϕ− r⊥Ω2 cosϕ

]
. (13.75)

13.9.1 Transforming from Cartesian to spherical

As in Section 13.7.3, we can make use of the tensor algebra from Section 13.3 to transform from
the Cartesian representation of the acceleration vector to the spherical representation. Following
the same steps as for the velocity leads to

Aa = ΛaaA
a (13.76)
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where the Cartesian components to the acceleration are

A1 = ẍ− 2Ω ẏ − Ω2 x (13.77a)

A2 = ÿ + 2Ω ẋ− Ω2 y (13.77b)

A3 = z̈. (13.77c)

Making use of the coordinate transformation (13.22) allows us to express these Cartesian
components of the acceleration in terms of spherical coordinates. Then we make use of the
inverse transformation matrix components Λab given by equation (13.27), as well as the relation
(13.24) between the coordinate basis vectors, which leads to

A⃗ = A = Aa e⃗a = Aa e⃗a (13.78)

with the spherical coordinate representation given by equation (13.75) as derived without the
formalism of tensor algebra. Both approaches require algebraic manipulations, so that it is useful
to have two approaches to double-check results.

13.9.2 Decomposing the acceleration
We decompose the inertial frame acceleration (13.75) into the following terms

A = Asphere +Ametric −ACoriolis −Acentrifugal, (13.79)

with signs chosen so that in the rigid-body rotating frame the acceleration is written

Asphere +Ametric︸ ︷︷ ︸
net spherical acceleration

= A+ACoriolis +Acentrifugal. (13.80)

We identify the net spherical acceleration as the sum of the coordinate acceleration and metric
acceleration. In the absence of reference frame rotation, this sum provides an expression for
the acceleration as represented by spherical coordinates. For example, if we are describing the
motion of a satellite from an inertial reference frame using spherical coordinates, then we would
use Asphere +Ametric. The Coriolis and planetary centrifugal terms arise from the rigid-body
rotation of the planet.

13.9.3 Spherical coordinate acceleration
The spherical coordinate acceleration is given by the time change in the spherical velocity
components

Asphere =
du

dt
λ̂+

dv

dt
ϕ̂+

dw

dt
r̂. (13.81)

This term has no contribution from changes to the spherical unit vectors.

13.9.4 Metric acceleration
We define the metric acceleration as that contribution to the acceleration arising from time
dependence of the spherical unit vectors that appears when taking the time derivative of the
velocity vector. For spherical coordinates we have

Ametric = λ̂

[
u (w − v tanϕ)

r

]
+ ϕ̂

[
v w + u2 tanϕ

r

]
− r̂

[
u2 + v2

r

]
(13.82a)

= λ̂

[
u (w cosϕ− v sinϕ)

r cosϕ

]
+ ϕ̂

[
v w cosϕ+ u2 sinϕ

r cosϕ

]
− r̂

[
u2 + v2

r

]
(13.82b)
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=
1

r
[u tanϕ (r̂ × Vsphere) + wUsphere − r̂ Usphere ·Usphere] , (13.82c)

where we wrote the horizontal (angular) and vertical (radial) components of the spherical velocity
according to

Vsphere = Usphere + r̂w = λ̂u+ ϕ̂ v + r̂w. (13.83)

Note that
Vsphere ·Ametric = 0, (13.84)

so that the metric acceleration is orthogonal to the spherical velocity, in which case with (see
equation (13.46f)) V = Vsphere + r⊥Ω λ̂ we have

V ·Ametric = Ωu (−v sinϕ+ w cosϕ). (13.85)

Furthermore, the metric acceleration vanishes when the curvature of the sphere vanishes (i.e.,
r →∞), as per a flat plane.

13.9.5 Planetary centrifugal acceleration

The spherical coordinate representation of the planetary centrifugal acceleration is given by

Acentrifugal = −∇Φcentrifugal = Ω2 (x x̂+ y ŷ) = r⊥Ω2 (−ϕ̂ sinϕ+ r̂ cosϕ). (13.86)

The planetary centrifugal acceleration points outward from the axis of rotation (see Figure 13.4
to be discussed later), so that it has no component in the longitudinal direction. Furthermore,
note that

V ·Acentrifugal = Vsphere ·Acentrifugal = r⊥Ω2 (−v sinϕ+ w cosϕ). (13.87)

13.9.6 Planetary Coriolis acceleration

The spherical coordinate representation of the Coriolis acceleration makes use of the spherical
representation of the earth’s angular velocity

Ω = Ω ẑ = Ω(ϕ̂ cosϕ+ r̂ sinϕ). (13.88)

Although Ω = Ω ẑ is fixed in absolute space, its representation using spherical coordinates is
a function of latitudinal position on the sphere, with components in the local radial and local
meridional directions. This spatial dependence gives rise to much of the characteristic features
of geophysical flows associated with the beta-effect studied in Section 40.6.2.

We use the representation (13.88) to write the spherical coordinate representation of the
Coriolis acceleration

ACoriolis = −2Ω× Vsphere (13.89a)

= −2Ω (ϕ̂ cosϕ+ r̂ sinϕ)× (u λ̂+ v ϕ̂+ w r̂) (13.89b)

= −2Ω
[
λ̂ (w cosϕ− v sinϕ) + ϕ̂u sinϕ− r̂ u cosϕ

]
. (13.89c)

As a check on this result, note that

ACoriolis · ẑ = 0, (13.90)

as it must since there is no component of the Coriolis acceleration that is parallel to the rotation
axis. Furthermore, as for the metric acceleration, we see that the Coriolis acceleration is
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orthogonal to the spherical velocity

Vsphere ·ACoriolis = 0, (13.91)

so that
V ·ACoriolis = 2 r⊥Ω2 (v sinϕ− w cosϕ). (13.92)

We commonly find it convenient to introduce a shorthand notation

f = (2Ω sinϕ) r̂ and f∗ = (2Ω cosϕ) ϕ̂, (13.93)

so that the Coriolis acceleration is decomposed into two terms

ACoriolis = −(f + f∗)× Vsphere. (13.94)

These two terms take on the form

Af
Coriolis = −(2Ω sinϕ) r̂ × (u λ̂+ v ϕ̂+ w r̂) = 2Ω sinϕ (v λ̂− u ϕ̂), (13.95)

which is purely in the spherical angular directions, and

Af∗

Coriolis = −(2Ω cosϕ) ϕ̂× (u λ̂+ v ϕ̂+ w r̂) = 2Ω cosϕ (u r̂ − w λ̂), (13.96)

which has a zonal and radial component.

13.9.7 Centrifugal acceleration from particle plus planetary motion

The radial component to the inertial frame acceleration (13.75) can be written in the form

A · r̂ =
dw

dt
− (u2I + v2)/r. (13.97)

Evidently, the contribution from (u2I+v
2)/r term leads to a vertical (radially outward) acceleration

in the radial equation of motion (13.134) discussed in Section 13.11.2. We identify it as the
radial acceleration arising from the particle’s centrifugal acceleration due to angular motion of
the particle around the sphere, combined with the local vertical contribution from the planetary
centrifugal acceleration of Section 13.9.5.

13.9.8 Coriolis acceleration for large-scale motions

Let us again write the Coriolis acceleration in equation (13.89c), now underlining two terms

ACoriolis = −2Ω
[
λ̂ (w cosϕ− v sinϕ) + ϕ̂u sinϕ− r̂ u cosϕ

]
. (13.98)

For many applications in geophysical fluid mechanics, the term r̂ (2Ωu cosϕ) is much smaller
than the competing gravitational acceleration that also contributes to the radial acceleration,
thus prompting r̂ (2Ωu cosϕ) to be dropped from the r̂ equation of motion.2 Furthermore, the
vertical velocity term is often much smaller than the horizontal velocity term appearing in the λ̂
component. Dropping these two terms results in the Coriolis acceleration used for large-scale
dynamics, such as when considering the hydrostatic primitive equations for geophysical fluids
(Section 27.1)

Alarge-scale
Coriolis ≡ −2Ω sinϕ (−λ̂ v + ϕ̂u) ≡ −f r̂ × Vsphere. (13.99)

2The term r̂ (2Ωu cosϕ) is called the Eötvös correction in the study of marine gravity.

CHAPTER 13. PARTICLE MECHANICS AROUND A ROTATING PLANET page 337 of 2158



13.10. NEWTONIAN GRAVITY

For the last equality we introduced the Coriolis parameter

f ≡ 2Ω sinϕ. (13.100)

As illustrated in Figure 13.3, we see that it is the radial (i.e., the local vertical) component of
the earth’s angular rotation that plays the most important role in large-scale geophysical fluid
mechanics

Ω · r̂ = Ω ẑ · r̂ = Ω(ϕ̂ cosϕ+ r̂ sinϕ) · r̂ = Ωsinϕ = f/2. (13.101)
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Figure 13.3: This figure illustrates the two components of the earth’s rigid-body rotational velocity, Ω = Ω ẑ =
Ω(ϕ̂ cosϕ+ r̂ sinϕ). The radial component (also known as the local vertical component), Ωr = Ωsinϕ, is generally
more important for large scale geophysical fluid motions than the meridional component, Ωϕ = Ωcosϕ.

13.10 Newtonian gravity
Thus far we have focused on the kinematics of a particle moving around a rotating planet, with
this motion viewed from the rotating planetary reference frame. We now acknowledge that the
particle is moving in the prescribed gravitational field of the massive planet. The gravitational
force acting on the particle is the only force felt by the point particle when viewed in an inertial
reference frame. Since the point particle contains no internal structure and it has no surface
area, the total energy for the particle equals to the mechanical energy (Chapter 14). We here
discuss the gravitational potential energy and the associated gravitational force, all within the
context of Newtonian mechanics.

13.10.1 Newtonian gravity from Poisson’s equation
The Newtonian gravitational potential, ΦN, in the presence of a mass distribution with density,
ρ, satisfies Poisson’s equation (see Section 6.5)

∇2ΦN = 4πGρ, (13.102)

where
G = 6.674× 10−11 N m2 kg−2 = 6.674× 10−11 m3 kg−1 s−2 (13.103)

is Newton’s gravitational constant. Gravity is a conservative force, so that the gradient of the
gravitational potential gives the gravitational acceleration

g = −∇ΦN. (13.104)
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The gravitational potential has dimensions of L2 T−2 so that its gradient indeed has the
dimensions of acceleration, L T−2. Note that the gravitational potential responds instantaneously
to any changes in the mass distribution. It took a few centuries, and the genius of Einstein, to
provide a local connection between mass and gravity as rendered by space-time curvature and
gravitational waves.3

A volume integral of Poisson’s equation (13.102), computed over a region in space, leads to

ˆ
R

∇2ΦN dV = 4πG

ˆ
R

ρ dV. (13.105)

The integral on the right hand side is the mass contained in the region,

M =

ˆ
R

ρdV, (13.106)

whereas the divergence theorem (Section 2.7) allows us to write the left hand side as a surface
integral ˆ

∂R
∇ΦN · n̂dS = 4πGM. (13.107)

With a continuous mass density, ρ, the Newtonian gravitational potential, ΦN, can be written
in terms of the Green’s function solution in equation (9.61), along with the free space Green’s
function in equation (9.5c), so that

ΦN(x) = −G
ˆ
R

ρ(x0)

|x− x0|
dV0 and g(x) = −∇ΦN = −G

ˆ
R

ρ(x0) (x− x0)

|x− x0|3
dV0. (13.108)

The potential is built from the convolution of the free space Green’s function with the mass
distribution. The gravitational acceleration manifests the inverse squared gravitational force
arising from Newtonian gravity.

13.10.2 Gravitational field outside a spherical earth

In this book we assume the mass density of the planet to be spherically symmetric, in which
case the gravitational potential is a function only of the radial distance from the center of the
mass distribution, Φe = Φe(r). Letting the integration region, R, be a sphere of radius r > Re,
where Re is the radius of the planet, and making use of spherical coordinates from Section 4.23.8,
brings equation (13.107) to

4π r2
∂Φe

∂r
= 4πGM. (13.109)

Integration leads to the gravitational potential for an arbitrary point outside the spherically
symmetric mass distribution4

Φe = −
GM

r
, (13.110)

where we set the integration constant to zero. Evidently, when sampling the gravity field at a
radius equal to or larger than the spherical planet radius, the gravitational potential is identical
to that of a point mass at the origin. The gradient of the gravitational potential (13.110) yields
the inverse-squared dependence of the gravitational acceleration

ge = −∇Φe = −
GM

r2
r̂ = −GM

r3
r, (13.111)

3See Thorne and Blandford (2017) for a study of general relativity and gravitational waves.
4In Exercise 13.10 we derive the gravitational potential inside of a spherical body.
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along with the gravitational force acting on a point particle of mass m

Fgravity = m ge = −m∇Φe. (13.112)

Furthermore, the gravitational potential energy of the particle (dimensions M L2 T−2) is

P = mΦe. (13.113)

13.10.3 Approximate gravitational acceleration

For most applications of atmospheric and oceanic fluid dynamics, it is sufficient to assume
the gravitational acceleration is constant and equal to its value at the earth’s surface. This
assumption holds so long as the radial position of the particle is a distance from the earth surface
that is small relative to the earth radius. We generally make this assumption throughout this
book.5 In this case we can assume the earth’s gravitational acceleration, ge, is a constant so that

ge = −ge r̂, (13.114)

where

ge =
GMe

R2
e

≈ 9.8 m s−2. (13.115)

To reach this value, we assumed a sphere of mass equal to the earth mass

Me = 5.977× 1024 kg, (13.116)

and radius
Re = 6.371× 106 m (13.117)

determined so that the sphere has the same volume as the earth.

The corresponding gravitational potential for the particle is given by

Φe = ge r, (13.118)

with the gravitational acceleration

ge = −∇Φe = −ge r̂, (13.119)

and the gravitational potential energy

mΦe = mge r. (13.120)

We emphasize that the expression for the gravitational potential, (13.118), and potential energy,
(13.120), are accurate only so long as the radial position of the particle is a distance from the
earth surface that is small relative to the earth radius. Furthermore, note that the approximate
gravitational potential (13.118) is positive whereas the unapproximated potential (13.110) is
negative. However, the absolute zero of the potential has no physical significance. Instead,
what is important is the change between two points in space, with both expressions for the
gravitational potential increasing when moving away from the earth center.

5In the study of tides in Chapter 34, we no longer make the assumption of constant gravitational field.
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13.10.4 Effective gravitational force from the geopotential
Combining the potential for the planetary centrifugal acceleration as given by equation (13.64)
with the gravitational potential (13.110), leads to the geopotential

Φ = r [ge −U2
rigid/(2r)] with Urigid = r cosϕΩ λ̂, (13.121)

where Urigid is the rigid body velocity of the planet, as per equation (13.50). The expression
(13.121) for the geopotential is relevant for motion that is close enough to the earth surface
that we can assume the earth’s gravitational acceleration, ge, is constant (see discussion in
Section 13.10.3). In Exercise 13.7 we derive the geopotential for the more general case when this
assumption is not made.

The contribution from the planetary centrifugal term in the geopotential (13.121) can be
estimated by making use of terrestrial values, in which R = Re = 6.371 × 106 m (equation
(13.117)), and Ωe = 7.292× 10−5 s−1 (Section 13.1). The planetary centrifugal term is its largest
at the equator, ϕ = 0, where

U2
rigid

2Re

≈ 0.017 m s−2, (13.122)

so that the ratio of the gravitational to planetary centrifugal accelerations is (at most)

ge
U2

rigid/(2Re)
=
MeG/R

2
e

Ω2
e Re/2

≈ 576. (13.123)

The geopotential is thus dominated by the earth’s gravitational potential. Even so, the planetary
centrifugal acceleration leads to a slight equatorial bulge on the earth. To account for this slight
non-sphericity, geophysical fluid models generally interpret the radial direction, r̂, as pointing
parallel to ∇Φ rather than parallel to ∇Φe. We have more to say on this topic of geopotential
coordinates in Section 13.11.3.

13.10.5 Further study
Newton’s gravitational law is standard material from freshman physics. Some commonly used
physical properties of the earth are summarized in Appendix Two of Gill (1982).

13.11 Newton’s law of motion
As seen in Section 11.1, Newton’s law of motion says that in an inertial reference frame, the
time derivative of the linear momentum arises only from externally applied forces. In our study,
we are only concerned with the gravitational force that the constant mass particle feels in an
inertial frame. In this case, Newton’s equation of motion says that

mA = −m∇Φe. (13.124)

This is a relatively simple equation of motion. Its representation is somewhat complex, yet useful
for practical purposes, when moving to the rigid-body rotating reference frame of terrestrial
observers and when represented using spherical coordinates.6

6As emphasized by Early (2012), the acceleration from gravity, from the perspective of general relativity,
cannot be distinguished from accelerations encountered when describing motion in a non-inertial reference frame.
Early (2012) provides an accounting of such motion while clarifying what is meant by “inertial oscillations” for
particles constrained to move around the earth along a constant geopotential (we also consider inertial oscillations
in Section 15.5). Even so, we here consider gravity as distinct from Coriolis and centrifugal since, in Newtonian
mechanics, gravity appears when the particle is viewed from an inertial reference frame.
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13.11.1 Cartesian coordinate representation

The inertial frame acceleration using planetary Cartesian coordinates is decomposed according
to equation (13.66b)

A = ACartesian −ACoriolis −Acentrifugal (13.125a)

= ACartesian + 2Ω× VCartesian +∇Φcentrifugal. (13.125b)

We thus have the equation of motion as viewed within the rigid-body rotating frame and using
Cartesian coordinates

ACartesian = A− 2Ω× VCartesian −∇Φcentrifugal (13.126a)

= −∇Φe − 2Ω× VCartesian −∇Φcentrifugal (13.126b)

= −2Ω× VCartesian −∇Φ, (13.126c)

where the geopotential is the sum of the gravitational and planetary centrifugal potentials
(equation (13.121))

Φ = Φe +Φcentrifugal. (13.127)

We can write the equation of motion in the vector form within the rotating reference frame

d2X

dt2
+ 2Ω× Ẋ = −∇Φ. (13.128)

Note for this equation, the basis vectors are not time differentiated again since their rigid-body
rotation has already been taken care of when exposing the Coriolis and planetary centrifugal
accelerations. That is, the time derivatives are all computed within the rigid-body rotating
reference frame. This equation of motion is the standard form that occurs also for a fluid, though
with the addition of contact forces from pressure and friction as studied in Chapter 24.

Since the rotation of the reference frame is assumed to be constant in time, the equation of
motion (13.128) can be written

dM

dt
=

d

dt
(VCartesian + 2Ω×X) = −∇Φ, (13.129)

where we introduced the potential momentum per mass

M = VCartesian + 2Ω×X. (13.130)

Evidently, the potential momentum is a constant of the motion for particles moving along
directions parallel to the geopotential (so long as the geopotential is a constant). We emphasize
that the potential momentum per mass is distinct from the inertial frame velocity (13.42e).
Namely, the factor of 2 in the potential momentum arises from the Coriolis acceleration, whereas
the inertial frame velocity has Ω×X arising from the rigid-body rotation of the planet. We
further discuss potential momentum in Section 14.3.

13.11.2 Spherical coordinate representation

We now follow the spherical coordinate discussion in Section 13.9 by writing the inertial frame
acceleration using planetary spherical coordinates and decomposing this acceleration into terms
that arise in a rigid-body rotating non-inertial frame

Asphere +Ametric = ACoriolis +A+Acentrifugal = −2Ω× Vsphere −∇Φ. (13.131)
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The effective gravitational force is not a central force due to the contribution from the planetary
centrifugal acceleration. We see this fact more explicitly by using the equations in Section 13.9
to write the spherical equations of motion

u̇+
u (w − v tanϕ)

r
+ 2Ω (w cosϕ− v sinϕ) = 0 (13.132)

v̇ +
v w + u2 tanϕ

r
+ 2Ωu sinϕ = −r⊥Ω2 sinϕ (13.133)

ẇ − u2 + v2

r
− 2Ωu cosϕ = r⊥Ω2 cosϕ− ge, (13.134)

where, again, r⊥ = r cosϕ.

The Ω2 term in both the meridional equation (13.133), and the radial equation (13.134),
are the two components of the planetary centrifugal acceleration, Acentrifugal = r⊥Ω2 (−ϕ̂ sinϕ+
r̂ cosϕ). The planetary centrifugal acceleration is directed outward from the planetary axis of
rotation, and it is balanced by an inward directed planetary centripetal acceleration provided by
that portion of the gravitational acceleration directed oppositely to the planetary centrifugal.
Notably, a particle initially at rest on a smooth spherical planet accelerates meridionally toward
the equator due to the meridional component of the planetary centrifugal acceleration. The
initial meridional acceleration for this particle is derived from equation (13.133), whereby
v̇ = −r⊥Ω2 sinϕ.

Imagine setting the planetary centripetal acceleration to zero, in which case the particle would
still feel the central force from gravity but its trajectory would differ. As seen in Section 13.10.4,
the earth’s gravitational acceleration is much larger than the planetary centrifugal acceleration,
so that in the absence of the planetary centrifugal acceleration the particle would still be bound
to the planet. But in more extreme conditions where the rotational rate is much higher (e.g., a
rotating neutron star), removing the centripetal acceleration causes a huge modification to the
particle trajectory.

13.11.3 Geopotential coordinate representation
As we saw in Section 13.10.2, the radius of a sphere that best fits the volume of the earth is
given by Re = 6.371× 106m. The non-central nature of the effective gravitational force (arising
from central gravity plus planetary centrifugal) leads to an oblate spheroidal shape for planets
such as the earth. The result is a distinction between the earth’s equatorial and polar radii
(Appendix Two of Gill (1982))

Requator = 6.378× 106m and Rpole = 6.357× 106m, (13.135)

with a corresponding ratio

1− Rpole

Requator

≈ 3× 10−3. (13.136)

An oblate spheroid shape does a better job fitting the actual earth shape than a sphere, thus
motivating the use of oblate spheroid coordinates for describing planetary scale mechanics. In
this case, the radial coordinate is constant on the oblate spheroid shaped geopotential, and the
effective gravitational acceleration is precisely aligned with the geopotential direction. If we
consider an ocean covered rotating spherical planet, then at static equilibrium the sea surface
corresponds to an oblate spheroidal geopotential.

Even though oblate spheroidal coordinates are better than spherical for describing geopoten-
tials, it is possible, to a high degree of accuracy, to describe the earth’s geometry as spherical
(Veronis , 1973). Doing so simplifies the mathematics since oblate spheroidal coordinates are less
convenient and less familiar than standard spherical coordinates. We are thus led to assume
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that the radial coordinate measures distances perpendicular to the geopotential, yet to use
geometric/metric functions based on spherical coordinates. The error in this approach is small
for the earth, and well worth the price since there is no component to the effective gravitational
force that is within the geopotential surface.

We illustrate the change in coordinates in Figure 13.4, with the figure caption also explaining
how the force balances are reorganized. Absorbing the planetary centrifugal term into an effective
gravitational potential then leads to the effective gravitational acceleration vector

−∇Φ = −g r̂, (13.137)

with g the effective gravitational acceleration. Using this convention, the particle equations of
motion take the following form

u̇+
u (w − v tanϕ)

r
+ 2Ω (w cosϕ− v sinϕ) = 0 (13.138a)

v̇ +
v w + u2 tanϕ

r
+ 2Ωu sinϕ = 0 (13.138b)

ẇ − u2 + v2

r
− 2Ωu cosϕ = −g. (13.138c)

Notably, in geopotential coordinates the effective gravitational acceleration only impacts the
radial equation of motion. There is no longer a component of the effective gravity pointing
meridionally.

13.11.4 Comments

Figure 13.4, including its rather long caption, offers a view on the transition from spherical
coordinates to geopotential coordinates. The use of geopotential coordinates is rather accurate
and extremely convenient for most purposes of geophysical fluid mechanics, with a notable
exception being the study of tides and sea level, in which detailed models of the earth’s mass
distribution and gravity field are used (see Gregory et al. (2019) for a review).

Although precise, the transition to geopotential coordinates is somewhat subtle in principle
since we are reorganizing how the planetary centrifugal acceleration appears. It is through this
reorganization that we can largely ignore the planetary centrifugal acceleration in our studies
of geophysical motions since it is absorbed by the geopotential. The single exception for our
studies concerns the rotating laboratory tank experiments in Section 27.5, where we find it more
convenient to expose the centrifugal acceleration.

13.11.5 Further study

Section 4.12 of Gill (1982) and section 2.2.1 of Vallis (2017) present the terrestrial scaling
needed to justify spherical coordinates with a radial effective gravitational potential. Morse and
Feshbach (1953) and Veronis (1973) present details of oblate spheroidal coordinates. See also the
textbook from Staniforth (2022) for a careful presentation of the equations for earth’s gravity.

The transition from spherical to geopotential coordinates for geophysical fluid mechanics has
been the topic of some confusion, as evidenced by the papers from Stewart and McWilliams
(2022), Chang and Wolfe (2022), Chang et al. (2023), and McWilliams (2024). For the purposes
of this book, the key point is that gravity is directed vertically and thus provides no acceleration
in the local horizontal directions.
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Figure 13.4: This figure illustrates the spherical (left panel) versus geopotential (right panel) coordinate systems
used to study geophysical motions. The left panel shows the non-central nature of the effective gravitational
acceleration, g, on a rotating spherical planet, with the effective gravity given by the sum of the gravitational
acceleration, −ge r̂, plus planetary centrifugal acceleration (equation (13.86)), Acentrifugal = r⊥ Ω2 (−ϕ̂ sinϕ +
r̂ cosϕ). The gravitational acceleration points radially to the center of the earth whereas the planetary centrifugal
acceleration points outward away from the polar axis of rotation, thus leading to an effective gravitational
acceleration g = r̂ (−ge + r⊥ Ω2 cosϕ)− ϕ̂ r⊥ Ω2 sinϕ = r̂ gr + ϕ̂ gϕ. The angle between the radial gravity and the
effective gravity, α, is determined by a plumb line and is a function of the rotation rate, earth radius, gravitational
acceleration, and latitude. The expression for α is determined in Exercise 13.5. A particle initially at rest on
a smooth spherical planet accelerates meridionally toward the equator due to the meridional component of the
planetary centrifugal acceleration (from equation (13.133) we have v̇ = −r⊥ Ω2 sinϕ). The right panel shows
a geopotential vertical coordinate, r = R + z, that measures the distance perpendicular to the oblate spheroid
shaped geopotential surface. The geopotential vertical coordinate precisely aligns the effective gravitational force
with the vertical coordinate, so that there is no component of the effective gravity along the surface directions
(gϕ = 0). Equivalently, the central gravitational acceleration now has a meridional component on the oblate
spheroid that exactly balances the meridional component to the planetary centrifugal acceleration, leaving an
effective gravity that is only vertical. Hence, a frictionless oblate spheroidal planet allows for a particle at rest on
the planet’s surface to remain at rest (see equation (13.138b)). Note that this figure is not drawn to scale, with
the oblate nature highly exaggerated compared to the real earth system (see equation (13.136)), and the planetary
centrifugal acceleration much smaller than the gravitational (see equation (13.123)). This figure is taken after
Figure 2.2 of Vallis (2017) and Figure 2.8 of Olbers et al. (2012).

13.12 Exercises
exercise 13.1: Working through the spherical acceleration
Convince yourself that the spherical form of the acceleration given by equation (13.75) is indeed
correct.

exercise 13.2: Deriving the spherical unit vector time derivatives
In this exercise we work through details for deriving the time derivative of the spherical coordinate
unit vector from Section 13.2.3.

(A) Fill in the details for deriving equation (13.13)

(B) Fill in the details for deriving equation (13.14a)

(C) Fill in the details for deriving equation (13.14b)

exercise 13.3: Velocity and acceleration in cylindrical-polar coordinates
In Section 4.22 we worked through the transformation from Cartesian coordinates to cylindrical-
polar coordinates for describing motion in a rotating reference frame. We also made use of
polar coordinates in Section 13.2.2 to illustrate how polar unit vectors change under rotations.
The cylindrical-polar coordinates are useful when describing physical systems such as rotating
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fluid columns (e.g., fluids in a rotating circular tank as in Section 36.8) or when studying
cyclostrophically balanced flow (Section 32.5). Here we work through the details using a
cylindrical-polar coordinate system in the rigid-body rotating reference frame.

In particular, we here derive the cylindrical-polar coordinate representation of the velocity
and acceleration vectors for a particle moving in a reference frame rigid-body rotating with a
constant rate about the vertical axis (Ω = Ω ẑ). The derivation is directly analogous to the
spherical coordinate representation presented in the chapter. Specifically, in Section 13.7.2 we
determined a spherical coordinate representation of the velocity vector, and then in Section 13.9
we found the spherical coordinate representation of the acceleration vector.

(A) Determine the representation of the inertial frame velocity vector, V = dX/dt, in terms
of cylindrical-polar coordinates. Hint: remember to include the solid body motion of the
rotating reference frame, which was discussed in Section 13.2.2.

(B) Determine the representation of the inertial frame acceleration vector, A = dV /dt, in
terms of cylindrical-polar coordinates.

(C) Writing the inertial frame acceleration in the form

A = Acylindrical-polar +Ametric −Acentrifugal −ACoriolis, (13.139)

give the mathematical expressions for these terms:

• Acylindrical-polar = acceleration in the rotating reference frame using cylindrical-polar
coordinates;

• Ametric = acceleration due to motion of the cylindrical-polar unit vectors relative to
the rotating reference frame;

• Acentrifugal = centrifugal acceleration;

• ACoriolis = Coriolis acceleration.

exercise 13.4: Velocity projected onto acceleration
The kinetic energy per mass of a particle is given by

K = V · V /2, (13.140)

where V is the velocity of the particle viewed in the inertial reference frame. Hence, in an
inertial reference frame it is trivial to show that

dK

dt
= V ·A (13.141)

through use of the chain rule, where A = dV /dt is the inertial frame acceleration. Verify that
this identity also holds when viewing the motion in the rigid-body rotating reference frame. For
simplicity make use of planetary Cartesian coordinates.

exercise 13.5: Angle of a plumb line
A plumb line defines the local vertical direction, which is parallel to the effective gravity. As
illustrated in Figure 13.4, the planetary centrifugal acceleration causes the plumb line to not
extend through the earth center.

(A) What is the angle that the plumb line makes with a line that extends through the earth
center? Hint: read the caption to Figure 13.4, and orient your thinking according to the
left panel of this figure. Make use of the spherical coordinate version of the equations of
motion (13.132)–(13.134).
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(B) Explain why the plumb line angle, α, vanishes at both the equator and the poles.

exercise 13.6: Geometry of constant geopotential surfaces
Here we examine some properties of the geopotential given by equation (13.121), where the
squared rigid-body speed is U2

rigid = (Ω r cosϕ)2. We only consider geopotentials that are close
to the radius of the planet, so that we can assume the gravitational acceleration, ge, is constant
and takes on its value at Re as in Sections 13.10.2 and 13.10.4.

(A) Sketch surfaces of constant geopotential according to equation (13.121).

(B) By equating the geopotential going around the pole to that going around the equator,
show that the polar radius is less than the equatorial radius when Ω > 0.

(C) Taking the terrestrial values of ge, Requator, and Ω, what is the polar radius Rpole? Compare
to the measured value of the polar radius given by equation (13.135).

exercise 13.7: General form of the geopotential
In Exercise 13.6, as in Sections 13.10.3 and 13.10.4, we only considered geopotentials that are
close to the radius of the planet. Show that geopotentials have larger radius at the equator than
at the poles even when not making this assumption. Hint: maintain the general form of the
gravitational potential as given by equation (13.110), then add the potential for the planetary
centrifugal acceleration (13.64). Evaluate the geopotential at the pole and then show that this
same geopotential surface has a larger radial position anywhere equatorward of the pole.

exercise 13.8: Scaling to justify use of geopotential coordinates
Summarize the argument that justifies the use of geopotential coordinates while retaining the
spherical geometry. Make use of your favorite textbook discussion such that given in Chapter 2
of Vallis (2017).

exercise 13.9: Accelerations acting on a resting particle
In this exercise we consider the accelerations acting on a particle at rest (in the rotating frame)
on a smooth/frictionless rotating spherical planet and a rotating oblate spheroidal planet. We
also consider similar questions in Section 14.8.

(A) Motion of a particle on a rotating spherical planet is described using the spherical coordi-
nates from Section 13.11.2 with the corresponding equations of motion (13.132)-(13.134).
Suppose that we drop a particle on a rotating sphere and that we describe its motion using
the spherical coordinates. Discuss the initial acceleration of the particle that is released
from rest.

(B) Motion of a particle on a rotating oblate spheroid planet is described using the geopotential
coordinates from Section 13.11.3 with the corresponding equations of motion (13.138a)-
(13.138c). Suppose that we drop a particle on a rotating oblate spheroid and that we
describe its motion using the geopotential coordinates. Discuss the initial acceleration of
the particle that is released from rest. Note that we return to this freely falling particle in
Section 14.8.3.

exercise 13.10: Gravitational potential inside a sphere
In Section 13.10.2 we found the gravitational, Φe, for a point outside of the spherical earth. Here
we find the gravitational potential inside of the earth. That is, solve the Poisson equation

∇2Φe = 4πGρ, (13.142)

for a radial position r < Re. Hint: follow the approach in Section 13.10.1 and then match the
potential at r = Re. Hint: the solution can be found in many undergraduate physics texts.
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Chapter 14

SYMMETRIES AND CONSERVATION LAWS

Symmetries are discrete or continuous operations that leave a physical system unchanged. For
example, let X be a trajectory satisfying Newton’s equation of motion and A be an operation.
If A[X] also satisfies Newton’s equation of motion then A is a symmetry of the physical system.
As studied in Section 12.9, Noether’s theorem provides a connection between symmetries and
conservation laws, with conservation laws providing dynamical constraints on the motion. In
this chapter we study a variety of dynamical constraints respected by particle motion. We then
use these dynamical constraints as a means to study the nature of the motion and, in turn, to
further our understanding. We are particularly interested in studying motion as observed from
a rigid-body rotating reference frame, as per a terrestrial observer on the rotating earth.

One of the key reasons to make use of conserved quantities concerns their additive nature.
Namely, a conserved quantity for a system composed of several weakly interacting parts is given
by the sum of the conserved quantity for the individual parts. As a result, symmetries and
conservation laws are fundamental to how we garner a qualitative and quantitative understanding
of motion in which, for many purposes, it is more useful to know the dynamically conserved
properties of any realized motion than details of any particular trajectory.

chapter guide

This chapter relies on our study of particle mechanics in Chapter 13. In Section 12.9 we
provide the mathematical basis for Noether’s theorem through the study of Lagrangian
mechanics and Hamilton’s principle. However, full reading of that material is not necessary
for the present chapter.
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14.1 Trajectories and dynamical constraints
Time integration (twice) of the equation of motion provides an expression for the trajectory
of a particle. To assist in this integration we find it very useful to make use of dynamical
constraints respected by the motion. Dynamical constraints manifest as conservation laws and
can be essential for any practical determination of the trajectory. Dynamical constraints also
provide predictive statements of value when studying the stability of motion and for developing
numerical methods for simulations.

Knowledge of the trajectory is important if we are interested in details of a particular
realization of the motion. For example, the particle might be an idealization of a satellite
orbiting the planet, with an accurate trajectory needed to predict its location at a future time.
However, for other purposes we might wish to know that all particles, no matter what trajectory,
conserve angular momentum and mechanical energy. This information about the dynamical
constraints satisfied by the motion offers the ability to understand basic properties of the motion
and to predict its response to perturbations, even without determining trajectories. Dynamical
constraints imposed by conservation laws are especially relevant for fluids since it is rare to
determine the analytical expression for the motion of fluid particles, making the knowledge of
constraints incredibly valuable.

14.1.1 Connecting symmetries to conservation laws
The discovery of conservation laws often comes from inspired manipulations of the equations
of motion. However, there is a more robust and fundamental means to deduce conservation
laws through their connection to symmetries, with a symmetry manifesting as an operation that
leaves the physical system unchanged. For example, does the physical system remain unchanged
when shifting the origin of time? If so, then mechanical energy is a constant of the motion.
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Likewise, if there is rotational symmetry around an axis, then the associated angular momentum
is a constant of the motion.

The connection between symmetries (kinematics) and conservation laws (dynamics) was made
by Noether (1918) (see Noether and Tavel (2018) for an English translation). We provide the
mathematical expression of Noether’s theorem in Section 12.9 as part of our study of Hamilton’s
principle. It is sufficient for this chapter to make use of this theorem as a conceptual framework
for understanding conservation laws and their connections to symmetries. Quite simply, if there
is a symmetry then there is a corresponding conservation law, and vice versa.

It is very useful to identify conserved quantities as a means to understand and to dynamically
constrain the motion. This perspective holds even when the symmetries giving rise to conserved
quantities are broken through the introduction of non-conservative forces such as friction. For
example, as seen in Section 11.1.6, friction breaks time translation symmetry and so leads to
the dissipation of mechanical energy. Nonetheless, understanding the conservative motion, and
the associated energy conservation law, offers insights for the case with friction. In this chapter,
we offer two examples to support this point: mechanical energy conservation and axial angular
momentum conservation. These conservation laws also hold in a modified form for the continuum
fluid (e.g., Chapter 24). Additional conservation properties also arise that are unique to the
continuum, with conservation of potential vorticity the most notable one for geophysical fluids
(Chapter 41).

14.1.2 Further study
Conservation laws and symmetries in classical mechanics are lucidly discussed in Chapters 1 and
2 of Landau and Lifshitz (1976). Pedagogical presentations on these topics can be found in this
online lecture from the Space Time series and this online lecture from Physics with Elliot. This
essay about Emmy Noether provides insights into this mathematician whose work, conducted
under some very unfortunate circumstances, forever connected symmetries to conservation laws,
with this connection providing the basis for nearly all modern theories of physics.

14.2 Time reversal symmetry
As a warm-up to the ideas of symmetry, consider the question about time reversibility. A
deterministic process is time-reversible if the time-reversed process satisfies the same dynamical
equations as the forward-time process. That is, the dynamical equations are symmetric under a
change in the sign of time so that the time-reversed evolution of one state is equivalent to the
forward-time evolution of a corresponding state. We here discuss time reversal symmetry in the
context of the point particle with trajectory, X(t), and velocity, V (t) = dX(t)/dt.

If X(t) is a solution to the equations of motion, then what is needed for

X∗(t∗) =X(−t) and V ∗(t∗) = dX∗(t∗)/dt∗ = −dX(−t)/dt (14.1)

to define the same trajectory traversed backwards in time, where t∗ = −t? We answer this
question by recalling from Section 13.11.1 that with planetary rotation a constant in time then
the Cartesian coordinate equation of motion is given by

d

dt

[
dX(t)

dt
+ 2Ω×X(t)

]
= −∇Φ(t). (14.2)

We are interested in the constraints that ensure the following equation is satisfied

d

dt∗

[
dX∗(t∗)

dt∗
+ 2Ω∗ ×X∗(t∗)

]
= −∇Φ(t∗). (14.3)
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The effective gravitational acceleration remains time reversible if

Φ∗(t∗) = Φ(t), (14.4)

which is trivially satisfied for Φ = g z. The Coriolis acceleration is velocity dependent so that it
generally breaks time reversal symmetry. However, we can recover time symmetry by assuming
that the rotation direction switches when time reverses so that

Ω∗ = −Ω. (14.5)

With this transformation, a trajectory, X(t), that solves the forward equation (14.2) yields a
trajectory X(−t) that solves the same equation but with time (and Ω) reversed. We return
in Section 25.8.12 to the question of time reversal symmetry for the Euler equations of perfect
fluid mechanics.

14.3 Potential momentum

In Section 13.11.1 we introduced the potential momentum, and we here further study its
conservation properties. Recall that it is a constant of the motion when a particle moves on a
time independent geopotential in a direction where the geopotential does not change. That is,
the conservation of potential momentum arises from a spatial symmetry of the geopotential.

14.3.1 Basics

Start with the planetary Cartesian coordinate equation of motion

d

dt

[
Ẋ + 2Ω×X

]
= −∇Φ. (14.6)

Now introduce the potential momentum per mass

M ≡ Ẋ + 2Ω×X = x̂ (u− 2Ω y) + ŷ (v + 2Ωx) + ẑw, (14.7)

in which case the equation of motion takes the form

Ṁ = −∇Φ. (14.8)

Now let ŝ be a unit vector tangent to the geopotential surface so that ŝ · ∇Φ = 0. Assuming
the geopotential surface is time independent so that ŝ is also time independent, then the equation
of motion (14.8) leads to

d(ŝ ·M)

dt
= 0. (14.9)

That is, the projection of the potential momentum onto a static geopotential surface is a constant
of motion. This dynamical constraint arises since we cannot distinguish one point on the
geopotential from another; i.e., there is a symmetry associated with motion along the static
geopotential. Noether’s theorem (Section 14.1.1) then says that this geometric symmetry leads
to a constant of the motion, here given by that component of potential momentum within the
geopotential surface. We illustrate this situation in Figure 14.1 with a horizontal geopotential
surface.

Consider a particle with potential momentum, M , and move it from an arbitrary point to a
reference position with X = 0. Upon reaching the reference position, the horizontal velocity of
the particle must equal toM in order to maintain the same potential momentum. This example

page 352 of 2158 geophysical fluid mechanics



14.4. FREE PARTICLE MOTION ON THE f -PLANE

Φ = Φ(z)M

̂s ⋅ M

x
y

z

Figure 14.1: The projection of the potential momentum onto the geopotential surface is a constant of the motion,
d(ŝ ·M)/dt = 0. Here the geopotential surface is the x-y-plane so that x̂ ·M = u− 2Ω y and ŷ ·M = v + 2Ωx
are the two conserved components of potential momentum.

motivates the name “potential momentum”, since M measures the potential for relative motion
contained in the particle as it moves along a geopotential.

14.3.2 Comment about terminology
As noted on page 51 of Markowski and Richardson (2010), one might see potential momentum
referred to as pseudo angular momentum, with some dropping the “pseudo” portion to the
name. In either case, it is important to note that potential momentum is distinct from angular
momentum. In particular, there is no moment-arm as part of the potential momentum, nor is
there any axial symmetry corresponding to the conservation law.

Many authors use the term absolute momentum rather than potential momentum, perhaps
in reference to the momentum measured in the absolute or inertial reference frame. However,
that connection is incorrect since the inertial frame velocity is (Section 13.7.1)

V = VCartesian +Urigid-body = VCartesian +Ω×X. (14.10)

The factor of two multiplying the rotation rate in the potential momentum arises from the
Coriolis acceleration. In contrast, the rigid-body rotation velocity contributes to the inertial
frame velocity and it has a factor of unity multiplying the rotation rate.

14.4 Free particle motion on the f -plane
In Section 24.5 we introduce the tangent plane approximation for motion on a rotating sphere.
In this approximation, motion occurs on a geopotential surface with the surface approximated
as a horizontal flat plane. Furthermore, we use local tangent plane Cartesian coordinates (which
are distinct from the planetary Cartesian coordinates used in Chapter 13 and illustrated in
Figure 4.3). The f -plane approximation furthermore sets the Coriolis parameter to a constant,

f = 2Ω sinϕ0, (14.11)

where ϕ0 is a chosen latitude. Consequently, a free particle constrained to move on a con-
stant geopotential under the f -plane approximation maintains a constant horizontal potential
momentum

dMx

dt
=

d(u− f y)
dt

= 0 (14.12a)

dMy

dt
=

d(v + f x)

dt
= 0, (14.12b)

where we introduced the horizontal velocity components (u, v) = (ẋ, ẏ). These two conservation
laws provide dynamical constraints on the free particle motion on a constant geopotential
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f |u |

northu f > 0

R = U/ | f |

f |u |
south

|u |2 /R

uf < 0

|u |2 /R
R = U/ | f |

Figure 14.2: Free particle motion on a horizontal f -plane occurs when the particle’s centrifugal acceleration
balances its planetary Coriolis acceleration. Left panel: f > 0 for the northern hemisphere, revealing that the
motion is an anti-cyclonic (clockwise) circular motion with radius |R| = U/|f |. The Coriolis acceleration is to the
right, pointing into the center of the inertial circle, whereas the centrifugal acceleration points away from the
center. Right panel: Counterclockwise motion in the southern hemisphere with the same balance between Coriolis
and centrifugal accelerations.

surface.1

14.4.1 Oscillator equation
Taking the time derivative of the zonal equation (14.12a) and using the meridional equation
(14.12b) leads to

ü− f v̇ = ü+ f2u = 0. (14.13)

Similar manipulations for the meridional velocity equation render the free oscillator equation for
each component of the horizontal velocity

d2u

dt2
+ f2u = 0 and

d2v

dt2
+ f2v = 0. (14.14)

Motions that satisfy this equation are termed inertial oscillations.

14.4.2 Particle trajectory and velocity
Time integrating the equation of motion (14.14) renders the particle trajectory and its velocity

X(t) = (U/f) [x̂ sin(ft) + ŷ cos(ft)] (14.15a)

U(t) = U [x̂ cos(ft)− ŷ sin(ft)], (14.15b)

where U > 0 is the particle speed, which is a constant, and we assumed the initial conditions

X(0) = (U/f) ŷ and U(0) = U x̂. (14.16)

From the particle trajectory equation (14.15a), we see that the free particle motion is circular
with a radius

R = U/|f |. (14.17)

As depicted in Figure 14.2, northern hemisphere (f > 0) free particle motion occurs in the
clockwise direction whereas southern hemisphere motion is counter-clockwise. This motion arises
from the rightward deflection by the Coriolis in the northern hemisphere and leftward in the
southern. Consequently, particle motion occurs in an anti-cyclonic sense (opposite to the sense
of the rotating reference frame). As studied in Section 32.4, this motion arises from a balance

1It is important to recall from Section 13.10.4 that motion on a geopotential incorporates the acceleration
from both the central gravitational field and the planetary centrifugal acceleration. Hence, there is no planetary
centrifugal term when studying free particle motion on the f -plane.
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between the Coriolis acceleration of the rotating frame and the centrifugal acceleration arising
from the particle’s circular motion. The only way to realize this balance is for the particle to
move anti-cyclonically, with the Coriolis acceleration pointing towards the inside of the circle
and the centrifugal acceleration pointing outside. Finally, note that the potential momentum
vanishes since

M(t) = U(t) + f ẑ ×X(t) = 0. (14.18)

Adding an arbitrary constant to the initial position makes the potential momentum equal to a
nonzero constant.

14.4.3 Period of the circular motion
The circular motion of the free particle possesses a constant speed and moves around a circle
with a period

Tinertial =
2π

f
=

11.97

| sinϕ0|
hour, (14.19)

where we set Ω = 7.292×10−5s−1 (equation (13.1)). This period is the time it takes to go around
the circle. It is smallest at the poles, where the latitude ϕ0 = ±π/2 and Tsmallest ≈ 12 hour. At
the equator, ϕ0 = 0, so that the radius of the inertial circle is infinite and inertial oscillations
are unavailable. Furthermore, Tinertial is the time for a Foucault pendulum (Section 15.3) to turn
through π radians, so that Tinertial is sometimes referred to as one-half a pendulum day.

14.4.4 Inertial oscillations
The circular free particle motion studied in this section is sometimes referred to as an inertial
oscillation. Again, this circular motion occurs on a constant geopotential and on the f -plane
when there is a balance between the Coriolis acceleration from planetary rotation and centrifugal
acceleration arising from the curved motion of a particle on a constant geopotential. Importantly,
the centrifugal acceleration here is not the planetary centrifugal acceleration (Section 13.10.4),
with the planetary centrifugal acceleration absorbed into the effective gravity that is a fixed
constant along a geopotential.

Furthermore, the name “inertial” does not refer to motion as observed in an inertial reference
frame. Instead, it is used as a synonym for free particle motion, with the free motion here in the
directions along a constant geopotential.2 More generally, there has been some confusion in the
literature concerning the forces acting in inertial oscillations, particularly when not making a
tangent plane approximation. Early (2012) clarifies the fundamental physics. We return to these
matters in Section 15.4, there making use of Lagrangian mechanics to examine the energetics
and forces acting on the free particle.

14.4.5 Comments and further study
Inertial oscillations of fluid elements are described by the above constant potential momentum
equation of motion. Such oscillations are commonly measured by ocean current meters, especially
in higher latitude regions where diurnal (day-night) variations in wind forcing have a strong
projection onto the inertial period. This resonant forcing puts energy into inertial or near-inertial
motions. It is quite amazing that such oscillations are indeed found in the ocean, given that we
have ignored pressure and friction, which are two forces that impact on fluid motion (whereas
pressure and friction do not affect point particles). A key reason we can observe such motion
is that upper ocean currents are often generated by winds even in the absence of horizontal

2See Section 11.3.2 for comments on the somewhat confusing terminology used to refer to the Coriolis
acceleration and centrifugal acceleration as “inertial” accelerations.
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pressure gradients. Hence, there are occasions when the motion is not strongly affected by
pressure gradients or friction, thus allowing for the inertial oscillations to manifest.

We study inertial waves in Chapter 53 as part of our study of rapidly rotating fluid motion.
We also encounter inertial motions in Section 32.4 as part of our characterization of horizontal
fluid motion according to the balance between forces. A rotating fluid in a tank offers a useful
controlled setting to observe inertial waves in a fluid, such as shown near the 18 minute mark in
this video from Prof. Fultz.

14.5 Angular momentum

We introduced the concept of angular momentum in Section 11.2.4, with angular momentum
the moment of linear momentum and given by the following expression for the point particle

L = mX × V . (14.20)

In this section we study the angular momentum computed relative to the center of a spherical
planet; i.e., where X is the position of the particle with respect to the sphere’s center. For
a non-rotating sphere, there is spherical symmetry, meaning that rotations around any axis
extending out from the sphere’s center represent symmetry operations. Noether’s theorem
then says that the angular momentum projected onto any of these axes is a constant of the
motion for a particle moving around the non-rotating sphere. For a rotating spherical planet,
the polar rotational axis is distinguished from all other axes, so that the spherical symmetry of
the non-rotating planet is broken down to symmetry around just the rotational axis. Indeed, for
oblate spheroidal planets, the rotation axis is the only symmetry axis. Noether’s theorem then
says that it is only the axial component of angular momentum that is conserved for the rotating
planet.

To be more specific, we ask whether a point particle knows anything about the longitudinal
angle, λ, on the rotating planet (Figure 14.3)? Assuming the planet is smooth (i.e., no mountains),
and the planet rotates around the polar axis (along the planetary ẑ direction), then there is an
arbitrariness in the value of the longitude. That is, the physical system remains unchanged if
we shift the longitudinal angle by a constant. Noether’s theorem then says that this symmetry
leads to a corresponding conservation of angular momentum around the polar axis.

We here display the manipulations that show axial angular momentum, Lz = ẑ · L, is a
constant of the motion for motion around the rotating sphere, and furthermore show that the
other components to angular momentum, Lx = x̂ ·L and Ly = ŷ ·L, are not constant. Many of
the same concepts and mathematical manipulations occur when considering angular momentum
conservation for a fluid in Section 24.7.

14.5.1 Axial angular momentum

The axial angular momentum is the component of the angular momentum through the polar
axis, and it can be written in the following equivalent manners

Lz = L · ẑ = m (X × V ) · ẑ = m (ẑ ×X) · V = mr cosϕ (λ̂ · V ) = mr⊥ (λ̂ · V ). (14.21)

Evidently, the component of angular momentum along the polar axis equals to the component
of the linear momentum in the longitudinal direction, multiplied by the distance to the polar
rotational axis (the moment-arm)

r⊥ = r cosϕ. (14.22)
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Figure 14.3: Axial angular momentum is the component of the angular momentum through the polar axis,
Lz = ẑ ·L. It is the moment of the zonal momentum around the polar axis, with the moment-arm, r⊥ = r cosϕ =√
x2 + y2, the distance to the axis of rotation, whereas r2 =

√
x2 + y2 + z2 is the radial distance to the center of

the planet. It can be written in the equivalent manners Lz = mr⊥ (λ̂ · V ) = mr2⊥ (λ̇+ Ω) = mr⊥ (u+ r⊥ Ω).
The axial angular momentum is a constant of the motion for the particle moving on a smooth rotating planet in
the absence of friction.

In deriving equation (14.21), we made use of the identity (see equation (4.233))

ẑ ×X = r ẑ × r̂ = r⊥ λ̂, (14.23)

which we use below for proving that axial angular momentum is a constant of the motion.

We can write the axial angular momentum from equation (14.21) in terms of the rotating
frame quantities. To do so, decompose the inertial frame velocity written using spherical
coordinates according to equation (13.46f), which yields

Lz = mr⊥ (λ̂ · V ) = mr2⊥ (λ̇+Ω) = mr⊥ (u+ r⊥Ω). (14.24)

Evidently, when measured from the rotating terrestrial frame, the axial angular momentum
consists of two terms: one from the zonal velocity of the particle relative to the rotating planet
and another from the rigid-body motion of the planet.

14.5.2 Axial angular momentum is a constant of the motion

The time derivative of the axial angular momentum is given by

m−1 dLz/dt = d/dt [(X × V ) · ẑ] definition of axial angular momentum (14.25a)

= d/dt [(ẑ ×X) · V ] cyclic permutation from equation (1.60j) (14.25b)

= (ẑ × V ) · V + (ẑ ×X) ·A dX/dt = V , dV /dt = A, and dẑ/dt = 0 (14.25c)

= (ẑ ×X) ·A (ẑ × V ) · V = 0 (14.25d)

= r⊥ λ̂ ·A. ẑ ×X = r⊥ λ̂ from equation (14.23). (14.25e)

The inertial frame acceleration arises just from the central-force gravitational field (equation
(13.124))

A = −∇Φe = −ge r̂. (14.26)
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Evidently, the central gravity force has no affect on the axial angular momentum since λ̂ · r̂ = 0.
We are thus led to axial angular momentum conservation

dLz

dt
= 0. (14.27)

Conservation of axial angular momentum plays an important role in constraining the particle
motion, and we explore those constraints in Section 14.6.

14.5.3 Lx and Ly are not constants of the motion
To display the symmetry breaking nature of rotation around the polar axis, we here show that
the angular momentum components, x̂ · L and ŷ · L, are not constants of the motion. For
Lx = x̂ ·L we write

m−1 Lx = (x̂× X̂) · V = r (x̂× r̂) · V , (14.28)

so that its time derivative is

m−1 dLx/dt = (dx̂/dt×X) · V + (x̂× Ẋ) · V + r (x̂× r̂) ·A (14.29a)

= rΩ (ŷ × r̂) · V , (14.29b)

where we used equation (13.7) to write dx̂/dt = Ω ŷ. Similarly, we have

m−1 Ly = (ŷ × X̂) · V = r (ŷ × r̂) · V , (14.30)

so that its time derivative is

m−1 dLy/dt = (dŷ/dt×X) · V = −rΩ (x̂× r̂) · V , (14.31)

where dŷ/dt = −Ω x̂ from equation (13.7). Evidently, both dLx/dt and dLy/dt vanish when
Ω = 0. Otherwise, when Ω ̸= 0 then both Lx and Ly are not constant, leaving just Lz as a
constant of the motion.

14.6 Facets of the Coriolis acceleration
The Coriolis acceleration is a primary feature of motion in the ocean and atmosphere, and for
any motion that spans large distances over the planet (e.g., projectiles, satellites). There are a
variety of methods available to lend understanding to facets of Coriolis, though few can replace
time pondering its implications. In this section we offer a few thought experiments to help build
understanding. As part of those thought experiments, we show that acceleration induced by
axial angular momentum conserving motion connects to the Coriolis acceleration appearing
in the zonal momentum equation. This connection offers a clear example of how conservation
principles, which lead to constraints, directly affect motion.

14.6.1 Two pictures to help frame the discussion
Before working through the mathematical analysis needed to quantitatively understand the
Coriolis acceleration, we consider two depictions of the Coriolis acceleration as it acts on a
moving particle whose motion is viewed in a rotating reference frame. These pictures capture
essential features of the Coriolis acceleration for studies of geophysical fluid motion.

Figure 14.4 shows the motion of a particle on a rotating and frictionless table. We can choose
to observe this motion from the comfort of the laboratory frame, which we assume approximates
an inertial frame, or we can view the motion from the rotating table (preferably viewed by a
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camera on the table so as to avoid becoming too dizzy). The figure caption details the motion
from the two reference frames. Evidently, the rotating reference frame observer sees the particle
motion deflected to the right, regardless the direction that the particle moves on the table. In
contrast, the inertial reference frame observer views the table moving to the left according to
the counter-clockwise motion of the table, whereas the particle moves along a straight line. We
emphasize that the motion is objectively the same; it is the same particle moving through space
along the same single trajectory. However, the perspectives of observers in the two reference
frames clearly differ.
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t2

Inertial frame

moving particle
point fixed to table

Figure 14.4: Illustrating the motion of a particle on a frictionless table (e.g., a perfectly slick ice rink), with the
table rotating in the counter-clockwise sense around its center (corresponding to the planetary rotation as viewed
from the northern hemisphere). The particle (red dot) moves outward from the center of the table at time t0 to
the edge at time t2, with an intermediate position at time t1. The left panel shows the motion viewed from an
inertial (non-rotating) reference frame, whereby the particle moves along a straight line from the center to the
edge. During this transit, the table moves underneath the particle. Stars designate points painted on the table,
with the stars moving to the left as the table rotates. The right panel depicts the motion viewed within the frame
at rest with the rotating table (rigid-body rotating non-inertial reference frame). Here, the positions on the table
remain fixed (the stars do not move), whereas the particle moves along a rightward curved trajectory as it reaches
the edge. The rotating frame observer interprets the rightward deflection as due to the Coriolis acceleration.

The rotating table example in Figure 14.4 captures the essence of how the Coriolis acceleration
deflects particles moving along horizontal trajectories around the rotating planet. Namely, each
point on the planet is akin to a rotating table. Importantly, the rotation rate (and sign) is a
function of latitude since the imprint of the planetary rotation depends on the latitude. So
although the planet rotates at a constant angular velocity, the imprint of that rotation has
a latitudinal dependence due to the spherical geometry of the planet. This added feature
of planetary Coriolis acceleration is referred to as the beta effect, and it is is a fundamental
distinction from the rotating flat table of Figure 14.4 where each point on the table feels the
same angular rotation vector. Facets of the beta effect are revealed through the course of this
book.

Figure 14.5 summarizes features of the Coriolis acceleration seen for motion on a rotating
planet. Here, the particle trajectories are deflected to the right in the northern hemisphere,
where the planetary rotation is counter-clockwise just as in the rotating table example. However,
for the southern hemisphere the planetary rotation is clockwise, so that the Coriolis deflection is
to the left. To help understand the sign switch, imagine viewing the planet from above the north
pole, whereby the rotation of the planet is counter-clockwise. Now view the planet from below
the south pole, in which case the earth is seen to rotate clockwise.3 This sign swap reflects the
axial vector nature of the angular velocity vector, with axial vectors discussed in Section 1.7.2.

3Those who do not trust their mind’s eye are encouraged to perform the thought experiment with a globe.
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Figure 14.5: For a particle moving at constant radial distance from the planet center, the Coriolis acceleration
deflects to the right in the northern hemisphere and to the left in the southern hemisphere. This figure summarizes
key features of the Coriolis acceleration for large-scale geophysical motions. The one exception is the missing
vertical acceleration induced by the Coriolis acceleration, with this vertical deflection discussed in Section 14.6.8.
It is notable that this vertical acceleration is tiny compared to that from gravity, and so it is commonly ignored.

14.6.2 Constraints from axial angular momentum conservation

There are various ways to express the constraints resulting from conservation of axial angular
momentum, most notably whether we describe the motion from the inertial frame or rotating
frame. Here we explore the constraints viewed by the rotating terrestrial observer. Since the
mass, m, of the particle is constant, we find it a bit more convenient to work with the axial
angular momentum per mass, which from Section 14.5.1 takes on the form

lz = Lz/m = r⊥ λ̂ · V = r2⊥ (λ̇+Ω) = r⊥ (u+ r⊥Ω), (14.32)

where the zonal velocity component is given by equation (13.48)

u = r⊥ λ̇ = r cosϕ λ̇. (14.33)

Note that for most geophysical applications, lz > 0 since rigid-body motion dominates over the
relative zonal velocity:

r⊥Ω > |u| for most terrestrial motions, (14.34)

with r⊥Ω = 465 m s−1 at the equator (see Figure 13.2). In Exercise 14.1 we consider the
interesting, but geophysically uncommon, case where lz ≤ 0.

Constraints on δu and δλ̇ in terms of δr⊥

To determine the constraints, we set δlz = 0, where δ refers to any small change brought about
by some perturbation whose origins are not of concern. When writing lz = r2⊥ (λ̇+Ω) we have

δlz = 2 r⊥ δr⊥ (λ̇+Ω) + r2⊥ δλ̇ = 2 lz
δr⊥
r⊥

+ r2⊥ δλ̇, (14.35)

where we set δΩ = 0 since the earth’s rotation rate is assumed to be fixed. Furthermore, we find
it useful to express the perturbations in terms of lz since it is a constant of the motion. Likewise,
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when writing lz = r⊥ (u+ r⊥Ω) we have

δlz = δr⊥ (u+ r⊥Ω) + r⊥ (δu+Ω δr⊥) = Ω r⊥ δr⊥

[
1 +

lz

Ω r2⊥

]
+ r⊥ δu. (14.36)

Setting δlz = 0 then leads to the expressions for the constraints

δλ̇ = −2 lz

r2⊥

δr⊥
r⊥
⇐⇒ δu = −Ω δr⊥

[
1 +

lz

Ω r2⊥

]
. (14.37)

As noted above, lz > 0 is generally the case for geophysical fluid motion. Consequently, axial
angular momentum conserving motion that brings the particle closer to the rotation axis
(δr⊥ < 0) leads to an eastward velocity change (angular velocity δλ̇ > 0 and zonal velocity
δu > 0). The opposite occurs for motion with δr⊥ > 0. These results hold in both the northern
and southern hemispheres.

Unpacking δr⊥ in terms of δr and δϕ

Since r⊥ = r cosϕ, the distance to the rotational axis can be perturbed through changing either
the radial position or the meridional position

δr⊥ = (cosϕ) δr − (r sinϕ) δϕ. (14.38)

Assuming these perturbations occur over a small time increment, δt, allows us to write

δr⊥/δt = w cosϕ− v sinϕ, (14.39)

where we made use of equation (13.48) to introduce the meridional and vertical velocity compo-
nents

v = r δϕ/δt = r ϕ̇ and w = δr/δt = ṙ. (14.40)

For motion in the earth’s atmosphere and ocean, perturbations to vertical distance, δr, are far
smaller than the distance to the earth’s center, δr ≪ r, since the thickness of the ocean and
atmosphere are very small compared to the earth’s radius. In this case, when ϕ ̸= 0, then δr⊥
is affected much more by meridional motion at constant radial position (second term on right
hand side of equation (14.39)) than by vertical motion at constant latitude (first term on right
hand side of equation (14.39)). We return to this observation in Section 14.6.9 when discussing
the shallow fluid approximation used to develop the primitive equations for the atmosphere and
ocean (Section 27.1.2).

14.6.3 Axial angular momentum conservation and Coriolis acceleration

Consider a particle at rest in the rotating frame so that its axial angular momentum equals to
that arising from the rigid-body motion of the planet, lz = r2⊥Ω. If we perturb this initial state
while conserving axial angular momentum, equation (14.37) says there must be an associated
change in the zonal velocity given by

δλ̇ = −2Ω δr⊥
r⊥

and δu = −2Ω δr⊥. (14.41)

If the perturbation occurs over a time increment, δt, then we have

δλ̇/δt = λ̈ = −2Ω δr⊥/δt

r⊥
= −2Ω (w cosϕ− v sinϕ)/r⊥ (14.42a)
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δu/δt = u̇ = −2Ω (δr⊥/δt) = −2Ω (w cosϕ− v sinϕ), (14.42b)

where we used equation (14.39) for δr⊥/δt. The expression for u̇ is precisely the same as the
Coriolis acceleration appearing in the zonal momentum equation (13.138a)

u̇+
u (w − v tanϕ)

r
= −2Ω (w cosϕ− v sinϕ).︸ ︷︷ ︸

Coriolis acceleration

(14.43)

We thus find that the Coriolis acceleration appearing in the zonal momentum equation is identical
to the zonal acceleration induced by constraining the motion to conserve axial angular momentum.
That is, by unpacking the constraint of axial angular momentum conservation to reveal the zonal
momentum equation, the Coriolis acceleration is revealed to be part of the package. Furthermore,
we see that both vertical and meridional motion lead to zonal accelerations through the Coriolis
acceleration or, equivalently, through axial angular momentum conservation.

14.6.4 Deriving u̇ from dLz/dt = 0

The discussion in Section 14.6.3 can be formalized by analyzing how the conservation of axial
angular momentum leads to an expression for the zonal acceleration, u̇. For this purpose,
compute the time derivative of the first form of the axial angular momentum in equation (14.32),
in which case

dlz

dt
=

d[(r cosϕ)2 (λ̇+Ω)]

dt
(14.44a)

= 2 (ṙ cosϕ− r ϕ̇ sinϕ) (λ̇ r cosϕ+ rΩcosϕ) + (r cosϕ)2 λ̈ (14.44b)

= 2 (w cosϕ− v sinϕ) (u+ rΩcosϕ) + (r cosϕ)2 λ̈, (14.44c)

where we introduced the (u, v, w) velocity components according to equation (13.48). With the
zonal velocity u = λ̇ r⊥ = λ̇ r cosϕ, we have

r cosϕ λ̈ = u̇+
u

r cosϕ
(v sinϕ− w cosϕ) , (14.45)

so that equation (14.44c) takes the form

dlz

dt
= 2 (w cosϕ− v sinϕ) (u+ rΩcosϕ) + (r cosϕ)2 λ̈ (14.46a)

= (w cosϕ− v sinϕ) (u+ 2 rΩcosϕ) + u̇ r cosϕ. (14.46b)

Setting dlz/dt = 0 and rearranging then leads to a prognostic equation for the zonal velocity

du

dt
=

[
u

r cosϕ
+ 2Ω

]
(v sinϕ− w cosϕ). (14.47)

The first term in the bracket arises from curvature of the sphere (the “metric acceleration”)
whereas the second term is the Coriolis acceleration.

The same result can be obtained by performing the time derivative on the second form of
the axial angular momentum in equation (14.32), in which case

dlz

dt
=

d [u r cosϕ+Ω(r cosϕ)2]

dt
(14.48a)

= u̇ r cosϕ+ u ṙ cosϕ− u r ϕ̇ sinϕ+ 2Ω r cosϕ (ṙ cosϕ− r ϕ̇ sinϕ). (14.48b)
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Again, setting dlz/dt = 0 and rearranging leads to the zonal acceleration (14.47).

14.6.5 Zonal acceleration induced by meridional motion

We now consider a few thought experiments to help understand how axial angular momentum
conservation gives rise to the Coriolis acceleration appearing in the zonal momentum equation.
Start by considering a particle moving meridionally (δϕ ̸= 0) while maintaining a constant radial
position (δr = 0). The axial angular momentum constraint (14.42b) induces a zonal acceleration

u̇ = 2Ω v sinϕ, (14.49)

which, as seen by equation (14.43), is the Coriolis acceleration appearing in the zonal momentum
equation arising from the meridional motion. For poleward motion in either hemisphere,
the product v sinϕ is always positive.4 Hence, axial angular momentum conserving motion
towards either pole induces an eastward acceleration, whereas a westward acceleration is induced
for equatorward motion. For the northern hemisphere, the induced acceleration deflects the
particle to the right when looking downstream whereas in the southern hemisphere the induced
acceleration deflects the particle to the left. These deflections are illustrated in Figure 14.5.

A rudimentary means to understand the deflections arising from meridional motion is to view
a particle trajectory from an inertial reference frame off the planet. For a meridional trajectory,
the spinning earth causes the trajectory to pick up zonal motion relative to the earth surface,
zonally to the right in the northern hemisphere and zonally to the left in the southern hemisphere.
Equivalently, consider a projectile starting from rest on the planet and shot poleward. Since the
projectile started closer to the equator, it has a zonal velocity component that is larger than
the more poleward ground underneath it as it flies away from the equator. Hence, as it moves
poleward it also picks up an eastward velocity component, which is to the right of the poleward
motion in the northern hemisphere and to the left in the southern.

14.6.6 Zonal acceleration induced by radial (vertical) motion

Now consider a particle moving radially while holding the latitude fixed (δr ≠ 0 and δϕ = 0).
The axial angular momentum constraint (14.42b) induces a zonal acceleration

u̇ = −2Ωw cosϕ, (14.50)

which, as seen by equation (14.43), is the Coriolis acceleration appearing in the zonal momentum
equation arising from the vertical motion. Hence, for vertically downward motion (w < 0), axial
angular momentum conservation induces a positive zonal acceleration, u̇ > 0, which we expect
from axial angular momentum conservation since the particle is moving closer to the rotation
axis.

14.6.7 Meridional acceleration from Coriolis

We showed in Section 14.6.4 that the zonal equation of motion determining u̇ is another way of
writing the conservation of axial angular momentum. The same, however, cannot be said for the
meridional equation of motion, which is given by equation (13.138b)

v̇ +
v w + u2 tanϕ

r
= −2Ωu sinϕ. (14.51)

4Recall from Figure 4.3 that sinϕ ≤ 0 in the Southern Hemisphere, where −π/2 ≤ ϕ ≤ 0. In contrast,
sinϕ ≥ 0 in the Northern Hemisphere, where 0 ≤ ϕ ≤ π/2.
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The Coriolis acceleration is on the right hand side. In the northern hemisphere (sinϕ > 0), the
Coriolis acceleration gives rise to a rightward (equatorward) acceleration, −2Ωu sinϕ < 0, when
the particle is moving eastward, u > 0, thus inducing a negative meridional acceleration, v̇ < 0.
Conversely, if the particle is moving to the west so that u < 0, then the Coriolis acceleration
is again to the right, only this time it provides a poleward acceleration, v̇ > 0. The analogous
considerations hold in the southern hemisphere where the particle is deflected to the left by the
Coriolis acceleration. These motions are reflected in Figure 14.5. Once the particle picks up a
meridional component to the motion, then we return to the axial angular momentum constraint
(14.42b) to see how zonal flow is affected.

14.6.8 Vertical acceleration from Coriolis
As for the meridional Coriolis acceleration in Section 14.6.7 there is no angular momentum
constraint that connects to the Coriolis acceleration appearing in the vertical velocity equation
(13.138c)

ẇ − u2 + v2

r
= 2Ωu cosϕ− g. (14.52)

In both hemispheres the cosine factor is positive, cosϕ > 0. Hence, the Coriolis acceleration is
positive (upward) for eastward motion and negative (downward) for westward motion. Note
that for typical geophysical motion, the Coriolis acceleration is tiny compared to that arising
from gravity.

14.6.9 When lateral motions dominate vertical motions
We here consider two approximations relevant to large scale geophysical fluid motions.

1. The particle kinetic energy is dominated by lateral motions on the sphere (i.e., motion at
constant radial position).

2. Vertical (radial) excursions are much smaller than the earth radius.

When applied to a fluid, the first assumption leads to the hydrostatic approximation (Section
27.2), and the second assumption leads to the shallow fluid approximation (Section 27.1.2).
Self-consistency of the equations of motion means that these two assumptions must be applied
together.

Dropping the vertical velocity component to the kinetic energy leads to

K ≈ m

2
[(u+ r⊥Ω)2 + v2]. (14.53)

The second assumption means that the axial angular momentum takes the approximate form

Lz ≈ mR⊥ (u+ΩR⊥) = mR2
⊥ (λ̇+Ω), (14.54)

where
r = R+ z ≈ R and R⊥ = R cosϕ. (14.55)

The approximate angular momentum (14.54) ignores contributions from vertical motion in
changing the moment-arm. Indeed, as noted in Section 14.6.2, vertical movements within the
atmosphere and ocean (relatively thin fluid layers over the earth’s surface) lead to a relatively
small modification to the moment-arm, so the assumption that r⊥ ≈ R cosϕ is reasonable. With
r ≈ R, the zonal acceleration (14.47) is modified to the form

du

dt
= v

[
u tanϕ

R
+ f

]
where f = 2Ω sinϕ. (14.56)
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That is, we dropped the vertical velocity component, w, from the general form of the acceleration
(14.47). Correspondingly, the meridional momentum equation takes the form

dv

dt
= −u

[
u tanϕ

R
+ f

]
. (14.57)

These approximate forms for the zonal and meridional accelerations appear in the primitive
equations developed in Section 27.1.

14.6.10 Comments

A concise summary of many features of rotating physics is provided by this video from Scien-
cePrimer.

14.7 Mechanical energy conservation

Does the particle know anything about the origin of time? Since the angular velocity of the
planet and the gravitational acceleration are both assumed constant in time, then shifting the
time by an arbitrary constant will leave the physical system unaltered. That is, the physical
system remains unchanged if we shift all clocks by a constant amount. Through Noether’s
theorem, this symmetry in time leads to mechanical energy conservation, which means that
the particle’s mechanical energy is a fixed constant. We here prove that mechanical energy is
constant in time by manipulating the equations of motion. Many of the manipulations also
occur when considering the mechanical energy conservation laws for a continuum fluid discussed
in Chapter 24.

14.7.1 Some properties of kinetic energy

In this subsection we establish some basic properties of kinetic energy for a particle. As we saw
in Section 11.1.4, changes in the kinetic energy of a particle equal to the mechanical work done
on the particle as it moves along its trajectory

K(t2)−K(t1) =

ˆ x2

x1

F · dx =

ˆ t2

t1

F · V dt, (14.58)

where V dt = dx defines the vector increment along the trajectory, and x1,2 are the endpoints
of the trajectory at times t1,2. The integrand, F · V , is known as the power. Hence, equation
(14.58) says that the time integral of the power equals to the difference in kinetic energy between
the final and initial times.

The kinetic energy is not Galilean invariant since movement to another inertial reference
frame leads to the kinetic energy change

V = V +U =⇒ K = K +
m

2
(2V ·U +U ·U), (14.59)

where U is a constant boost velocity so that dU/dt = 0. We do not expect kinetic energy to be
Galilean invariant since kinetic energy measures energy of motion relative to a chosen reference
frame. Even so, the time change of the kinetic energy in a different inertial frame is given by
the power in the new frame

dK

dt
=

dK

dt
+mA ·U = F · V + F ·U = F · V . (14.60)
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Hence, we can directly connect kinetic energy changes to forces within an arbitrary inertial
reference frame.

Cartesian expression for kinetic energy

Consider the expression for kinetic energy when introducing the velocity of the rotating reference
frame. Writing the inertial frame velocity in the planetary Cartesian form

V = VCartesian +Urigid, (14.61)

leads to
K =

m

2
[VCartesian ·UCartesian + 2VCartesian ·Urigid +Urigid ·Urigid] (14.62)

The first term arises from motion of the particle relative to the rotating sphere; the second
arises from coupling between relative velocity and rigid-body velocity; and the third arises from
rigid-body motion of the sphere.

Spherical expression for kinetic energy: Part I

To expose spherical symmetry of the physical system, we express the kinetic energy in terms of
the planetary spherical coordinates defined in Figure 4.3. Doing so for the rigid-body velocity
leads to equation (13.50)

Urigid = Ω r cosϕ (− sinλ x̂+ cosλ ŷ) . (14.63)

Likewise, the velocity components measured in the rotating frame are given by

Ẋ =
d (r cosϕ cosλ)

dt
= ṙ cosϕ cosλ− rϕ̇ sinϕ cosλ− rλ̇ cosϕ sinλ (14.64a)

Ẏ =
d (r cosϕ sinλ)

dt
= ṙ cosϕ sinλ− rϕ̇ sinϕ sinλ+ rλ̇ cosϕ cosλ (14.64b)

Ż =
d (r sinϕ)

dt
= ṙ sinϕ+ rϕ̇ cosϕ. (14.64c)

Bringing terms together then leads to the kinetic energy in terms of spherical coordinates

K =
m

2

[
(ṙ2 + r2ϕ̇2 + λ̇2 r2 cos2 ϕ) + (2Ω r2λ̇ cos2 ϕ) + (Ω r cosϕ)2

]
. (14.65)

Spherical expression for kinetic energy: Part II

An alternative means for deriving the kinetic energy in equation (14.65) makes use of the
spherical coordinate form of the inertial frame velocity given by equation (13.46f), in which case

V = (u+ r⊥Ω) λ̂+ v ϕ̂+ w r̂, (14.66)

so that
K =

m

2

[
(u+ r⊥Ω)2 + v2 + w2

]
, (14.67)

where r⊥ = r cosϕ. Additionally, as discussed in Section 14.5, the axial angular momentum is
given by

Lz = mr⊥ (u+ r⊥Ω) ≡ mlz, (14.68)
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and this property is a constant of the motion when there is azimuthal (zonal) symmetry. It is
thus convenient to write the kinetic energy as

K =
m

2

[
(lz/r⊥)

2 + v2 + w2
]
. (14.69)

Geopotential expression for mechanical energy

As seen in Section 14.7.4 below, the mechanical energy using geopotential coordinates takes on
the form

Mgeop =
m

2

[
u2 + v2 + w2 + 2 g r

]
, (14.70)

where each of these symbols takes on their geopotential interpretation.

14.7.2 Planetary Cartesian mechanical energy
The time derivative of the kinetic energy is given by

dK

dt
= mV · dV

dt
= mV ·A = −mV · ∇Φe. (14.71)

For the final equality we introduced the gravitational potential given that the particle only feels
an external force from gravity as per equation (13.124). The gravitational potential is given by
(see equation (13.118))

Φe = ge r, (14.72)

so that
dK

dt
= −mV · ∇Φe = −mge ṙ. (14.73)

This result means that kinetic energy is reduced when moving the particle away from the
earth center (ṙ > 0). Moving away from the earth requires work to overcome the gravitational
acceleration pointing towards the earth. This work to overcome the gravitational attraction
is taken away from the kinetic energy of the particle. Furthermore, the work is added to the
gravitational potential energy, whose evolution is given by (see equation (13.120))

dPe

dt
= mge ṙ, (14.74)

where we assumed a constant gravitational acceleration, ge. Consequently, as the particle moves
away from the earth center, its reduction in kinetic energy is exactly compensated by an increase
in potential energy. Hence, the mechanical energy for the particle remains constant throughout
the motion

d(K + Pe)

dt
= 0, (14.75)

where the mechanical energy is the sum of the inertial frame kinetic energy plus the gravitational
potential energy

M = K + Pe (14.76a)

=
m

2
V · V +mΦe (14.76b)

=
m

2

[
(u+ r⊥Ω)2 + v2 + w2

]
+mge r (14.76c)

=
m

2

[
(lz/r⊥)

2 + v2 + w2
]
+mge r. (14.76d)
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14.7.3 Planetary spherical mechanical energy

It is physically revealing to expose the exchange of mechanical energy between kinetic and
gravitational potential energies. Furthermore, knowledge of the total mechanical energy at any
time affords knowledge for all time since the mechanical energy (in the absence of dissipation)
remains constant. Following from the discussion in Section 14.6, where we examined the
constraints on particle motion due to conservation of axial angular momentum, we here ask
similar questions about mechanical energy conservation. We make use of the spherical form of
the equations of motion, equations (13.132)-(13.134), which expose the planetary centrifugal and
Coriolis accelerations, and pursue the calculation for geopotential coordinates in Section 14.7.4.

We find it convenient to write the momentum equations (13.132)-(13.134) in terms of the
distance to the polar axis, r⊥ = r cosϕ, and its time derivative, ṙ⊥ = w cosϕ− v sinϕ

d

dt

[
r⊥ u+Ω r2⊥

]
= 0 (14.77a)

v̇ = −v w
r
− u tanϕ

r
(u+ 2Ω r⊥)− r⊥Ω2 sinϕ (14.77b)

ẇ =
u2 + v2

r
+ 2Ωu cosϕ+ r⊥Ω2 cosϕ− ge. (14.77c)

Equation (14.77a) expresses the conservation of axial angular momentum, l̇z = 0, where the
axial angular momentum per mass is lz = r⊥ (u + r⊥Ω) (Section 14.5). For the mechanical
energy, we have

Ṁ = 0 with M =
m

2

[
(lz/r⊥)

2 + v2 + w2
]
+mge r, (14.78)

where lz/r⊥ = u+ r⊥Ω is the zonal component to the inertial frame velocity (equation (13.46f)).
We now show that Ṁ = 0 arises from the momentum equations. Performing the time derivative,
and setting dlz/dt = 0, leads to

1

m
Ṁ =

1

2

d

dt

[
(lz/r⊥)

2 + v2 + w2 + 2 ge r
]
= −(lz)2 ṙ⊥

(r⊥)3
+ v v̇ + w (ẇ + ge). (14.79)

Use of the meridional momentum equation (14.77b) renders

v v̇ = −v
[
v w

r
+
u tanϕ

r
(u+ 2Ω r⊥) + r⊥Ω2 sinϕ

]
(14.80a)

= −v
2w

r
− v tanϕ

r
(u+ r⊥Ω)2. (14.80b)

Likewise, the vertical momentum equation (14.77c) renders

w (ẇ + ge) =
v2w

r
+
w

r

[
u2 + 2Ωu r⊥ + (r⊥Ω)2

]
(14.81a)

=
v2w

r
+
w

r
(u+ r⊥Ω)2, (14.81b)

so that

v v̇ + w (ẇ + ge) = r−1 (−v tanϕ+ w) (u+ r⊥Ω)2 =
(lz)2 ṙ⊥
(r⊥)3

. (14.82)

Combining this result with equation (14.79) leads to the expected Ṁ = 0. Hence, angular
momentum conservation combined with the meridional and vertical momentum equations is
equivalent to mechanical energy conservation.
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14.7.4 Geopotential mechanical energy

Now consider the mechanical energy conservation when using geopotential coordinates with the
equations of motion (13.138a)-(13.138c)

u̇+
u (w − v tanϕ)

r
+ 2Ω (w cosϕ− v sinϕ) = 0 (14.83a)

v̇ +
v w + u2 tanϕ

r
+ 2Ωu sinϕ = 0 (14.83b)

ẇ − u2 + v2

r
− 2Ωu cosϕ = −g. (14.83c)

Multiplying each equation by its respective velocity component and summing yields

1

m
Ṁgeop =

1

2

d

dt

[
u2 + v2 + w2 + 2 g r

]
= 0. (14.84)

The conserved mechanical energy for the particle written in geopotential coordinates

Mgeop = m (u2 + v2 + w2)/2 +mg r. (14.85)

This expression should be compared to that written using spherical coordinates in equation
(14.78). Since the coordinates are different (spherical versus geopotential), the velocity compo-
nents (u, v, w) are slightly different in the two coordinate systems, as is the radial position. So
care is needed when comparing the two expressions.

14.8 Sample particle trajectories

Here we examine some trajectories to illustrate how the dynamical properties discussed in this
chapter, particularly angular momentum conservation, help to determine trajectories. The
discussion complements that considered in Exercise 13.9.

14.8.1 Free fall starting from rest in the inertial reference frame

Consider a particle freely falling to the center of the sphere starting with zero axial angular
momentum. Although the trajectory from an inertial reference frame is rather trivial, we need
to do a bit more work in the non-inertial rotating frame, where we make use of the spherical
coordinate equations to write

λ̇ = −Ω and u = −r⊥Ω and v = 0 and ẇ = −ge. (14.86)

Evidently, the longitude, latitude, and vertical position are given by

(λ− λ0) = −Ω t and ϕ = ϕ0 and (w − w0) = −ge t, (14.87)

where λ0 is the initial longitude, ϕ0 is the initial latitude, and w0 the initial vertical velocity. So
the position with respect to the earth’s longitude adjusts westward according to (λ−λ0) = −Ω t,
which is needed to maintain a fixed absolute longitude. Likewise, the vertical free fall with
(w − w0) = −ge t accords with the free fall seen in the inertial reference frame. Integrating the
vertical equation leads to the radial position

r − r0 = w0 t− ge t2/2. (14.88)
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If we drop the particle from rest, so that w0 = 0, then the particle falls a distance H within a
time

T = (2H/ge)
1/2. (14.89)

During this time the particle deflects its longitude to the west by an amount

λ− λ0 = −ΩT = −Ω (2H/ge)
1/2. (14.90)

It is useful to check self-consistency by verifying that the rotating reference frame description
measures a zero axial angular momentum throughout the free fall. We first do so by noting that
lz = r2⊥ (λ̇+Ω) = 0 since λ̇ = −Ω. Taking the time derivative leads to

l̇z = r r⊥ ṙ⊥ (Ω + λ̇) + r2⊥ λ̈ = 0, (14.91)

since λ̇ = −Ω and so λ̈ = 0. Furthermore, we can write lz = r⊥ (u+ r⊥ Ω) = 0, which also means
that

l̇z = ṙ⊥ (u+ r⊥Ω) + r⊥ (u̇+ ṙ⊥Ω) = 0, (14.92)

where we noted that u = −r⊥Ω means that u̇ = −ṙ⊥Ω.

14.8.2 Falling with u̇ = 0

Now consider a trajectory that maintains a constant zonal velocity, u̇ = 0, which, with u = r⊥ λ̇,
means that

u̇ = ṙ⊥ λ̇+ r⊥ λ̈ = 0. (14.93)

To maintain a constant axial angular momentum means

l̇z = 2 r⊥ ṙ⊥ (λ̇+Ω) + r2⊥ λ̈ = r⊥ ṙ⊥ (λ̇+ 2Ω), (14.94)

where the second step made use of the assumed u̇ = 0 condition from equation (14.93). Equation
(14.94) can be satisfied by either ṙ⊥ = 0 or λ̇ = −2Ω. Yet setting one of these conditions means
that the other must also hold in order to maintain u̇ = 0 from equation (14.93). We are thus led
to

u̇ = 0 and l̇z = 0⇐⇒ λ̇ = −2Ω and ṙ⊥ = 0 and lz = −Ω r2⊥. (14.95)

Evidently, a particle moving westward with λ̇ = −2Ω, and maintaining a fixed distance from
the polar rotation axis, maintains both constant axial angular momentum and a constant zonal
velocity

u = −2Ω r⊥. (14.96)

Furthermore, observe that a constant distance from the rotation axis, ṙ⊥ = 0, means that

ṙ⊥ = 0 =⇒ w cosϕ = v sinϕ. (14.97)

This relation couples vertical and meridional motion in the rotating reference frame in a manner
that keeps the distance to the rotational axis fixed. For example, the vertical velocity vanishes
at the equator. Additionally, if the particle is falling so that w cosϕ < 0, then there is an
equatorward meridional velocity to keep the distance from the rotational axis fixed. In this
manner, the particle is falling not towards the earth center but instead towards the equatorial
plane, all while maintaining a fixed zonal velocity with u̇ = 0.

To garner further insight into the trajectory, we examine the meridional and vertical acceler-
ations. For this purpose, recall the meridional equation of motion (13.133), written as

r v̇ + v w + u2 tanϕ+Ω r sinϕ (2u+ r⊥Ω) = 0. (14.98)
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Now multiply by cosϕ and set w cosϕ = v sinϕ to reach

r⊥ v̇ + (u2 + v2) sinϕ+Ω r⊥ sinϕ (2u+ r⊥Ω) = 0. (14.99)

Next set u = −2 r⊥Ω to have

r⊥ v̇ + [(Ω r⊥)
2 + v2] sinϕ = 0, (14.100)

which, when setting lz/r⊥ = −Ω r⊥, leads to the meridional acceleration

r⊥ v̇ = −[(lz/r⊥)2 + v2] sinϕ. (14.101)

Evidently, the meridional acceleration is negative in the northern hemisphere (where sinϕ > 0)
and positive in the southern, so that the particle always accelerates toward the equator. Similarly,
use of the vertical acceleration from equation (13.134) leads to

r (ẇ + ge) = u2 + v2 + r⊥Ωu+ (r⊥Ω)2 = v2 + (r⊥Ω)2 = v2 + (lz/r⊥)
2 > 0. (14.102)

Hence, the vertical acceleration (ẇ < 0) is always smaller in magnitude than the earth’s
gravitational acceleration. Finally, combining the conditions (14.101) and (14.102) means that
the meridional and vertical accelerations are related by

v̇ cosϕ+ (ẇ + ge) sinϕ = 0. (14.103)

So when the particle reaches the equator at ϕ = 0, we know from equation (14.97) that the
vertical velocity vanishes, and from equation (14.103) we see that the merdional acceleration
also vanishes. In contrast, at the poles where ϕ = ±π/2, the vertical acceleration is ẇ = −ge
whereas equation (14.97) says that the meridional velocity vanishes.

14.8.3 Free fall from rest in the rotating frame

We here consider the case of a particle initially at rest in the rotating reference frame that
is allowed to freely fall. As in Exercise 13.9b, we make use of geopotential coordinates since
the particle will initially fall parallel to the effective gravity direction; i.e., the plumb line. We
consider the trajectory just in the zonal and vertical plane, assuming v = 0 throughout the
free fall. Setting v = v̇ = 0 in the geopotential coordinate equations of motion (13.138a) and
(13.138c) yields

u̇+
uw

r
+ 2Ωw cosϕ = 0 (14.104a)

ẇ − u2

r
− 2Ωu cosϕ = −g. (14.104b)

We now linearize by dropping the uw/r and u2/r terms to render

u̇ = −2Ωw cosϕ and ẇ = 2Ωu cosϕ− g. (14.105)

Now write w = w0 + w1, where

ẇ0 = −g and ẇ1 = 2Ωu cosϕ, (14.106)

so that w0 = −g t. To first order in Ω, the zonal velocity satisfies

u̇ = 2Ω g t cosϕ =⇒ u = Ω g t2 cosϕ. (14.107)
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We are thus left with the free fall particle velocity that is valid to first order in Ω

V = (Ω g t2 cosϕ) λ̂− g t r̂. (14.108)

The eastward velocity component arises from the need for the particle to conserve axial angular
momentum as it falls closer to the polar axis.

Time integrating the velocity equation (14.108) leads to the particle trajectory

X = (1/3) (Ω g t3 cosϕ) λ̂− (g t2/2) r̂ +X0, (14.109)

where X0 is an arbitrary initial position. The time it takes for the particle to fall a vertical
distance H is given by

T = (2H/g)1/2, (14.110)

and within this time interval the particle is deflected eastward by a distance

D = (1/3) (Ω g cosϕ) (2H/g)3/2. (14.111)

14.9 Dynamical constraints from spatial symmetries
We close this chapter by summarizing the conservation laws that arise from spatial symmetries.
These conservation laws complement the discussion in Section 14.7 for mechanical energy
conservation arising from time symmetry.

14.9.1 Linear momentum conservation

As seen in Section 11.1.2, linear momentum remains constant for a particle moving without
any forces acting on it; i.e., a free particle. This type of motion is not common for geophysical
particles or fluids since they feel gravity and so are not free. Even so, we consider this limiting
case as a point of comparison for the other conservation laws.

The conservation of linear momentum is simply viewed within the particle’s inertial reference
frame, where a vanishing inertial frame acceleration leads to a constant inertial frame velocity

A = dV /dt = 0. (14.112)

In a Euclidean space, a vanishing acceleration means the particle is moving in a straight line
with constant velocity.5 When viewed from a rotating frame using Cartesian coordinates, a
vanishing inertial frame acceleration means that the Cartesian acceleration balances Coriolis
and centrifugal accelerations

Ẍ = −2Ω× Ẋ −∇Φcentrifugal. (14.113)

This equation is clearly not a very useful means to describe unaccelerated free particle motion.
We can provide a bit more compactness to this equation by introducing the potential momentum
(14.7) so that

dM/dt = −∇Φcentrifugal. (14.114)

While the inertial frame acceleration vanishes (A = dV /dt = 0), time changes to the potential
momentum are balanced by the gradient of the centrifugal potential.

5Recall that a zero acceleration as in equation (14.112) is an expression of Newton’s first law (law of inertia),
which was stated in the start of Chapter 11.
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14.9.2 Potential momentum conservation
Conservation of potential momentum arises from symmetry of particle motion on a constant
geopotential surface. The conservation law is most readily viewed within the rotating frame,
whereby equation (14.9) is given by

d(ŝ ·M)

dt
= 0. (14.115)

A geopotential is a two-dimensional surface so that this conservation law corresponds to two
dynamical constraints such as shown in Figure 14.1.

14.9.3 Angular momentum conservation
As detailed in Section 14.5, the angular momentum computed with respect to the axis of rotation
is a constant of the motion (Figure 14.3). This conservation law arises from symmetry of the
system about the rotational axis. Axial (z-axis) angular momentum conservation takes the form

dLz/dt = 0, (14.116)

where the axial angular momentum is

Lz = mr2⊥ (λ̇+Ω) with r⊥ =
√
x2 + y2 = r cosϕ. (14.117)

The distance from the rotation axis, r⊥, is the moment arm for the axial angular momentum.
The longitude, λ, measures the angle in the counter-clockwise direction from the positive x-axis,
and λ̇ is the time change of the longitude.

14.10 Exercises
exercise 14.1: Negative axial angular momentum
In Section 14.6 we assume the axial angular momentum is positive, which is geophysically the
common situation since axial angular momentum from the rigid-body motion is so large relative
to motion of geophysical fluids. But let us consider the uncommon case where the particle moves
zonally westward at a speed greater than the planetary rotation speed so that

λ̇+Ω < 0⇐⇒ u+Ω r⊥ < 0, (14.118)

which means the axial angular momentum per mass of the particle is negative

lz = r⊥ (u+ r⊥Ω) = −|lz| < 0. (14.119)

Throughout this exercise we seek answers based on conservation of axial angular momentum.
When checking to see whether an answer agrees with common sense, be careful since motion of
this sort is not commonly experienced by terrestrial observers. Correspondingly, it is useful to
check answers by viewing the motion from the perspective of an inertial reference frame rather
than the rotating terrestrial reference frame. For example, the particular case where λ̇ = −Ω, in
which case the particle has zero angular momentum, corresponds to a particle that is stationary
in the inertial reference frame while the planet rotates underneath.

(A) Discuss what happens to δλ̇ for the particle that is deflected poleward with constant
radius while conserving axial angular momentum. Hint: consider the first form of equation
(14.37).
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(B) Discuss what happens to δu for the particle as it is deflected poleward with constant radius
while conserving axial angular momentum. Separately discuss the three cases where

(i) |lz| = 0

(ii) |lz| < Ω r2⊥.

(iii) |lz| > Ω r2⊥

Hint: consider the second form of equation (14.37).

(C) Is fluid particle motion with u + Ω r⊥ < 0 relevant for the terrestrial atmosphere and
ocean? Why? To help answer this question, what is Ω r⊥ for ϕ = π/4 and r = Re? Note,
we already provided the result for the equator just after equation (14.34). Compare these
speeds to that of a category 5 tropical cyclone.

exercise 14.2: Spherical components to angular momentum
In Section 14.5 we studied angular momentum relative to the center of the sphere, L = mX×V .
In particular, we considered the evolution equations for the planetary Cartesian compoents x̂ ·L,
ŷ ·L, and ẑ ·L. Here we consider the projection of the angular momentum onto the planetary
spherical directions λ̂, ϕ̂ and r̂. For a space that is spherically symmetric around the center of
the sphere, we do not expect λ̂ ·L or ϕ̂ ·L to be constants of the motion. The reason is that
neither λ̂ nor ϕ̂ extend outward from the center of the sphere, so that rotations around either
of these axes do not manifest a symmetry operation. Nevertheless, it is interesting to explore
properties of λ̂ ·L and ϕ̂ ·L as an exercise in the angular momentum formalism, and to display
how their evolution relates to that of the linear momentum on the sphere.

(A) Write an expression for the zonal component to the angular momentum, λ̂ ·L, in terms of
ϕ̇ and r. Hint: check that the physical dimensions are correct, and that the sign accords
with the right hand rule.

(B) Derive an expression for the time derivative, d(λ̂ ·L)/dt, in terms of ϕ̇ and ṙ.

(C) Write an alternative expression for the time derivative, d(λ̂ ·L)/dt, in terms u = r⊥ λ̇ and
Ω. Hint: recall the spherical coordinate version of the meridional momentum equation
(13.133).

(D) Derive an expression for the meridional component to the angular momentum, ϕ̂ ·L, and
write it in terms of r, Ω, λ̇, and ϕ.

(E) Derive an expression for the time derivative, d(ϕ̂ ·L)/dt.

(F) Derive an expression for r̂ ·L.
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Chapter 15

CASE STUDIES IN ANALYTICAL MECHANICS

The discussion in Chapter 12 certainly does support the name analytical mechanics, given that
there is a nontrival degree of analysis needed to reformulate the laws of mechanics beyond their
Newton’s law expression. In this chapter, we work through some case studies for the purpose
of illustrating the use of analytical mechanics for practical problems. These studies further
exemplify and clarify the foundations of the theory while exploring geophysically interesting
dynamical systems. It is through such examples that the power and elegance of analytical
mechanics shines.

chapter guide

This chapter relies on the formulation of analytical mechanics from Chapter 12. We also
make use of material from our study of particle mechanics around a rotating planet from
Chapter 13.
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15.1 Planar simple pendulum
Consider a planar simple pendulum as illustrated in Figure 15.1, where motion is restricted
to the x-z plane. This pendulum consists of a point mass, m, attached to a massless string of
fixed length, ℓ, oscillating around a fixed point within a constant gravity field with acceleration
−g ẑ. We derive the equations of motion for this system using both Newtonian mechanics and
Lagrangian mechanics.

Before diving into the specifics of the simple pendulum, we note that it exemplifies the
two key properties of any oscillatory system, including linear waves studied in Part X of this
book. The first property is a restoring force that kicks in when the system is displaced a small
distance from its equilibrium. For the simple pendulum the restoring force is provided by the
gravitational acceleration. The second property is inertia as that then allows the system to
overshoot its equilibrium position, with mass providing the pendulum’s inertia. The exchange
between the restoring force and inertia lead to oscillations, and the natural oscillation frequencies
are a function of the inertia and the restoring force.

15.1.1 Free particle motion using polar coordinates
Before addressing the simple pendulum, we find it useful to consider the equations for a free
particle moving in the x-z plane without gravity and without any string. Cartesian coordinates
provide the natural set of coordinates for describing this motion, in which the x̂ and ẑ components
to the Cartesian velocity velocity remain constant in space and time. We also consider polar
coordinates, with the polar angle defined by φ as depicted in Figure 15.1, anticipating the motion
of a simple pendulum using these coordinates. The coordinate transformation between Cartesian
and polar is given by

x = r sinφ (15.1a)

z = −r cosφ (15.1b)

r̂ = x̂ sinφ− ẑ cosφ (15.1c)

φ̂ = x̂ cosφ+ ẑ sinφ. (15.1d)

The Cartesian unit vectors are fixed in space, but the time derivatives of the polar unit vectors
are

˙̂r = φ̇ φ̂ and ˙̂φ = −φ̇ r̂. (15.2)
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Figure 15.1: A simple pendulum is comprised of a point mass, m, attached to a massless string of fixed length,
ℓ, with the string attached to a fixed point taken as the origin of a Cartesian coordinate system. The string
makes an angle, φ, with respect to the vertical, and gravity points down with a constant acceleration, −g ẑ. The
force provided by the string on the particle, T , points radially inward and balances the projection of the weight
along the string plus the centrifugal acceleration due to motion of the particle. The point mass moves along the
circumference of the circle. The string force is directed orthogonal to the motion so that it does no work on the
point mass, and as such the string provides a force of constraint. The component of the weight directed along the
circumference forces motion of the oscillator, with this force having magnitude mg| sinφ|.

These results render the particle position, its velocity, and its acceleration

X = r (x̂ sinφ− ẑ cosφ) = r r̂ (15.3a)

Ẋ = ṙ r̂ + r φ̇ φ̂ (15.3b)

Ẍ = (r̈ − r φ̇2) r̂ + (2 ṙ φ̇+ r φ̈) φ̂. (15.3c)

Free particle motion has zero acceleration,

ẍ = 0 and z̈ = 0, (15.4)

which means each Cartesian velocity component is a space and time constant. This trivial result
has some nuance when written in polar coordinates

r̈ − r φ̇2 = 0 and 2 ṙ φ̇+ r φ̈ = 0. (15.5)

Of relevance to the pendulum, observe that forces are needed for both equations to maintain a
fixed r.

Pursuing a Lagrangian mechanics approach, we compute the Euler-Lagrange equation (12.75)
using (r, φ) as the two generalized coordinates. For the free particle, the Lagrangian equals to
the kinetic energy

L = m (ṙ2 + r2 φ̇2)/2, (15.6)

so that the two Euler-Lagrange equations are

d

dt

∂L

∂ṙ
=
∂L

∂r
=⇒ r̈ = r φ̇2 (15.7a)
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d

dt

∂L

∂φ̇
=
∂L

∂φ
=⇒ d (r2 φ̇)

dt
= 0. (15.7b)

The radial equation says that the radial acceleration balances the centrifugal acceleration. The
angular equation reflects the property of a Lagrangian that is independent of the generarlized
coordinate, φ, so that its corresponding generalized momentum, the angular momentum computed
relative to the origin, is a constant of the motion.

15.1.2 Newtonian mechanics of the simple pendulum

Now allow the particle to feel the constant gravitational field and the force by the string. Notably,
the string force keeps the particle at a fixed distance, r = ℓ, from the origin so that the particle
motion only has a single degree of freedom. The position, velocity, and acceleration for the
particle are thus given by

X = ℓ (x̂ sinφ− ẑ cosφ) = ℓ r̂ (15.8a)

Ẋ = ℓ φ̇ (x̂ cosφ+ ẑ sinφ) = ℓ φ̇ φ̂ (15.8b)

Ẍ = ℓ φ̈ φ̂− ℓ φ̇2 r̂, (15.8c)

with polar coordinates now ideally suited to the physical system. The force provided by the
string points radially inward and it must be sufficient to exactly balance the projection of the
particle weight along the string direction, plus the centrifugal acceleration of the particle as it
oscillates along the circumference of the circle

T = −m (g cosφ+ ℓ φ̇2) r̂. (15.9)

This string force constrains the particle to remain a fixed distance, r = ℓ, from the center of
the circle. Since the particle motion is directed along the circumference and the string force
is radially directed, then the string force does no work on the particle. Evidently, the force
provided by the string is a force of constraint. We reconsider this force of constraint from the
Lagrangian perspective in Section 15.1.6.

Newton’s equation of motion takes the form

m Ẍ = −mg ẑ + T . (15.10)

Projecting into the angular direction, φ̂, eliminates the string force and leads to the nonlinear
oscillator equation

φ̈+ (g/ℓ) sinφ = 0, (15.11)

where we used
ẑ · φ̂ = sinφ. (15.12)

When the angle is small we can approximate sinφ ≈ φ, in which case we have a linear oscillator
equation

φ̈+ (g/ℓ)φ = 0, (15.13)

with natural angular frequency, ω0 =
√
g/ℓ and period 2π/ω0 = 2π

√
ℓ/g.

15.1.3 Euler-Lagrange equation for the simple pendulum

With a single degree of freedom for the simple pendulum, we choose the angle, φ, as the generalized
coordinate. The kinetic energy, potential energy (referenced to z = 0), and Lagrangian are thus
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given by

K = (m/2) (ẋ2 + ż2) = (m/2) ℓ2 φ̇2 (15.14a)

P = −mg ℓ cosφ (15.14b)

L = m (ℓ2 φ̇2/2 + g ℓ cosφ), (15.14c)

with the corresponding Euler-Lagrange equation (12.75)

d

dt

[
∂L

∂φ̇

]
=
∂L

∂φ
=⇒ φ̈+ (g/ℓ) sinφ = 0. (15.15)

As expected, we derived the same oscillator equation (15.11) as when using Newtonian mechanics.
However, the path to this equation is somewhat more streamlined since we had no need to
consider forces.

15.1.4 The Hamiltonian is a constant of the motion

The coordinate transformation between the Cartesian coordinates and generalized coordinate
does not depend explicitly on time, nor does the Lagrangian. Hence, from Section 12.9.4 we
know that the Hamiltonian equals to the mechanical energy, and it is a constant of the motion

H = −L+ φ̇
∂L

∂φ̇
= K + P. (15.16)

We readily confirm that Ḣ = 0 by computing

K̇ + Ṗ = mℓ2 φ̇ [φ̈+ (g/ℓ) sinφ] = 0, (15.17)

where the second equality follows from the Euler-Lagrange equation of motion (15.15).

15.1.5 Hamilton’s equations of motion

When proving that the Hamiltonian is a constant of the motion in Section 15.1.4, we did not
first write the Hamiltonian in terms of the generalized coordinates and momenta. Instead, we
directly computed the time derivative and used the Euler-Lagrange equation to show that Ḣ = 0.
However, as mentioned in Section 12.10.4, to derive Hamilton’s equations of motion we must
first write the Hamiltonian in terms of the generalized coordinates and generalized momenta.
The generalized momenta for the pendulum is given by

Pφ =
∂L

∂φ̇
= mℓ2 φ̇, (15.18)

so that the Hamiltonian is

H(φ,Pφ) =
P2
φ

2mℓ2
−mg ℓ cosφ. (15.19)

Hamilton’s equations of motion (12.146a) and (12.146b) take on the general form

Ṗσ = −∂H
∂ξσ

and ξ̇σ =
∂H

∂Pσ
, (15.20)

which for the pendulum are

Ṗφ = −mg ℓ sinφ and φ̇ =
Pφ

mℓ2
. (15.21)
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Reorganization of the Ṗφ equation renders the Euler-Lagrange equation (15.15). In contrast, the
φ̇ equation is identical to the definition of the generalized momenta given by equation (15.18),
so that this equation offers no new information.

15.1.6 Force of constraint provided by the string
Following the Lagrange multiplier method from Section 12.8, we here derive the force of constraint
acting on the particle. As already noted, the force of constraint is provided by the string, and
this force is always orthogonal to the particle motion. Indeed, we wrote this force by inspection
in equation (15.9). Here we compute this force via the Lagrange multiplier. In particular, we
follow the approach in Section 12.8 and identify the single constraint equation as

Ψ(r) = r = ℓ, (15.22)

so that ∂Ψ/∂r = 1 and equation (12.110) then says that the Lagrange multiplier is the force of
constraint corresponding to the radial coordinate

Λ = Qr. (15.23)

Following the procedure detailed in Section 12.8.3, we consider the extended Lagrangian
(12.104) for the pendulum

L = m (ṙ2 + r2 φ̇2)/2 +mg r cosφ+ Λ(r − ℓ). (15.24)

The corresponding Euler-Lagrange equations are

m r̈ = mr φ̇2 +mg cosφ+ Λ (15.25a)

m
d(r2 φ̇)

dt
= −mg r sinφ (15.25b)

r = ℓ. (15.25c)

The angular equation of motion (15.25a) remains unaffected by the Lagrange multiplier since
there are no constraints on motion in the angular direction. So the set of three equations for the
three unknowns, (r, φ,Λ), is given by

2 ṙ φ̇+ r φ̈+ g sinφ = 0 and Λ = m (r̈ − r φ̇2 − g cosφ) and r = ℓ. (15.26)

Satisfying the constraint, r = ℓ, means that ṙ = 0 and r̈ = 0 so that the force of constraint is

Qr = Λ = −m (ℓ φ̇2 + g cosφ) < 0, (15.27)

where the inequality follows since ℓ φ̇2 + g cosφ > 0. This result agrees with equation (15.9) for
the force provided by the string, T , so that we identify

T = Qr r̂ = −m (ℓ φ̇2 + g cosφ) r̂. (15.28)

15.1.7 Comments
As anticipated, the Euler-Lagrange equation of motion is both equal to Newton’s equation of
motion and simple to derive. It is simpler to derive largely due to the scalar nature of the
Lagrangian versus the vector nature of Newton’s equation of motion. Namely, it is easier to
derive the kinetic energy and potential energy than the acceleration and forces. Even though
we do not need forces for analytical mechanics, the calculation of forces offers great physical
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insights into the nature of the physical system. Conservative forces are deduced as per Newtonian
mechanics via the gradient of the force potential, and forces of constraint are inferred through
the method of Lagrange multipliers.

15.2 Variable length pendulum

What if we let the length of the pendulum’s string be a prescribed function of time? That is, we
let the string length be a time dependent parameter of the physical system. In this case the
Hamiltonian is an explicit function of time, through the string length, and so mechanical energy
is not a constant of the motion. Correspondingly, the force of constraint acting along the string
does work as the string changes, with this work the cause of the nonzero time derivative of the
Hamiltonian. We are familiar with forces of constraint providing no work on a physical system,
with this property enshrined in d’Alembert’s principle studied in Section 12.3.1. Indeed, at any
particular instance, the forces of constraint perform no work on a virtual displacement. However,
when allowing time to evolve then the force of constraint acting along the string does work and
that work results in an energy change.

Along with a time change in the pendulum’s energy, there is a time change to the pendulum’s
angular frequency. Quite remarkably, the ratio of the energy to the angular frequency remains
nearly constant for small amplitude oscillations, so long as changes to the string length are slow.
The ratio of the energy to frequency is known as an adiabatic invariant. This adiabatic invariant
arises when studying linear waves moving through a time dependent media. Additionally,
adiabatic invariants played an important role in the development of quantum mechanics.

15.2.1 Work done by the force of constraint

Recall from Section 15.1.6 that we introduced the extended Lagrangian with a Lagrange multiplier,
Λ, representing the force of constraint,

L = m (ṙ2 + r2 φ̇2)/2 +mg r cosφ+ Λ(r − ℓ), (15.29)

where (r, φ,Λ) are three generalized coordinates, and the corresponding Hamiltonian is

H = −L+ φ̇
∂L

∂φ̇
+ ṙ

∂L

∂ṙ
= m (ṙ2 + r2 φ̇2)/2−mg r cosφ− Λ (r − ℓ). (15.30)

The corresponding Euler-Lagrange equations (15.26) are here repeated for completeness

2 ṙ φ̇+ r φ̈+ g sinφ = 0 and Λ = m (r̈ − r φ̇2 − g cosφ) and r(t) = ℓ(t). (15.31)

Evidently, the force of constraint, Λ, picks up a new contribution from the second time derivative,
r̈, whereas this contribution vanished in Section 15.1.6 where we assumed ℓ has a fixed length.

Both the Lagrangian (15.29) and Hamiltonian (15.30) are explicit functions of time via the
time dependent string length, ℓ(t). Hence, the Hamiltonian has a time derivative, which can be
evaluated in either of the following manners

dH

dt
=

[
∂H

∂t

]
r,φ,Pr,Pφ

=
∂H

∂ℓ

dℓ

dt
= −

[
∂L

∂t

]
r,φ,r,ṙ,φ̇

= ℓ̇Λ, (15.32)

so that the energy of the pendulum changes due to work done by the force of constraint acting
in the presence of a changing string length. We can double-check the result (15.32) by making
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use of the equations of motion (15.31), which now requires us to set r = ℓ so that

dH

dt
= Ḣ = m l̇ (l̈+ ℓ φ̇2− g cosφ)+mℓ φ̇ (ℓ φ̈+ g sinφ) = m ℓ̇ (ℓ̈− ℓ φ̇2− g cosφ) = ℓ̇Λ. (15.33)

15.2.2 Small amplitude oscillations

Assuming the angular displacements of the pendulum are small leads to the Lagrangian and
Hamiltonian for a linear variable length pendulum

L = mℓ2 (φ̇2 − (g/ℓ)φ2)/2 +mg ℓ+m ℓ̇2/2, (15.34a)

H = mℓ2 (φ̇2 + (g/ℓ)φ2)/2−mg ℓ−m ℓ̇2/2, (15.34b)

along with the corresponding Euler-Lagrange equation of motion

d(ℓ2 φ̇)

dt
+ g ℓ φ = 0. (15.35)

Note that the term mℓ2 (φ̇2 − (g/ℓ)φ2)/2 appearing in the Lagrangian (15.34a) is the kinetic
energy minus the potential energy for a simple harmonic oscillator, as studied in Section 15.6.
We thus identify the angular frequency of the oscillator as

ω2(t) = g/ℓ(t), (15.36)

with 2π/ω equal to the period of the oscillations.

15.2.3 Two time scales for the pendulum

For the linear pendulum with a fixed length, the angular displacement is given by φ = A cos(ω t),
where A is a constant amplitude and we set the initial conditions so that φ(t = 0) = A. If the
string length changes very slowly, then we expect the oscillations to continue yet with a time
dependent frequency and amplitude. We are thus motivated to consider the ansatz

φ(t) = A(t) cos θ(t), (15.37)

where the amplitude, A(t), has a time dependence, as does the phase, θ(t). Furthermore, we
note that the time scale for the phase derivative accords with the angular frequency

θ̇ ≈ ω. (15.38)

In Section 15.2.4 we find equality holds to leading order.

A string whose length slowly changes is one whose inverse time scale for changes, T−1, is
much smaller than the angular frequency for the pendulum, so that

ℓ̇/ℓ = T−1 ≪ ω ≈ θ̇ =⇒ ℓ̇2 ≪ ℓ g (15.39)

where the second inequality follows since ω2 = g/ℓ. The inequality T−1 ≪ θ̇ means that the
phase of the oscillation varies rapidly relative to the string length. Another corresponding
assumption concerns the amplitude of the oscillation, which we assume also slowly changes

Ȧ/A = T−1 ≪ ω. (15.40)

Finally, the relation ω2 = g/ℓ, along with the inequality (15.39), shows that relative changes to
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the angular frequency are also small

2 ω̇/ω = −ℓ̇/ℓ =⇒ |ω̇| ≪ ω2 = g/ℓ. (15.41)

These scaling relations can be summarized by stating that the phase of the oscillation changes
rapidly whereas all other quantities change slowly.

In the Lagrangian (15.34a) and Hamiltonian (15.34b), we encounter the sum, mg ℓ+m ℓ̇2/2.
The first term, −mg ℓ, is the gravitational potential energy of a pendulum at zero angular
displacement, φ = 0. Over the time scale of an oscillation, this term is roughly a constant and it
can be ignored by merely readjusting the zero of the potential energy. Likewise, the term m ℓ̇2/2
is the kinetic energy associated with changes to the string length. This term changes slowly and
it is much smaller than the kinetic energy from angular motion, mℓ2 φ̇2/2. We thus ignore this
term as well in the following analysis.

15.2.4 Adiabatic invariant

Making use of the ansatz (15.37) yields time changes to the pendulum’s angle

φ̇ = Ȧ cos θ −A θ̇ sin θ ≈ −A θ̇ sin θ, (15.42)

where we made use of the assumed scales in Section 15.2.3 to reach the approximation. We are
thus led to the approximate form of the Lagrangian (15.34a) (recall we are ignoring the terms
mg ℓ+m ℓ̇2/2)

L ≈ mℓ2A2 (θ̇2 sin2 θ − ω2 cos2 θ)/2. (15.43)

As part of the time scale separation in Section 15.2.3, we assume the phase of the oscillation
changes rapidly relative to changes in the angular frequency as well as changes to θ̇ and ℓ. Hence,
we are motivated to perform a phase average,1 in which case sin2 θ and cos2 θ are replaced by
1/2

⟨L⟩ = mℓ2A2 (θ̇2 − ω2)/4. (15.44)

We treat the amplitude and phase as generalized coordinates that are connected to the angular
displacement via the oscillator ansatz (15.37). Their respective phase averaged Euler-Lagrange
equations are

d

dt

∂L

∂Ȧ
=
∂L

∂A
=⇒ θ̇2 = ω2 (15.45a)

d

dt

∂L

∂φ̇
=
∂L

∂φ
=⇒ d(ℓ2A2 θ̇)

dt
= 0. (15.45b)

Equation (15.45a) says that the phase has a time derivative equal to the instantaneous frequency.
It also results in a zero phase averaged Lagrangian

⟨L⟩ = 0. (15.46)

To interpret equation (15.45b) note that the phase averaged Hamiltonian (15.34b) is (recall we
are ignoring the terms mg ℓ+m ℓ̇2/2)

⟨H⟩ = mℓ2A2 (θ̇2 + ω2)/4 = mℓ2A2 ω2/2, (15.47)

1We introduced phase averaging in Section 8.1.2 when studying Fourier analysis.
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so that the Euler-Lagrange equation (15.45b) can be written

d(H/ω)

dt
= 0. (15.48)

Evidently, although energy and angular frequency change due to the variable string length,
their ratio is constant when the oscillations are small and the changes to the string length are
slow. The ratio, H/ω, is known as the phase averaged action, and equation (15.48) says that
it is an adiabatic invariant. Conservation of the phase averaged action results from symmetry
of the phase in the phase averaged Lagrangian (15.44). That is, we can shift the phase by a
constant and not alter the Lagrangian. This result exemplifies the importance of identifying any
(sometimes quite innocent looking) symmetries of a dynamical system, as they inevitably lead to
a conservation law.

15.2.5 Further study
A general discussion of adiabatic invariants is given in Section 49 of Landau and Lifshitz (1976),
Section 11.7 of Goldstein (1980), and Section 6.4 of José and Saletan (1998). See also Section
7.1 of Salmon (1998) for a discussion of the adiabatic invariant for the harmonic oscillator.
Furthermore, we encounter adiabatic invariants in Section 50.5 when studying waves in a media
that changes in space and time, with the wave action the corresponding invariant.

Adiabatic invariants formed an important part in the foundations of quantum mechanics.
For example, the energy of a photon is given by

E = ℏω, (15.49)

where ℏ = h/2π is the reduced Planck’s constant, thus revealing that E/ω is a constant.

15.3 The Foucault pendulum
In this section we use Lagrangian mechanics to study motion of the Foucault pendulum, which
is a frictionless spherical pendulum in a gravity field on a rotating planet. To illustrate the
rotation of the planet, we setup the pendulum to oscillate in a fixed plane as viewed in an inertial
reference frame, and as such it precesses when viewed from the planetary rotating reference
frame. In this manner, the Foucault pendulum provides a remarkable illustration of the planetary
Coriolis acceleration, and hence of the planetary rotation.

15.3.1 Assumptions about the Coriolis acceleration
We illustrate the Foucault pendulum in Figure 15.2, which is a spherical pendulum that feels the
effects of the earth’s rotation. For any point on the earth, the planetary rotation has a projection
in the local vertical and local meridional directions (see Figure 13.3). However, for our study of
the Foucault pendulum we only consider the local vertical component to the planetary rotation.
This approximate approach accords with our study of large-scale fluid flows in this book. Even
though the Foucault pendulum is tiny compared to the planetary fluid flows, the motion of the
particle respects the same assumptions relevant for large-scale fluid motions. We detail these
assumptions in the next paragraph.

As studied in Section 13.9.8, the meridional component to the planetary rotation leads to
a Coriolis acceleration that has both a radial component and longitudinal component. The
radial Coriolis acceleration is far smaller than the effective gravitational acceleration so that this
contribution to the Coriolis acceleration can be ignored. The longitudinal Coriolis acceleration
is determined by the vertical velocity of the particle. For the Foucault pendulum we assume the
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vertical motion is much smaller than the horizontal velocity. Hence, this piece of the longitudinal
Coriolis acceleration is negligible compared to the other portion that arises from horizontal
motion. For these two reasons, the most significant portion of the Coriolis acceleration acting on
the pendulum arises just from the local vertical component to the planetary rotation. As such,
the Coriolis acceleration acts just in the local horizontal tangent plane.

Furthermore, since the horizontal length scales of the pendulum are tiny relative to the
earth’s radius, we assume the Coriolis parameter (equation (13.100))

f = 2Ω sinϕ, (15.50)

to be constant and evaluated at the fixed point of the pendulum, which we refer to as the f -plane
approximation in Section 24.5. In equation (15.50), Ω is the angular frequency of the planetary
rotation (Section 13.1), and ϕ is the planetary latitude (Figure 4.3).
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r = 2 ` sin('/2)

Figure 15.2: A Foucault pendulum is a frictionless spherical pendulum on a rotating planet. Taking the f -plane
approximation, we assume rotation of the reference frame occurs around the local vertical axis with angular
frequency (f/2) ẑ, with f = 2Ω sinϕ the Coriolis parameter and ϕ the latitude of the fixed point of the pendulum.
To avoid confusion with the planetary spherical angles (where we use ϕ for latitude and λ for longitude as in
Figure 4.3), we here use the local spherical coordinates with ψ ≥ 0 the angle the pendulum makes with the
horizontal x-y plane, and 0 ≤ γ ≤ 2π the angle it makes with the x-axis in a counter-clockwise sense. The
angle made by the string relative to the vertical axis is φ ≥ 0, just as for the simple pendulum in Figure 15.1.
The right panel shows a projection onto the y-z plane (γ = π/2), which clearly illustrates the relation ψ = φ/2.
Furthermore, the law of cosines expresses the radial position as a function of the angle, φ, and the string length,
r2 = 2 ℓ2 (1− cosφ) = 4 ℓ2 sin2(φ/2).

15.3.2 Position vector for the point mass

To avoid confusion with the planetary spherical coordinates of Figure 4.3, we write the pendulum’s
spherical angles as ψ (angle relative to the horizontal plane with ψ ≥ 0 for the pendulum) and γ
(angle relative to x̂, with 0 ≤ γ ≤ 2π). In this manner, the coordinates for the point mass at the
end of the string are given by

x = r cosψ cos γ = 2 ℓ sin(φ/2) cos(φ/2) cos γ = ℓ sinφ cos γ (15.51a)

y = r cosψ sin γ = 2 ℓ sin(φ/2) cos(φ/2) sin γ = ℓ sinφ sin γ (15.51b)

z = r sinψ = 2 ℓ sin2(φ/2) = ℓ (1− cosφ). (15.51c)

For these equations we made use of the law of cosines to write the radial distance from the
origin, r, in terms of the string length, ℓ, and the angle of the string from the vertical, φ,

r = ℓ
√
2 (1− cosφ) = 2 ℓ sin(φ/2). (15.52)
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15.3. THE FOUCAULT PENDULUM

Equations (15.51a)–(15.51c) provide an expression for the particle position

X(t) = ℓ [x̂ sinφ cos γ + ŷ sinφ sin γ + ẑ (1− cosφ)], (15.53)

which is written in terms of just the two angles, φ and γ, which serve as our generalized
coordinates.

15.3.3 Lagrangian for the Foucault pendulum

We are describing the motion of the particle within a rotating reference frame, with the horizontal
axes rotating around the vertical as viewed in a local tangent plane on the planet. Hence, from
the rigid-body rotation study in Section 11.2.2, we have (see equation (11.34)) the time change
of the local horizontal Cartesian unit vectors

˙̂x = (f/2) ẑ × x̂ = (f/2) ŷ and ˙̂y = (f/2) ẑ × ŷ = −(f/2) x̂. (15.54)

The corresponding velocity vector for the particle is

Ẋ = ℓ φ̇ cosφ (x̂ cos γ + ŷ sin γ) + ℓ γ̇ sinφ (−x̂ sin γ + ŷ cos γ)

+ ℓ ẑ φ̇ sinφ+ (f/2) ẑ ×X, (15.55)

with rearrangement leading to

Ẋ = ℓ x̂ (φ̇ cosφ cos γ − (γ̇ + f/2) sinφ sin γ)

+ ℓ ŷ (φ̇ cosφ sin γ + (γ̇ + f/2) sinφ cos γ) + ℓ ẑ φ̇ sinφ. (15.56)

Notice the appearance of γ̇ + f/2, which is the net angular frequency for motion around the
vertical axis.

Computing the squared velocity and rearranging then leads to the particle’s kinetic energy

K = (mℓ2/2) (φ̇2 + (γ̇ + f/2)2 sin2 φ), (15.57)

which arises from motion in the two angular directions plus the rigid-body motion of the rotating
reference frame. The gravitational potential energy, referenced to the coordinate system origin,
is given by

P = mg ℓ (1− cosφ), (15.58)

so that the Lagrangian is

L = K − P = (mℓ2/2) (φ̇2 + (γ̇ + f/2)2 sin2 φ) +mg ℓ (cosφ− 1). (15.59)

15.3.4 Euler-Lagrange equations of motion

The absence of an explicit appearance of γ in the Lagrangian (15.59) means that the γ component
of the generalized momentum, Pγ , is a constant of the motion

dPγ
dt

= 0 with Pγ =
∂L

∂γ̇
= mℓ2 (γ̇ + f/2) sin2 φ. (15.60)

We interpret Pγ as the axial angular momentum for the unconstrained rotational motion around
the local vertical axis, with ℓ sinφ the distance of the particle from the vertical axis and γ̇ + f/2
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the net angular frequency for motion around the axis.2 The φ equation is derived from

∂L

∂φ̇
= mℓ2 φ̇ and

∂L

∂φ
= mℓ2 (γ̇ + f/2)2 sinφ cosφ−mg ℓ sinφ, (15.61)

which leads to
φ̈+ (g/ℓ) sinφ = (γ̇ + f/2)2 sinφ cosφ. (15.62)

This equation reduces to the planar pendulum equation (15.15) for the special case of motion
within a vertical plane so that γ̇ = 0, and in the absence of planetary rotation so that f = 0.
It also reduces to the planar pendulum for the case where γ̇ = −f/2, in which the pendulum
contains zero axial angular momentum. We return to the case of zero axial angular momentum
in Section 15.3.6.

15.3.5 Mechanical energy conservation
Since the Cartesian expression (15.53) for the position vector has no explicit time dependence,
and neither does the Lagrangian (15.53), we know that the Hamiltonian equals to the mechanical
energy and it is a constant of the motion

H = K + P = (mℓ2/2) (φ̇2 + (γ̇ + f/2)2 sin2 φ) +mg ℓ (1− cosφ). (15.63)

Using the Euler-Lagrange equations of motion (15.60) and (15.62), it is straightforward to show
that (see Exercise 15.1)

dH

dt
= 0. (15.64)

15.3.6 The case of zero axial angular momentum
Let us view the Foucault pendulum from a non-rotating inertial frame off the planet. Upon
release from a position of rest, the inertial observer sees a pendulum that oscillates in a plane
that is fixed with respect to the non-rotating inertial frame. In contrast, the rotating reference
frame sees the pendulum’s oscillation plane rotate oppositvely to the planet. The situation is
directly analogous to the frictionless motion of a particle on a rotating table as illustrated in
Figure 14.4. For the Foucault pendulum, the particle is constrained to oscillate on the end
of a string. However, its motion couples to the rotation and so the rotating reference frame
experiences a Coriolis acceleration. In picturing the motion, it is important to remember the
assumption of zero friction, so that the apparatus holding the pendulum can rotate with the
planet and yet not impart any frictional force to cause the pendulum to also rotate with the
planet. In this manner, the pendulum maintains a fixed planar motion as viewed in the inertial
reference frame.

Our thought experiment focuses on the special case of zero axial angular momentum (where,
again, the axis here refers to the local vertical axis of the pendulum). In this case, the Euler-
Lagrange equations of motion reduce to the relatively simple set

(γ̇ + f/2) sin2 φ = 0 and φ̈+ (g/ℓ) sinφ = 0. (15.65)

The first equation is generally satisfied with γ̇ = −f/2, whereas the second equation is that for
the planar pendulum from Section 15.1. The zero axial angular momentum motion decouples
the evolution equations for γ and φ.

2Compare this result to our study in Section 14.5 of axial angular momentum for planetary motion. In that
discussion we considered motion around the planetary rotational axis. Here, the rotational axis for the Foucault
pendulum is approximated by the local vertical, as per our assumptions discussed in Section 15.3.1.
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Evidently, with γ̇ = −f/2 then γ evolves as γ = −(f/2) t. We refer to this motion as a
precession of the pendulum motion around the vertical rotational axis. The precession of γ
means that the Foucault pendulum is seen by a rotating frame observer to have its oscillation
plane rotate opposite to the planetary rotation (anti-cyclonically). In the northern hemisphere
the pendulum’s rotational plane precesses clockwise, whereas it precesses counter-clockwise in
the southern hemisphere. Again, as per the motion of a frictionless ball on a rotating table
seen in Figure 14.4, the precession can be interpreted as the persistent effects of the rightward
deflection by the Coriolis acceleration in the northern hemisphere and leftward deflction in the
southern (see Section 14.6). The period of the precession is

T precession =
2π

|f |/2 =
2π

Ω| sinϕ| . (15.66)

Hence, a Foucault pendulum positioned at either poles (where the latitude, ϕ = ±π/2) exhibits a
complete precession once per day, whereas at the equator (ϕ = 0) there is no precession (formally
an infinite period). Observe that the precession period is twice the period of inertial oscillations
studied in Section 14.4.

15.3.7 Comments
Our treatment of Foucault’s pendulum is distinguished from certain standard treatments, such
as Section 12 of Fetter and Walecka (2003) and Example 9-5 of Marion and Thornton (1988).
First, we made use of Lagrangian mechanics whereas both of these alternative treatments used
Newtonian mechanics. Consequently, we had no occasion to consider the forces acting within the
string, as these forces of constraint are removed when using the angles φ and γ as generalized
coordinates. Second, we made use of an approximate Coriolis acceleration as described in Section
15.3.1, where we only considered the local vertical component of the earth’s rotation. The
standard treatments reduce to this same approximate Coriolis acceleration, though they generally
wait until later in the analysis to introduce the assumption. We found it useful to introduce the
approximation earlier since it corresponds closely to how we treat the Coriolis acceleration for
motion of the large-scale circulation in the ocean and atmosphere. It also simplifies the analysis.
Third, we focused on the zero axial angular momentum case, which trivially yields the precession
rate γ̇ = −f/2. Since the axial angular momentum is a constant of the motion, we can set it to
a zero value initially and it will remain so throughout the experiment (ignoring friction). It is
this situation that is realized by a careful initial release of the Foucault pendulum so as to not
introduce any lateral bias to the motion. In this manner, the spherical pendulum oscillates in a
fixed plane when viewed by an inertial observer, while the planetary rotation occurs underneath
the oscillating pendulum so that the planetary observer sees a precession.

15.4 Motion on constant potential energy surfaces
In this section we study motion constrained to move on surfaces of constant potential energy.
Since the potential energy is a function of the coordinates (and not the velocity), the constraint
is holonomic thus enabling use of generalized coordinates and Lagrange multipliers.

15.4.1 Anticipating the results
Much can be anticipated before doing any analysis, and it is useful to do so. For each case gravity
provides the external conservative force and we ignore friction as well as any other external
forces. The first case considers motion in the presence of a horizontally symmetric gravitational
potential, which leads to a vertically directed gravitational acceleration. Motion in the horizontal
directions is free (again, we ignore friction and any other forces). Hence, linear momentum
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in the horizontal directions is a constant of the motion, as is angular momentum around the
vertical axis centered anywhere in the field. Also, since the potential and the Lagrangian have
no explicit time dependence, the Hamiltonian (mechanical energy) is a constant. Horizontal
motion is maintained by a force of constraint, such as provided by a frictionless flat table, with
this force exactly balancing the weight of the particle.

Next we study motion in the force field of a spherically symmetric gravitational potential
such as generated by a spherical mass source. In this case the generalized coordinates are the
two spherical angles (latitude and longitude), with the angular momentum around any axis
a constant of the motion, as is the Hamiltonian. The force of constraint must counteract the
gravitational force (pointing into the center) as well as the centrifugal force arising from the
angular velocity (pointing away from the center). Indeed, particles with enough kinetic energy
can have sufficient centrifugal acceleration to overcome the gravitational acceleration, in which
case the force of constraint must keep the particle from flying outward.

15.4.2 Lagrangian using Cartesian coordinates

The unconstrained Lagrangian in Cartesian coordinates is given by

L = (m/2) (ẋ2 + ẏ2 + ż2)− P (x, y, z), (15.67)

where we assume the potential energy has no explicit time dependence, in which case the
Hamiltonian is a constant of the motion (see Section 12.9.4)

Ḣ = 0 with H = (m/2) (ẋ2 + ẏ2 + ż2) + P. (15.68)

Now introduce a Lagrange multiplier, Λ, to constrain the particle motion to a surface of constant
potential energy, P = C, so that the modified Lagrangian is

L∗ = L+ Λ(P − C) = K − P (1− Λ)− ΛC. (15.69)

The corresponding Euler-Lagrange equations of motion (12.107a) and (12.107b) are

m Ẍ = −(1− Λ)∇P and P = C. (15.70)

For particle motion along the P = C surface we know that the exact differential of the potential
energy vanishes, which means that

dP = ∇P · dX = 0 =⇒ ∇P · Ẋ = 0. (15.71)

This condition means that the velocity is parallel to constant potential energy surfaces, which it
must be to maintain constant potential energy. Furthermore, taking the dot product of Ẋ with
the equation of motion (15.70), and using the constraint ∇P · Ẋ = 0, reveals that the kinetic
energy is a constant of the motion

Ẋ · Ẍ = 0 =⇒ K̇ = 0. (15.72)

We can readily anticipate this result since with a constant potential energy and a constant
Hamiltonian, then the kinetic energy is also a constant of the motion.

The Lagrange multiplier scales the force of constraint that counteracts the conservative force
arising from the gradient of the potential energy. Making use of the general expression (12.110)
yields the force of constraint

Qconstraint
σ = Λ

∂P

∂xσ
= −ΛFσ, (15.73)
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where Fσ is the conservative force arising from the potential energy. Setting Λ = 1 ensures
that the force of constraint acts to exactly oppose the conservative force, thus rendering a zero
acceleration along the σ direction. The case of Λ = 1 is encountered for the particle moving
along a horizontal geopotential. However, when the particle experiences any acceleration due to
curved motion (e.g., motion around the sphere), then Λ ̸= 1. The reason is that in addition to
the conservative force from gravity, the particle encounters the centrifugal acceleration due to its
angular motion around the sphere. If the sphere is itself rotating, as considered in Section 15.5,
then there are additional accelerations (planetary centrifugal and planetary Coriolis) that must
be accounted for when determining the force of constraint. These points will become clearer as
we work through the various examples.

15.4.3 Plane symmetric potential energy

If the potential energy arises from a gravitational force field in the −ẑ direction, then gravitational
potential energy is given by

P = mg z, (15.74)

and the corresponding force of constraint is

Qconstraint
z = mg. (15.75)

Evidently, the force of constraint acts vertically upward to exactly balance the downward weight
of the particle so that the particle remains on a fixed z surface. A particle moving on a flat
frictionless table provides the canonical example of this situation, where the table provides the
force of constraint that balances the particle weight.

With Λ = 1 the horizontal motion has no acceleration

ẍ = ÿ = 0. (15.76)

It is notable that all three coordinate directions have zero acceleration. However, motion in the
horizontal directions is unconstrained and so the horizontal motion is free, whereas motion in
the vertical direction is constrained due to the force of constraint balancing the weight.

15.4.4 Spherically symmetric potential energy

Now consider motion in the presence of a spherically symmetric potential, such as for a particle
moving around a non-rotating spherical earth. We make use of spherical coordinates, with the
transformation between planetary Cartesian coordinates and planetary spherical coordinates
given by equations (4.206a)-(4.206c)

x = r cosϕ cosλ and y = r cosϕ sinλ and z = r sinϕ, (15.77)

where 0 ≤ λ ≤ 2π is the longitude, and −π/2 ≤ ϕ ≤ π/2 is the latitude (see Figure 4.3). The
velocity components are given by

ẋ = ṙ cosϕ cosλ− r ϕ̇ sinϕ cosλ− r λ̇ cosϕ sinλ (15.78a)

ẏ = ṙ cosϕ sinλ− r ϕ̇ sinϕ sinλ+ r λ̇ cosϕ cosλ (15.78b)

ż = ṙ sinϕ+ r ϕ̇ cosϕ, (15.78c)

which then leads (after a bit of algebra) to the kinetic energy

K = (m/2) (ẋ2 + ẏ2 + ż2) = (m/2) (ṙ2 + r2 ϕ̇2 + r2 λ̇2 cos2 ϕ). (15.79)
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We could have written this expression down by inspection if using the spherical coordinate
expression (13.46d). However, the approach shown here is useful in general. Namely, we first
write the kinetic energy in Cartesian coordinates, and then transform to coordinates that respect
the symmetry of the system and thus provide suitable generalized coordinates.

Assuming the particle motion moves at a radius close to that of the mean earth radius allows
us to approximate the gravitational potential energy according to equation (13.120)

P = mΦe = mge r, (15.80)

where ge ≈ 9.8 m s−2 (Section 13.10.3). We are thus led to the Lagrangian

L = (m/2) (ṙ2 + r2 ϕ̇2 + r2 λ̇2 cos2 ϕ)−mge r. (15.81)

Since the Lagrangian and the potential energy are not explicit functions of time, then the
Hamiltonian is a constant of the motion

Ḣ = 0 with H = (m/2) (ṙ2 + r2 ϕ̇2 + r2 λ̇2 cos2 ϕ) +mge r. (15.82)

We next modify the Lagrangian by adding a Lagrange multiplier to constrain the motion to
remain on a constant potential energy surface, P = P (R), in which case

L∗ = L+ Λ [P − P (R)] = (m/2) (ṙ2 + r2 ϕ̇2 + r2 λ̇2 cos2 ϕ)− P (1− Λ)− ΛP (R). (15.83)

The corresponding Euler-Lagrange equations are

r̈ = r (ϕ̇2 + λ̇2 cos2 ϕ)− (1− Λ) ge (15.84a)

d(r2 ϕ̇)

dt
= −r2 λ̇2 cosϕ sinϕ (15.84b)

d(r2 λ̇ cos2 ϕ)

dt
= 0 (15.84c)

r = R. (15.84d)

The third equation corresponds to angular momentum conservation arising from the spherical
symmetry. Satisfying the constraint, r = R, means that there is no radial acceleration, r̈ = 0,
and that the potential energy is fixed at the constant

P = mgeR. (15.85)

Equation (15.84a) thus leads to

mR2 (ϕ̇2 + λ̇2 cos2 ϕ) = (1− Λ)P, (15.86)

and the Hamiltonian (which is a constant of the motion) takes the form

H = mR2 (ϕ̇2 + λ̇2 cos2 ϕ)/2 + P. (15.87)

Making use of this constant Hamiltonian in equation (15.86) gives us

Λ = 3− 2H/P = 1− 2K/P, (15.88)

with the kinetic energy a constant of the motion since both H and P are also constants.3 The

3Again, H = K +P is a constant due to time symmetry whereas P is a constant due to the force of constraint
that keeps the particle at a fixed radius.
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radial force of constraint is thus given by

Qr = Λ
∂P

∂r
= (1− 2K/P )mge. (15.89)

To help interpret the force of constraint (15.89), write the kinetic energy in the form

2K = mR2 (ϕ̇2 + λ̇2 cos2 ϕ) = m (v2 + u2) = mRAcentrifugal, (15.90)

where we introduced the spherical velocity components according to equation (13.48), and
defined the centrifugal acceleration arising from the angular motion of the particle around the
sphere,

Acentrifugal = R (ϕ̇2 + λ̇2 cos2 ϕ) = (u2 + v2)/R, (15.91)

which is positive and points outward away from the axis of rotation. We can now write the force
of constraint in the physically transparent manner

Qr = mge (1−Acentrifugal/ge). (15.92)

Evidently, if the gravitational acceleration is greater than the centrifugal acceleration, then the
force of constraint is directed radially outward with a magnitude less than the weight of the
particle. In contrast, if the centrifugal acceleration is greater than the gravitational acceleration,
then the force of constraint must point radially inward to keep the particle on a constant radius.
If the centrifugal acceleration equals to the gravitational acceleration, then the particle remains
at a fixed radius with a zero force of constraint.

15.5 Motion on geopotential surfaces
We extend the results from Section 15.4 to now consider motion on geopotential surfaces that
arise from central gravity plus planetary centrifugal. For the rotating spherical planet, the
geopotentials are oblate spheroidal shaped surfaces (Section 13.10.4), whereas they are parabolic
for the case of a rotating plane (Section 15.5.3). The force of constraint accounts for the
gravitational acceleration, the centrifugal acceleration from the particle motion, the centrifugal
acceleration of the rotating reference frame, and a portion of the Coriolis acceleration. We
greatly simplify the analysis by moving from spherical coordinates to geopotential coordinates
as motivated by our earlier work in Section 13.11.3.

15.5.1 Oblate spheroidally symmetric potential energy
Building from the analysis in Sections 15.4.3 and 15.4.4, consider a rotating spherical planet
with constant angular rotation rate, Ω = Ω ẑ, directed through the vertical planetary Cartesian
axis. We describe motion from the rotating reference frame, in which the planetary spherical
coordinates and planetary Cartesian coordinates are fixed with respect to the rotating planet.
This is the same convention taken in Chapter 13 and used throughout this book. As we show,
the particle motion maintains a constant axial angular momentum (due to zonal symmetry), a
constant Hamiltonian (due to time symmetry), and constant geopotential (due to the imposed
constraint). Notably, however, the kinetic energy is not a constant of the motion.

The Lagrangian and the oblate spheroidal geopotential

The spherical coordinate expression for the particle’s kinetic energy is

K = (m/2) (ṙ2 + r2 ϕ̇2 + r2 (λ̇+Ω)2 cos2 ϕ). (15.93)
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The only change relative to equation (15.79) is the presence of Ω, which arises from the rigid-body
rotation of the planet around the polar axis. The gravitational potential energy is just like for
the non-rotating case, thus leading to the Lagrangian

L = K − P (15.94a)

= (m/2) (ṙ2 + r2 ϕ̇2 + r2 (λ̇+Ω)2 cos2 ϕ)−mge r (15.94b)

= (m/2) [ṙ2 + r2 ϕ̇2 + r2 λ̇ (λ̇+ 2Ω) cos2 ϕ]−m (ge r − (1/2)Ω2 r2 cos2 ϕ) (15.94c)

= Ktruncate −mΦ. (15.94d)

The third equality introduced the truncated kinetic energy

Ktruncate = K − (m/2)Ω2 r2 cos2 ϕ = (m/2) [ṙ2 + r2 ϕ̇2 + r2 λ̇ (λ̇+ 2Ω) cos2 ϕ], (15.95)

which is the kinetic energy absent the contribution from the centrifugal acceleration from the
rigid-body planetary rotation. It is notable that Ktruncate is not guaranteed to be non-negative.
In equation (15.94d) we also introduced the geopotential for a rotating spherical planet

Φ(r, ϕ) = ge r − (1/2)Ω2 r2 cos2 ϕ, (15.96)

which we discussed in Section (13.10.4). In particular, surfaces of constant geopotential have
larger radius at the equator than at the pole, which characterizes the earth’s oblate spheroidal
shape.

The Lagrange multiplier and Euler-Lagrange equations

Introducing a Lagrange multiplier to enforce the constraint of motion on a constant geopotential
leads to the modified Lagrangian

L∗ = L+ Λm (Φ− Φconst) = Ktruncate −mΦ (1− Λ)− ΛmΦconst, (15.97)

where Φconst is a constant. The corresponding Euler-Lagrange equations of motion are

r̈ = r ϕ̇2 + r λ̇ (λ̇+ 2Ω) cos2 ϕ− (1− Λ) ∂Φ/∂r (15.98a)

d(r2 ϕ̇)

dt
= −r2 λ̇ (λ̇+ 2Ω) cosϕ sinϕ− (1− Λ) ∂Φ/∂ϕ (15.98b)

d(r2 (λ̇+Ω) cos2 ϕ)

dt
= 0 (15.98c)

Φ = Φconst. (15.98d)

In the absence of planetary rotation, with Ω = 0, equations (15.98a)–(15.98d) reduce to the Euler-
Lagrange equations (15.84a)–(15.84d) for motion around the non-rotating sphere. Furthermore,
with some work, and in the absence of the geopotential constraint (i.e., Λ = 0), we can massage
these equations to agree with the spherical coordinate equations (13.132)–(13.134) describing
motion around a rotating sphere and derived using Newtonian methods.

Energy constants of the motion

Because the Lagrangian and the gravitational potential energy both have no explicit time
dependence, the Hamiltonian, H, is a constant of the motion (see Section 12.9.4), where

H = K+mge r = Ktruncate+(m/2)Ω2 r2 cos2 ϕ+mge r = Ktruncate+mΦ+mΩ2 r2 cos2 ϕ. (15.99)
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With the motion constrained to maintain a constant geopotential, Φ̇ = 0 and Ḣ = 0, then

d(K +mge r)

dt
= 0 and

d(Ktruncate +mΩ2 r2 cos2 ϕ)

dt
= 0. (15.100)

In contrast to the case of motion around a non-rotating sphere studied in Section 15.4.4, the
kinetic energy is here not a constant of the motion since the particle is not constrained to a
constant spherical radius, ṙ ̸= 0. Rather, the particle is constrained to a constant geopotential,
which has an oblate spheroidal shape. This facet of the motion adds complexity to the description,
which we alleviate in Section 15.5.2 by moving to geopotential coordinates. Until then, it is
useful to offer some more details of the spherical coordinate formulation.

Velocity on the geopotential

Motion along the geopotential means that

Ẋ · ∇Φ = 0, (15.101)

so that the particle velocity is directed parallel to the geopotential surface. Writing the velocity
in spherical coordinates according to equation (13.46d)

Ẋ = r cosϕ (λ̇+Ω) λ̂+ r ϕ̇ ϕ̂+ ṙ r̂, (15.102)

and using the spherical coordinate gradient operator (4.243)

∇ = λ̂ (r cosϕ)−1 ∂λ + ϕ̂ r
−1 ∂ϕ + r̂ ∂r, (15.103)

renders
Ẋ · ∇Φ = ϕ̇ ∂Φ/∂ϕ+ ṙ ∂Φ/∂r = 0, (15.104)

which means that
rΩ2 cosϕ (r ϕ̇ sinϕ− ṙ cosϕ) + ṙ ge = 0. (15.105)

Evidently, any radial motion must be accompanied by meridional motion in order to remain on
the geopotential. Furthermore, if there is no radial motion then there is no meridional motion,
in which case the particle moves along a constant latitude circle.

15.5.2 Oblate spheroidally symmetric earth4

The analysis in Section 15.5.1 can be greatly simplified by acknowledging that the earth has
evolved to approximate the oblate spheroidal shape of the geopotential (15.96). Following
Veronis (1973) and Gill (1982), and as detailed in Section 13.11.3 (see in particular Figure 13.4),
we interpret the radial direction as aligned with the effective gravitational acceleration (central
gravity plus planetary centrifugal), so that the geopotential takes on the much simpler form

Φ = g r, (15.106)

where g is the effective gravitational acceleration and geopotential surfaces are now surfaces of
constant r. In this manner the constrained Lagrangian is

L = (m/2) (ṙ2 + r2 ϕ̇2 + r2 λ̇ (λ̇+ 2Ω) cos2 ϕ)−mg r +mΛ (Φ− Φconst). (15.107)

This Lagrangian is nearly the same as for the non-rotating sphere given by equation (15.83),
with the exception of the 2Ω term. The force of constraint is required to keep the particle

4The analysis in this section is inspired by Early (2012).
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moving on a constant geopotential, which here means the particle maintains a fixed r = R.

To examine the force of constraint, we generate the Euler-Lagrange equations

r̈ = r ϕ̇2 + r λ̇ (λ̇+ 2Ω) cos2 ϕ− (1− Λ) g (15.108a)

d(r2 ϕ̇)

dt
= −r2 λ̇ (λ̇+ 2Ω) cosϕ sinϕ (15.108b)

d(r2 (λ̇+Ω) cos2 ϕ)

dt
= 0 (15.108c)

Φ = Φconst = g R. (15.108d)

With r = R for the constrained motion, the radial equation (15.108a) allows us to solve for the
Lagrange multiplier

Λ = 1− (R/g) (ϕ̇2 + λ̇2 cos2 ϕ+ 2Ω λ̇ cos2 ϕ) = 1− g−1 (Acentrifugal +Acoriolis), (15.109)

where we introduced the centrifugal acceleration arising from the angular particle motion (as for
the non-rotating sphere in equation (15.91))

Acentrifugal = R (ϕ̇2 + λ̇2 cos2 ϕ), (15.110)

as well as the Coriolis acceleration

Acoriolis = 2ΩR λ̇ cos2 ϕ, (15.111)

which is positive for eastward motion and negative if westward. The force of constraint is thus
given by

Qr = Λ
∂P

∂r
= mg [1− (Acentrifugal +Acoriolis)/g]. (15.112)

Compared to the non-rotating case in equation (15.92), we here see the inclusion of the Coriolis
acceleration contribution as well as the minor difference between ge and g.

15.5.3 An f -plane geopotential surface

We now return to planar symmetry as in Section 15.4.3, here examining motion of a particle as
viewed in a rotating reference frame with constant angular rotation rate, (f/2) ẑ. Furthermore,
we assume the motion is on an f -plane (Section 24.5), which means that surfaces of constant
geopotential from Section 15.5.2 are now approximated as horizontal, and it is only the vertical
component of planetary rotation that is considered.

This particle has a kinetic energy

K = (m/2) (ẋ2I + ẏ2I + ż2I ) = (m/2) [(ẋ− f y/2)2 + (ẏ + f x/2)2 + ż2], (15.113)

where
ẊI = Ẋ + (f/2) ẑ ×X (15.114)

relates the velocity measured in the inertial reference frame, ẊI, to the velocity, Ẋ, measured in
the rotating reference frame. Expanding the kinetic energy leads to

K = (m/2) [ẋ (ẋ− f y) + ẏ (ẏ + f x) + ż2] + (m/2) (f/2)2 (x2 + y2). (15.115)

We are thus led to the Lagrangian

Lcartesian = (m/2) [ẋ (ẋ− f y) + ẏ (ẏ + f x) + ż2]−mΦparabolic, (15.116)
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where we introduced the geopotential

Φparabolic = ge z − (1/2) (f/2)2 (x2 + y2), (15.117)

whose isosurfaces are parabolic.

Following the geopotential coordinate approach from Section 15.5.2, we reinterpret the local
vertical direction as perpendicular to surfaces of constant Φparabolic, in which case the Lagrangian
(15.116) simplifies to

L = (m/2) [ẋ (ẋ− f y) + ẏ (ẏ + f x) + ż2]−mΦ, (15.118)

with the geopotential
Φ = g z. (15.119)

To constrain the particle motion to remain on a constant geopotential, Φ = Φconst, we introduce
a Lagrange multiplier to produce the modified Lagrangian

L∗ = (m/2) [ẋ (ẋ− f y) + ẏ (ẏ + f x) + ż2]−mΦ+ Λ (Φ− Φconst), (15.120)

which generates the Euler-Lagrange equations

d(ẋ− f y)
dt

= 0 (15.121a)

d(ẏ + f x)

dt
= 0 (15.121b)

dż

dt
= −(1− Λ) g (15.121c)

Φ = Φconst. (15.121d)

To maintain zero vertical acceleration requires a unit Lagrange multiplier

Λ = 1, (15.122)

which was also found in Section 15.4.3 for motion on a flat non-rotating plane. As for that case,
we here find that the force of constraint must exactly balance the weight of the particle. Contrary
to the full earth case in Section 15.5.2, there is no contribution to the force of constraint from
the Coriolis acceleration. The reason is that we here only consider the local vertical component
of the earth’s rotation, whereas in Section 15.5.2 we made no such approximation.

The horizontal equations of motion (15.121a) and (15.121b) describe the f -plane inertial
oscillations studied in Section 14.4. This horizontal motion is that of a free particle on an f -plane
and as observed in the rotating reference frame. Consistent with the motion being free in the
horizontal, it maintains a constant kinetic energy

K = m (ẋ2 + ẏ2)/2 and K̇ = m (ẋ ẍ+ ẏ ÿ) = mf (ẋ ẏ − ẏ ẋ) = 0. (15.123)

15.6 Simple harmonic oscillator
We here study the mechanics of simple harmonic oscillators. We start with the case of a single
harmonic oscillator and then consider a line of coupled oscillators. We take the continuum limit
of the coupled oscillators, thus providing a platform for introducing longitudinal waves, such
as the acoustic waves studied in Chapter 51, as well as the use of Lagrangian mechanics for
continuous media.
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15.6.1 Physical picture

Consider a tiny piece of matter (idealized as a point) with constant mass, m. Assume this mass
is constrained to move along one direction on a frictionless table. Equivalently, assume the mass
moves in one direction a vacuum without any gravity field. Let the coordinate position, x, of the
mass be measured by the trajectory, x = X(t), and apply a horizontal force to the mass that is
a function just of the position, F (x). Newton’s equation of motion for the point mass is given by

mẌ = F (x), (15.124)

where F (x) is evaluated at the horizontal position of the mass, x = X(t). Now assume the point
mass only moves a small distance from its equilibrium position, x = ∆, which is defined by the
position where the force vanishes, F (∆) = 0. We thus approximate the horizontal force by its
leading order Taylor expansion

F (x) ≈ F (∆) + (x−∆)

[
dF (x)

dx

]
x=∆

= (x−∆)

[
dF (x)

dx

]
x=∆

, (15.125)

where higher order terms are dropped, and we set F (∆) = 0.

15.6.2 Oscillations from a Hooke’s law restoring force
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X(t) = �+ ⇠(t)

Figure 15.3: A simple harmonic oscillator as realized by an object of fixed mass m (approximated as a point
mass) attached to a massless spring with motion in just one direction. The only force acting on the mass arises
from the spring, whose spring constant, Γ, is constant. The trajectory of the point mass, X(t) = ∆ + ξ(t),
measures the position relative to the wall on the left, with ∆ the equilibrium position (where the spring force
vanishes), and ξ(t) the displacement from the equilibrium position. We here depict the system where the spring is
extended to the right so that ξ(t) > 0. In this case, the restoring force from the spring accelerates the mass to the
left.

Now specialize the force to be restorative so that

F (x) = −Γ (x−∆) with Γ =

[
dF (x)

dx

]
x=∆

> 0. (15.126)

This linear force provides the canonical Hooke’s law force, such as realized by an idealized massless
spring as depicted in Figure 15.3.5 Introducing the displacement relative to an equilibrium
position (see Figure 15.3)

ξ(t) = X(t)−∆, (15.127)

along with the Hooke’s law restoring force (15.126), we find Newton’s law for the particle
trajectory takes the form of the linear oscillator equation

mẌ + Γ (X −∆) = m ξ̈ + Γ ξ = 0 =⇒ ξ̈ + ω2
0 ξ = 0 with ω2

0 = Γ/m. (15.128)

5We encounter a more complex example of Hooke’s law in Section 25.8 when studying the relation between
stress and strain rate for viscous fluids.
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A solution to the oscillator equation can be written

X(t)−∆ = ξ(t) = A cos(ω0 t+ α), (15.129)

where A is the oscillation amplitude and α a phase shift, with both A and α time independent
and specified by initial conditions. We thus find that the Hooke’s law restoring force leads to
an oscillatory trajectory (15.129) centered on the equilibrium position, x = ∆. The angular
frequency, ω0, determines the period of oscillation according to

T per = 2π/ω0 = 2π (m/Γ)1/2. (15.130)

The period increases with the square root of the mass (longer period for larger mass) and
decreases with the square root of the Hooke’s law restoring constant (shorter period for larger
Hooke’s law constant).

15.6.3 Hamiltonian as a constant of the motion
The Hooke’s law force has no explicit dependence on time, ∂F/∂t = 0, so that the oscillating
point mass has no concern for the time origin. From our discussion of time symmetry in Section
12.9.4, we know that the simple harmonic oscillator maintains a constant Hamiltonian, which
is here also equal to the mechanical energy. A constancy of the Hamiltonian via Noether’s
theorem then means that the oscillator exchanges mechanical energy between its kinetic energy
and potential energy while holding their sum constant.

Potential energy and kinetic energy of the oscillator

During its motion, the point mass experiences work done by the spring and this work is given by

W = −
ˆ ∆+ξ

∆
F dx = Γ

ˆ ∆+ξ

∆
(x−∆)dx = Γ ξ2/2. (15.131)

This work to displace the mass renders a potential energy for the point mass relative to the zero
potential energy it possesses when located at its equilibrium position with ξ = 0. Through the
work-energy theorem from Section 11.1.4, we find that temporal changes in the potential energy
are associated with temporal changes in kinetic energy

W = −m
ˆ ∆+ξ

∆
Ẍ dx = −m

ˆ t

t0

Ẍ Ẋ dt = −m
2

ˆ t

t0

dẊ2

dt
dt = −K(t) +K(t0), (15.132)

where
K = mẊ2/2 = m ξ̇2/2 (15.133)

is the kinetic energy for the oscillating particle. Hence, as the point mass oscillates, changes
to its potential energy are exactly compensated by equal and opposite changes to its kinetic
energy, thus reflecting the constant mechanical energy for the harmonic oscillator. Another way
to see that the mechanical energy remains constant is to note that the sum of the potential plus
kinetic energies has a zero time derivative

(d/dt) [m ξ̇2 + Γ ξ2]/2 = ξ̇ [m ξ̈ + Γ ξ] = 0, (15.134)

where the final equality made use of the equation of motion (15.128). Indeed, making use of the
trajectory (15.129) we readily see that the mechanical energy is given by the constant

[m ξ̇2 + Γ ξ2]/2 = (A2/2) [mω2
0 sin

2(ω0 t+ α) + Γ cos2(ω0 t+ α)] = ΓA2/2, (15.135)
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where we set ω2
0 = Γ/m as per equation (15.128). The total energy is thus proportional to the

square of the amplitude and linearly proportional to the Hooke’s law constant.

15.6.4 Equipartition of time averaged energies
When time averaged over a single oscillation period of length 2π/ω0, the averaged kinetic energy
and potential energy are identical

ω0

2π

ˆ 2π/ω0

0
(m ξ̇2/2) dt = ΓA2/4 (15.136a)

ω0

2π

ˆ 2π/ω0

0
(Γ ξ2/2) dt = ΓA2/4. (15.136b)

Energy equipartition means that within a single oscillation period, there is an exact exchange
between kinetic energy and potential energy, so that their time averages are identical.

Energy equipartition is a rather generic property of linear oscillating systems, and we
encounter it again for linear waves, such as the acoustic waves in Section 51.6.2. It follows as a
general result of the virial theorem proved in Section 12.7.3. In particular, it holds for systems
in which the potential energy is a homogeneous function of degree two (see Section 12.7.1).

15.6.5 Lagrangian formulation
Having established the potential energy (15.131) for the oscillator, we can write the Lagrangian
as

L = m ξ̇2/2− Γ ξ2, (15.137)

with ξ a suitable generalized coordinate that captures the single degree of freedom for the
oscillator. The Euler-Lagrange equation is

d

dt

∂L

∂ξ̇
=
∂L

∂ξ
=⇒ ξ̈ + ω2

0 ξ = 0, (15.138)

which is the same as equation (15.128) derived from Newtonian methods.

15.6.6 Further study
The study of harmonic oscillators can be found in most classical mechanics texts, with our
treatment following Sections 3.1 and 3.2 of Marion and Thornton (1988).

15.7 Coupled harmonic oscillators
We here extend the study of a single harmonic oscillator in Section 15.6 to the case of N identical
frictionless point mass particles connected by massless linear Hooke’s law springs with identical
spring constant, Γ. Let

Xn(t) = n∆+ ξn(t) (15.139)

be the position of particle n relative to the left-most rigid wall, with x = n∆ the equilibrium
position for particle n and ξn(t) the displacement of the particle at time t from its equilibrium.
The ξn displacements serve as generalized coordinates for this system with N degrees of freedom.6

6In Section 12.4.1 that we wrote X(i) for the Cartesian position of particle i. This notation is important to
distinguish the particle label from a tensor index. In this section, we instead use the upright n to write Xn to
distinguish the particle label, n, from a tensor index, n. Additionally, in this section we are only concerned with
motion along a single direction, so that any label is a particle label.
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⇠N

Figure 15.4: A line of N = 7 coupled simple harmonic oscillators as realized by identical point objects with fixed
mass, m, each attached to two massless springs and moving in one direction. The only horizontal force acting
on the masses arises from the springs, each with identical spring constants, Γ, and equilibrium length, ∆. The
trajectory of any particular mass, Xn(t), measures the position relative to the equilibrium at Xn(t) = 0, where the
force from the springs vanishes. The system is here shown in its equilibrium where the distance between each
mass is ∆, and the displacments all vanish, ξn = 0. Each point mass is attached to two springs, with the end
springs attached to a rigid wall.

To develop the equation of motion, observe that the force acting on a particle is comprised
of two terms associated with the two springs, one on the left and one on the right. Consider first
the end particles where one of its springs is attached to a rigid wall. For convenience, we label a
point at the left wall as n = 0 and n = N + 1 for a point on the right wall. For the n = 1 mass we
have the force from the left spring given by

Fn=0→n=1 = −Γ ξ1, (15.140)

just as for a single harmonic oscillator considered in Section 15.6.2. The force on particle 1 from
the right spring is given by

Fn=2→n=1 = −Γ (ξ1 − ξ2). (15.141)

We understand the nature of this force by noting that if ξ1 > 0 then the spring is compressed to
the right, so that the restoring force is to the left as the spring expands. Conversely, if ξ2 > 0
then the spring is expanded to the right, in which case the particle is itself accelerated to the
right. Hence, the equation of motion for this mass is given by

m ξ̈1 = −Γ ξ1 − Γ (ξ1 − ξ2). (15.142)

Anticipating the force balance that acts on the interior masses, we introduce two dummy
deviations, each with fixed value of zero,

ξ0 ≡ 0 and ξN+1 ≡ 0. (15.143)

We thus have the equation of motion for the n = 1 point mass given by

M ξ̈1 = −Γ (ξ1 − ξ0)− Γ (ξ1 − ξ2), (15.144)

and analogous considerations hold for the n = N point mass

m ξ̈N = −Γ (ξN − ξN−1)− Γ (ξN − ξN+1). (15.145)

The interior masses have analogous equations so that the generic equation of motion for particles
n = 1, N is given by

m ξ̈n = −Γ (ξn − ξn−1)− Γ (ξn − ξn+1) =⇒ ξ̈n = ω2
0 (ξn+1 − 2 ξn + ξn−1). (15.146)

It is useful to write the case for N = 2 oscillators for reference

ξ̈1 = ω2
0 (−2 ξ1 + ξ2) (15.147a)

ξ̈2 = ω2
0 (−2 ξ2 + ξ1), (15.147b)

page 400 of 2158 geophysical fluid mechanics



15.7. COUPLED HARMONIC OSCILLATORS

as well as for N = 3 oscillators

ξ̈1 = ω2
0 (−2 ξ1 + ξ2) (15.148a)

ξ̈2 = ω2
0 (ξ3 − 2 ξ2 + ξ1) (15.148b)

ξ̈3 = ω2
0 (−2 ξ3 + ξ2). (15.148c)

15.7.1 Mechanical energy for coupled oscillators
Following our discussion of mechanical energy for a single oscillator in Section 15.6.3, we multiply
the equation of motion (15.146) by ξ̇n and sum over the n = 1, N oscillators. The acceleration
term leads to the time change for the total kinetic energy of the full coupled oscillator system

m
N∑

n=1

ξ̇n ξ̈n =
m

2

N∑
n=1

dξ̇2n
dt

. (15.149)

Summation over the left portion of the force in equation (15.146) can be written

N∑
n=1

ξ̇n (ξn − ξn−1) =

N+1∑
n=1

ξ̇n (ξn − ξn−1), (15.150)

which follows since ξN+1 ≡ 0 so that the extra term in the summation vanishes. The summation
over the right portion of the force in equation (15.146) can be written

N∑
n=1

ξ̇n (ξn − ξn+1) =
N+1∑
n=2

ξ̇n−1 (ξn−1 − ξn) =
N+1∑
n=1

ξ̇n−1 (ξn−1 − ξn). (15.151)

To reach the first equality we changed indices on the terms in the summation, and modified the
summation limits accordingly. For the second equality we expanded the summation range by
noting that ξ0 ≡ 0, thus allowing us to bring the lower summation limit from n = 2 to n = 1.
Combining equations (15.150) and (15.151) leads to

Γ
N∑

n=1

ξ̇n (ξn − ξn−1) + Γ
N∑

n=1

ξ̇n (ξn − ξn+1) =
Γ

2

d

dt

N+1∑
n=1

(ξn − ξn−1)
2, (15.152)

which is the time derivative of the potential energy, P , arising from the expansion and contraction
of the Hooke’s law springs, where

P =
Γ

2

N+1∑
n=1

(ξn − ξn−1)
2 =

Γ

2

[
ξ21 +

N∑
n=2

(ξn − ξn−1)
2 + ξ2N

]
, (15.153)

where we set ξ0 = 0 and ξN+1 = 0.

Bringing the kinetic energy and potential energy together leads to the conservation of
mechanical energy for the coupled oscillator system

d

dt

N+1∑
n=1

[
m

2
ξ̇2n +

Γ

2
(ξn − ξn−1)

2

]
= 0. (15.154)

Just as for the single oscillator, we see that the coupled oscillator system maintains a fixed
mechanical energy in which energy is exchanged between kinetic and potential energy reservoirs.
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15.7.2 Lagrangian formulation
The Lagrangian for the coupled oscillator system is given by

L =
N+1∑
n=1

[
m

2
(ξ̇n)

2 − Γ

2
(ξn − ξn−1)

2

]
. (15.155)

To derive the Euler-Lagrange equations we require the following derivatives

∂L

∂ξ̇p
= m

N+1∑
n=1

ξ̇n δn,p = m ξ̇p, (15.156a)

∂L

∂ξp
= Γ

N+1∑
n=1

(ξn − ξn−1) (δn,p − δn−1,p) = −Γ (ξp+1 − 2 ξp + ξp−1), (15.156b)

which lead to the Euler-Lagrange equation

ξ̈p = ω2
0 (ξp+1 − 2 ξp + ξp−1). (15.157)

As expected, the Euler-Lagrange equation of motion agrees with Newton’s equation (15.146)
derived using Newtonian methods.

15.7.3 Further study
Our presentation of coupled harmonic oscillators was inspired by Section 24 of Fetter and
Walecka (2003), though we made use of a kinematic treatment anticipating the generalized
Lagrangian mean approach used in fluid mechanics and introduced in Section 70.2.

15.8 Exercises
exercise 15.1: Conservation of energy for the Foucault pendulum
Using the Euler-Lagrange equations of motion (15.60) and (15.62), show that Ḣ = 0 for the
Foucault pendulum, where the Hamiltonian is given by equation (15.63).
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Chapter 16

CONTINUUM APPROXIMATION

Ordinary gases and liquids are canonical examples of fluids, with gases filling any container with
its molecules widely separated, whereas molecules in liquids are much closer together so that
liquids are far less compressible than gases. Viewed macroscopically, a fluid is mechanically
characterized by deforming continuously when applying a tangential or shearing stress, so that a
fluid has no preferred shape.1 Consequently, a fluid responds to a shearing stress by flowing.
Even so, fluids can maintain their shape when experiencing a bulk compression, otherwise
known as a normal stress, with liquids and gases generally distinguished by their very different
compressibilities.

For geophysical fluid mechanics, we are concerned with the atmosphere (mostly a gas) and
the ocean (mostly a liquid). We are furthermore interested in macroscopic properties of fluid
motion, with no interest in describing molecular degrees of freedom. Nor do we consider rarefied
gas dynamics, which is a subject appropriate for the upper bounds of the atmosphere where
pressures are extremely low and the molecular mean free path relatively large. For these reasons
we pursue a phenomenological approach that makes use of conservation laws describing the
motion of a continuous fluid media. This treatment is based on the continuum approximation,
which assumes that mathematical limits for fluid volumes tending to zero are reached on length
and time scales very large compared to molecular space and time scales. The temporal realization
of the continuum approximation is based on recognizing that macroscopic motion associated
with fluid flows (e.g., advection, waves, and mixing) evolves with time scales far longer than the
time scales of molecular motions. Hence, from a macroscopic perspective, we assume that all
fluid motions are continuous in both space and time.

The huge space and time scale separation that supports the continuum approximation allows
us to make use of differential calculus for describing the mechanics of fluid motion. That is,
the continuum approximation makes fluid mechanics a continuous field theory, thus sitting
within the broader discipline of continuum mechanics. Correspondingly, the differential laws
describing fluid motion are partial differential equations. Even so, it must be admitted that the
equations of continuum mechanics are motivated by the continuum approximation rather than
deductively resulting from it. That is, a deductive derivation of continuum field theory, starting
from molecular dynamics, is nontrivial even for an ideal gas, and largely non-existent for liquids.
For our purpose, we remain satisfied to postulate that a continuum description is suited for the
fluid mechanics of atmosphere and ocean flows, and to examine the postulate a posteriori via
experimental measurements. Centuries of experiments with fluid motions in the environment
and laboratory lend credence to the continuum description. We consider these tests to offer
sufficient motivation to use continuum mechanics as the foundation for our study of geophysical
fluid mechanics.

1A stress is a force per area, and we study stresses in Chapter 25. A shearing or tangential stress gives rise to
fluid acceleration that causes fluid elements to deform.
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16.1. LOOSE ENDS

reader’s guide to this chapter
This chapter presents salient points supporting the use of a space and time continuous

description of fluid mechanics. Section 16.2 summarizes the key results and Section 16.3
provides a bit more detail by quoting from kinetic theory. Our overall goal here is to unpack
the dictum macroscopically small yet microscopically large, which summarizes the regime
assumed when formulating the equations of continuum mechanics. For this purpose, we
borrow from the kinetic theory of gases as treated in statistical physics books such as Reif
(1965) and Huang (1987). Chapter 1 of Salmon (1998) also provides a compelling discussion
with application to geophysical fluid mechanics. No prior exposure to these treatments is
necessary, nor do we dive into the many details.

We return to elements of this chapter in Section 26.5 when describing local thermody-
namic equilibrium. Together, the continuum approximation and the hypothesis of local
thermodynamic equilibrium form two key pillars of continuum mechanics.

16.1 Loose ends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404
16.2 A variety of length scales . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

16.2.1 Macroscopic and microscopic length scales . . . . . . . . . . . . . 405
16.2.2 Fields at each space point . . . . . . . . . . . . . . . . . . . . . . 405
16.2.3 Reynolds number and the macroscopic length scale . . . . . . . . 407
16.2.4 Resolution of measurements and simulations . . . . . . . . . . . . 407
16.2.5 Fields at each time instance . . . . . . . . . . . . . . . . . . . . . 408
16.2.6 The Deborah number . . . . . . . . . . . . . . . . . . . . . . . . . 408

16.3 Results from kinetic theory . . . . . . . . . . . . . . . . . . . . . . . . . . 409
16.3.1 A mole and Avogadro’s number . . . . . . . . . . . . . . . . . . . 409
16.3.2 Ideal gas law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409
16.3.3 Molecular mean free path . . . . . . . . . . . . . . . . . . . . . . 410
16.3.4 Root mean square molecular speed . . . . . . . . . . . . . . . . . 411
16.3.5 Time scales for molecular collisions . . . . . . . . . . . . . . . . . 411
16.3.6 Macroscopically small and microscopically large . . . . . . . . . . 412
16.3.7 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 412

16.1 Loose ends

• Add a figure for Section 16.2.4.

• Can one be more precise about the scale in Figure 16.2 where measurements become fuzzy?

16.2 A variety of length scales

Matter is comprised of molecules. However, fluid mechanics is not concerned with the motion of
individual molecular degrees of freedom. Rather, fluid mechanics is concerned with phenomeno-
logical conservation laws describing the flow of a continuous fluid material. In this section
we outline certain properties of matter that motivate the continuum approximation and the
corresponding study of continuum mechanics. More details are offered in Section 16.3, although
a full discussion is outside the purview of fluid mechanics, with interested readers encouraged to
penetrate the literature in statistical physics and kinetic theory.
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Lmfp

Figure 16.1: Schematic to illustrate the length scales considered when making the continuum approximation.
The blue circles represent molecules with diameter Lmolecule. On average, molecules are separated by a spacing,
Lspacing, that is much larger than the size of the molecule. The mean free path, Lmfp, is the average distance
a molecule travels between collisions with other molecules, with Lmfp generally larger than Lmolecule since the
mean free path takes into account the trajectory of a molecule between collisions, rather than just its immediate
neighbors. The smallest macroscopic length scale for fluid flow is denoted Lmacro. There is no objective value for
Lmacro, though for our purposes we assume it is on the order of Lmacro ∼ 10−4 m, which corresponds roughly to
the precision of a flow measurement. In this case, Lmacro ≈ 103 Lmfp for an ideal gas at standard conditions. A
region of air with volume L3

macro contains roughly 1013 air molecules, whereas that same volume contains roughly
1016 water molecules. For either case, the Law of Large Numbers greatly helps in taking the continuum limit.
Note that this schematic is not drawn to scale!

16.2.1 Macroscopic and microscopic length scales
In fluid mechanics, as in other areas of continuum mechanics, we are concerned with the motion
of matter over geometric scales that have a lower bound that is macroscopically small (e.g.,
Lmacro ∼ 10−4 m) yet microscopically large (e.g., Lmacro ≫ Lmfp ∼ 10−7 m, where Lmfp is the
molecular mean free path). For example, a region of air with volume L3

macro contains roughly
1013 air molecules at standard temperature (Tstand = 0◦C = 273.15 K) and standard atmospheric
pressure (pstand = 101.325 × 103 Pa), whereas that same volume contains roughly 1016 water
molecules. These numbers illustrate the notions of macroscopically small yet microscopically
large. That is, a macroscopically small region, which provides a lower bound for the precision of
flow measurements, generally contains an enormous number of microscopic molecules. It is only
when reaching length scales on the order of the molecular mean free path that we need to be
concerned with the discrete nature of matter. Figure 16.1 offers a schematic to illustrate these
distinct length scales.

16.2.2 Fields at each space point
When measured on length scales of the mean free path, material properties exhibit very large
fluctuations on time scales of order Lmfp/vrms, where vrms is the root-mean-square speed of a fluid
molecule (see Section 16.3.4). However, on macroscopic scales encompassing many molecular
degrees of freedom, fluid matter appears continuous in both space and time. The incredibly
large number of molecules within a macroscopically tiny region motivates our assumption that
physical properties are homogeneous over regions of size Lmacro. For our purposes, this continuum
approximation works with macroscopically small but finite sized fluid elements whose mean
dynamical properties (e.g., velocity, vorticity) and thermodynamical properties (e.g., mass
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Figure 16.2: The measurement of mass density of a fluid becomes erratic for volumes on the order of that
determined by the molecular mean free path, (δV )mfp ∼ L3

mfp. For the fluid mechanical study of fluid motion, we
are concerned with length scales much larger than the mean free path, Lmacro ≫ Lmfp, in which case the mass
density is a smooth function of space and time. This figure is adapted from Figure 1.2.1 of Batchelor (1967).

density, matter concentration, temperature, pressure, specific entropy) are defined at each point
within the continuous fluid media and at each time instance. As a result, we assume that any
differential space increment, dx, has magnitude on the order of Lmacro, even though we make use
of differential calculus and its associated infinitesimals.

Let us be a bit more precise by considering the measurement of mass density for a prescribed
region of fluid, δV . To compute the mass density we take the ratio of the mass of fluid in
the region, δm, to the region volume. When the region volume is macroscopic, and thus
contains many molecules, we can maintain a relatively fixed mass for this region since molecular
fluctuations have a relatively tiny effect on δm. Correspondingly, we can maintain a precise
measurement of the mass density, δm/δV . However, when the volume of the region become
microscopic, whereby it has a volume on the order of δV ∼ L3

mfp, then molecular fluctuations
generally lead to a relatively large fluctuation in the region’s mass. We thus lose the notion of a
smooth and continuous mass density when the volume approaches that set by the molecular
mean free path. This situation is depicted in Figure 16.2.

The ratio of the molecular mean free path to the macroscopic length scale is known as the
Knudsen number

Kn =
Lmfp

Lmacro

. (16.1)

For this book, we are concerned with fluid conditions where the mean free path is microscopic
so that the Knudsen number is tiny

Kn≪ 1. (16.2)

For tiny Knudsen numbers, we are led to make use of the continuum approximation. The
continuum approximation allows us to employ fluid properties that take values at each point
within a space and time continuum, (x, t). For example, we make use of the mass density, ρ(x, t),
fluid velocity, v(x, t), pressure p(x, t), temperature T (x, t), tracer concentration, C(x, t), and
other fields.

We contrast the above to the study of a rarefied gas, such as in the outer reaches of the
earth’s atmosphere. With a relatively small number density of molecules, rarefied gases have
macroscopic mean free paths so that there are relatively few molecular collisions in a given
time increment. Correspondingly, a rarefied gas is far from thermodynamic equilibrium and the
continuum approximation is not well suited to its description.
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16.2.3 Reynolds number and the macroscopic length scale
The continuum field equations of fluid mechanics are formally established for fluid motions with
length scales on the order of Lmacro and larger. We stated earlier that Lmacro is on the order of
10−4 m, with that length loosely based on noting that most macroscopic measurements in a
fluid cannot distinguish flow features smaller than a millimetre. We here describe another means
to determine Lmacro.

Namely, we set Lmacro to the length scale at which the Reynolds number is order unity

Remacro =
U Lmacro

ν
∼ 1. (16.3)

In this equation, ν > 0 is the kinematic viscosity (dimensions squared length per time), which is
a property of the fluid. The velocity scale, U , is set by the scale for a macroscopic fluid velocity
fluctuation. The Reynolds number measures the ratio of inertial accelerations (accelerations felt
by fluid elements) to frictional accelerations from viscous forces (forces due to the rubbing of fluid
elements against one another in the presence of viscosity). We provide more details concerning
the Reynolds number when studying fluid stresses in Chapter 25. For present purposes, we note
that when the Reynolds number is on the order of unity, viscous forces play a leading role in the
acceleration of the fluid. Furthermore, at this scale the viscous accelerations serve to dissipate
kinetic energy of the macroscopic motion, with this dissipation a particularly important process
in fluid turbulence. We are thus motivated to define Lmacro as the length scale where viscosity is
of leading order importance.

The kinematic viscosity is the ratio of the dynamic viscosity and the mass density. For air,
the kinematic viscosity is (page 75 of Gill (1982))

νair =
1.7× 10−5 kg m−1 s−1

1.3 kg m−3
= 1.3× 10−5 m2 s−1, (16.4)

and a typical fluid velocity fluctuation has a scale 10−1 m s−1, so that

Lmacro ≈ 10−4 m = 0.1 mm. (16.5)

Water has a kinematic viscosity (page 75 of Gill (1982))

νwater =
10−3 kg m−1 s−1

1000 kg m−3
≈ 10−6 m2 s−1, (16.6)

and a fluid velocity fluctuation about 10 times smaller than air. Hence, the macroscopic length
scale for water is on the order of that for air, both of which are roughly 10−4 m. We are thus
further compelled to consider the macroscopic length scale to be on the order 10−4 m and larger.

16.2.4 Resolution of measurements and simulations
When we measure fluid motions in the laboratory or field, we generally do not measure the
motions at scales on the order of Lmacro. That is, our measurement devices generally have a
spatial resolution coarser than Lmacro, so that Lmeasure ≫ Lmacro. Likewise, numerical simulations
are generally designed using discrete grids with length scales Lnumerical ≫ Lmacro. The equations
describing motions at the measurement/simulation length scales involve effects from fluctuations
occurring at the smaller (unmeasured) scales. The reason for this coupling is that the fluid
equations are nonlinear so that scales interact. These fluctuations, generally associated with
turbulent or chaotic motions, have statistical correlations that can play a role, sometimes
a dominant role, in the evolution of flow features at the measured/simulated scales. The
parameterization of these correlations in terms of measured/simulated motions constitutes the
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turbulence closure problem. We do not study turbulence closure in this book though we do
identify the role of turbulence at certain points.

It is important to acknowledge the limited ability of macroscopic measurements to accurately
characterize fine scale motions. For this purpose define a gradient length scale

Lgradient =
|v|
|∇v| , (16.7)

where v is the velocity of a fluid element relative to some mean velocity, and |∇v| is the
magnitude of velocity gradients. Decomposing fluctuations into Fourier modes allows us to
see that an accurate measurement of velocity fluctuations with length scales Lgradient requires a
measurement length scale that satisfies

2π Lmeasure ≤ Lgradient. (16.8)

This constraint means that to measure velocity fluctuations on a scale Lgradient requires a finer
measurement sampling with Lmeasure = Lgradient/(2π). Note that this discussion of length scales
transfers seamlessly over to time scales through dividing the length scale by the velocity scale.
Correspondingly, fluctuations with time scales shorter than 2π Tmeasure cannot be accurately
measured.

16.2.5 Fields at each time instance

The continuum approximation means that fields are defined at every point in the space continuum
and at each time in the time continuum. As motivation for the time continuum, we note that
there are a huge number of molecular collisions per second, with molecules moving at incredibly
high speeds (see Section 16.3 for some numbers). There are added features of the continuous time
assumption that are best studied as part of the hypothesis of local thermodynamic equilibrium
in Section 26.5.

16.2.6 The Deborah number

Although the focus of this book concerns the atmosphere and ocean, which are clearly fluids,
it is useful to mention that not all materials clearly fit into the category of solid or fluid. For
example, in geophysics we encounter frozen materials within the cryosphere and rocky material
as part of the crust and deeper earth interior. Both materials appear quite hard and solid from
human perspectives, and yet they flow over longer time scales and as such they are not rigid
solids.

We are led to recognize that the characterization of whether a material is a solid or fluid
depends on the time scale of the macroscopic observation, tobserve, versus the time scale for the
internal relaxations within the material, trelax. The ratio of these two time scales is referred to as
the Deborah number2

Db =
trelax
tobserve

. (16.9)

For the fluid mechanics considered in this book, we are concerned with tiny Deborah numbers,
in which the relaxation time scales are determined by the relatively rapid molecular collisions
that take place on time scales of order 10−10 s (see Section 16.3.5), whereas the observation time
scales are determined by macroscropic deformations that are ≈ 100 s, so that

Db≪ 1 =⇒ viscous fluid. (16.10)

2See Reiner (1964) for the Biblical origins of the Deborah number.
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In contrast, for many geophysical materials, as well as polymers encountered in material science,
the relaxation time scales are relatively large, in which case the Deborah number can be order
unity or even larger

Db =

[
O(1) =⇒ viscoelastic material
≫ 1 =⇒ elastic solid.

(16.11)

16.3 Results from kinetic theory
If the reader is content to accept the continuum approximation on face value, then the material
in this section can be readily skipped. For others, this section outlines results from the kinetic
theory of ideal gases in support of the continuum approximation. Deductive treatments that
transition from molecular mechanics to macroscopic fluid mechanics is a topic of the kinetic
theory of gases and liquids, which is outside our scope. In Section 16.3.7, we provide literature
pointers for those wishing more rigor.

16.3.1 A mole and Avogadro’s number
There are a tremendous number of molecules in the tiniest drop of water or puff of air. Just how
many? To answer this question, we introduce the notion of a mole of matter. A mole is defined
as the mass of a material substance that contains Avogadro’s number of that substance, where

Av = 6.022× 1023 mole−1. (16.12)

Avogadro’s number, Av, is the proportionality constant converting from one molar mass of a
substance to the mass of a substance. Avogadro’s number is conventionally specified so that one
mole of the carbon isotope, 12C, contains exactly 12 grams. Hence, 12 grams of 12C contains
6.022 × 1023 atoms of 12C. Avogadro’s number provides a connection between scales active in
the microscopic world of molecules to the macroscopic world of everyday experience.

Dry air (air with no water vapor) is comprised of oxygen molecules O2, at roughly 22% by
molecular mass, and nitrogen molecules N2, at roughly 78% molecular mass.3 The molar mass
of dry air is thus

M air = 0.22 ∗ 32 g mole−1 + 0.78 ∗ 28 g mole−1 ≈ 28.8 g mole−1. (16.13)

Pure (fresh) water is comprised of two hydrogen atoms and one oxygen atom. The molar mass
of pure water is thus given by

Mwater = 2 ∗ 1 g mole−1 + 16 g mole−1 = 18 g mole−1. (16.14)

16.3.2 Ideal gas law
The ideal gas law is given by

p V = nRg T, (16.15)

where p is the pressure, V is the volume, n is the number of moles, Rg is the universal gas
constant,4 and T is the absolute or thermodynamic temperature (temperature relative to absolute
zero). Measuring the temperature in Kelvin leads to the universal gas constant

Rg = 8.314 J mole−1 K−1 = 8.314 kg m2 s−2 mole−1 K−1, (16.16)

3We here ignore the presence of other trace gases, such as CO2 and H2O, although these gases are critical for
understanding atmospheric radiation and hence the earth’s energy budget.

4We write Rg rather than the more conventional R to distinguish from R commonly used in this book for the
radius of a sphere.
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where the second equality replaced the energy unit, Joule, by its MKS equivalent,

J = kg m2 s−2. (16.17)

Use of the ideal gas law (16.15) says that one mole of ideal gas at standard temperature
(Tstand = 0◦C = 273.15 K) and standard atmospheric pressure (pstand = 101.325 × 103 Pa)
occupies the following volume

V =
nRg Tstand

pstand
(16.18a)

=
(1 mole) (8.314 kg m2 s−2 mole−1 K−1) (273.15 K)

101.325× 103 kg m−1 s−2
(16.18b)

≈ 2.25× 10−2 m3, (16.18c)

where we introduced the MKS units for pressure (force per unit area)

Pa = N m−2 = kg m−1 s−2. (16.19)

Hence, the number density (number of molecules per volume) for a mole of ideal gas is given by

ngas =
number per mole

volume per mole
(16.20a)

=
Av

V
(16.20b)

=
6.022× 1023

2.25× 10−2 m3
(16.20c)

= 2.68× 1025 m−3. (16.20d)

Specializing to air, we compute the mass density of air at standard temperature and pressure as

ρair =
M air

V
=

28.8× 10−3 kg

2.25× 10−2 m3
= 1.28 kg m−3, (16.21)

where we set M air = 28.8× 10−3 kg according to equation (16.13). This ideal gas density is close
to the 1.225 kg m−3 density measured for air at standard conditions, thus supporting use of the
ideal gas law for dry air. Differences arise from trace constituents in air as well as inter-molecular
forces (an ideal gas has no inter-molecular forces).

16.3.3 Molecular mean free path

We are in search of length scales relevant for molecular motion. One length scale is that of
the molecule itself. Another is set by the average distance between molecules. Finally, we may
consider the distance between molecular collisions, with the molecular mean free path the mean
distance that a molecule travels before colliding with another molecule. The mean free path is
generally larger than the average molecular distance since for molecules to collide requires their
trajectories to intersect, and that generally happens over a distance larger than the averaged
molecular distance.

Arguments from kinetic theory of gases, applied to an ideal gas, lead to the expression

Lmfp =
1

π
√
2ngas d2

(16.22)
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where d is the diameter of the molecule. The mean diameter of air molecules is roughly

dmolecule air ≈ 2× 10−10 m. (16.23)

Hence, the mean free path for air molecules at standard temperature and pressure is

Lmfp =
1

π
√
2ngas d2molecule air

(16.24a)

=
1

π
√
2 (2.68× 1025 m−3) (2× 10−10 m)2

(16.24b)

= 2× 10−7 m. (16.24c)

The mean free path for an air molecule is roughly 1000 times larger than the molecular diameter
(e.g., Figure 16.1).

16.3.4 Root mean square molecular speed

What is the mean speed for molecules moving through a gas? Again, kinetic theory for ideal
gases offers an explicit expression, here written in terms of the pressure and density of the gas

vrms =

√
3 p

ρ
=

√
3Rg T

M
. (16.25)

Note the direct relation between pressure, temperature, and speed. That is, molecules move
faster at higher temperature, and thus impart larger pressure on their surrounding environment.
At standard pressure and temperature, the root-mean-square speed for an air molecule is given
by

vrms =

√
3 pstand
ρair

(16.26a)

=

√
3 (101.325× 103 kg m−1 s−2)

1.28 kg m−3
(16.26b)

= 487 m s−1. (16.26c)

To get a sense for the relative scale of this speed, note that the speed of sound in air at standard
temperature and pressure is 331 m s−1. So these molecules are moving faster than sound!
These speeds are correspondingly much higher than the speeds typical for fluid elements in the
atmosphere and ocean.

16.3.5 Time scales for molecular collisions

Assuming one collision occurs within a mean free path, and the molecules are moving at the
root-mean-square speed, we can estimate the time between collision according to

tcollision =
Lmfp

vrms

(16.27)

The corresponding time for air is given by

tair =
2× 10−7 m

487 m s−1
= 4.1× 10−10 s. (16.28)
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Inverting this number, we see that there are roughly t−1
air = 2.5× 109 s−1 collisions per second.

The huge number of molecular collisions per second means that for all macroscopic processes,
including highly turbulent geophysical fluid flow, the dynamical time scales for the macroscopic
motion are many orders of magnitude longer than the time scales for molecular motions.

16.3.6 Macroscopically small and microscopically large

For environmental measurements of the atmosphere and ocean, or for conventional measurements
in laboratories, we can detect differences in fluid properties (e.g., mass density, velocity, tracer
concentration, thermodynamic state properties) for length scales no smaller than

Lmacro = 10−4 m. (16.29)

For macroscopic purposes, fluid properties are homogeneous over regions with length scales on
the order of Lmacro. Although macroscopically rather tiny, a fluid region of volume L3

macro is huge
microscopically. We can see so by computing the number of molecules in this region.

At standard conditions, a volume of air of size L3
macro contains

Nair molecules = V ngas = (10−4 m)3 (2.68× 1025 m−3) ≈ 3× 1013 air molecules. (16.30)

To compute the number of water molecules in this same volume, we first use the water mass
density of

ρwater ≈ 103 kg m−3 (16.31)

to determine the water mass in this region

Mwater = ρwater V = (1000 kg m−3) (10−12 m3) = 10−9 kg. (16.32)

Water has a molar mass of 0.018 kg mole−1, so a volume of (10−4 m)3 contains

Nwater molecules =

(
10−9 kg

0.018 kg mole−1

)
×6.022×1023 molecules mole−1 = 3×1016 water molecules.

(16.33)
Water thus has roughly 103 more molecules in this volume than air at standard pressure, which
reflects the roughly 103 times larger mass density for water. Evidently, both water and air
contain a huge number of molecules in this macroscopically tiny region.

16.3.7 Further study

Pedagogical treatments of the ideal gas law and kinetic theory can be found in most books on
introductory physics or chemistry. Vallis (2017) provides extensions of the ideal gas law for an
atmosphere with moisture.

For discussions of the continuum approximation reflecting that given here, see the discussion
on page 1 of Olbers et al. (2012), or the more thorough treatments in Section 1.2 of Batchelor
(1967), Section 2.1 of Pope (2000), or Section 1.4 of Kundu et al. (2016). Chapter 1 of Salmon
(1998) touches on elements from kinetic theory and details for how to coarse grain average over
molecular degrees of freedom (see his pages 3 and 4 and Sections 9, 10, and 11). An analogous
treatment is given by exercise 2.1 of Pope (2000). A rigorous account of kinetic theory is offered
in many treatments of statistical mechanics. That given by Reif (1965) and Huang (1987)
are accessible to those with a physics undergraduate training. When reading the statistical
mechanics literature, look for discussions of the “hydrodynamical limit,” which concerns the
transition from discrete particle mechanics to continuum mechanics.
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In this part of the book we focus on the kinematics of a classical and non-relativistic
continuous fluid flows. We take inspiration from treatments given in the continuum mechanics
literature (e.g., chapter 4 of Malvern (1969) and Part I of Tromp (2025a)), though with a bias
towards elements particularly useful in fluid mechanics (e.g., chapter 2 of Truesdell (1954)).
There are a variety of rather subtle points connected with fluid flow kinematics, and such
subtleties can lead to confusion (it certainly has for this author!). The present treatment aims
for a reasonably deductive level of rigor while appealing to the physicist. The interested student
is encouraged to read a variety of treatments to survey the presentations, as each author stresses
unique nuances that can be important both for understanding and for applications.

Kinematic properties of fluid flows in an inertial reference frame also hold for flow on steady
rotating planets such as considered in this book. The reason is that steady rigid-body rotation
does not directly impart strain to the flow, where strain refers to the relative motion between
fluid particles (Chapter 17). Rotation does impart a planetary component to the vorticity of
geophysical fluids, with important implications for the study of vorticity in Part VII. However,
for the purpose of fluid kinematics studied in this part of the book, we can safely ignore planetary
rotation.

Eulerian and Lagrangian reference frames

The Eulerian and Lagrangian reference frames provide dual kinematic descriptions of fluid
flows. The Eulerian frame describes fluid motion relative to a frame fixed in the laboratory,
whereas the Lagrangian frame follows a moving material fluid particle. The Eulerian frame is
inertial (when the laboratory is not accelerating), whereas the Lagrangian frame is non-inertial
since fluid particles generally accelerate. Having two descriptions of the same motion provides
a synergy that is extensively used in fluid mechanics. Fully realizing this synergy requires
skills to move between the Eulerian and Lagrangian descriptions, with tools from mathematical
transformation theory of Part I used for this purpose. Whereas Cartesian coordinates offer a
complete description for Eulerian kinematics, Lagrangian kinematics requires general tensor
analysis (Chapters 3 and 4) since fluid particles deform with the fluid motion and thus render a
non-orthogonal coordinate description. Elements of Eulerian and Lagrangian kinematics are the
focus of Chapter 17, and Chapter 18 further develops the formal theory of fluid kinematics, with
applications to the study of material lines, areas, and volumes.

We acknowledge that for most flows encountered in geophysical fluid mechanics, a Lagrangian
description has practical limitations. These limitations arise from the chaotic and turbulent
nature of the flow that render a description based on fluid particle trajectories of little use
after even a brief time. This is perhaps the key reason that Eulerian approaches are far more
common in fluid mechanics, whereas Lagrangian approaches are more common in solid mechanics
where materials maintain their shape far longer. Nevertheless, Lagrangian formulations of
continuum mechanics offer insights to the fundamental theorems of fluid flows, thus motivating
the Lagrangian approach in tandem with the Eulerian.

A historical note is appropriate here. As emphasized by Truesdell (1953), as well as Section
14 of Truesdell (1954), it was Euler who first introduced the material coordinates used with the
Lagrangian reference frame. In recognition of this historical error, we sometimes use “material”
in place of “Lagrangian”. Even so, we do make use of “Lagrangian” in most places, thus
according with its common usage in geophysical fluid mechanics. Relatedly, again according to
Truesdell (1953), it was d’Alembert who introduced the spatial coordinates used for the Eulerian
description.

mass and matter conservation are part of fluid kinematics

The conservation of mass plays a central role in physics. For fluids, mass conservation
constrains the flow regardless what forces act on the fluid. Hence, we include mass conservation
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as a part of fluid kinematics rather than fluid dynamics. Mass conservation, and its expression
as volume conservation for non-divergent flows, are the topics of Chapters 19 and 21. Chapter
20 develops the allied study of matter conservation and matter flow, with this study forming the
foundations for tracer mechanics that we return to in earnest within Part XIII of this book.

fluid kinematics + fluid dynamics = fluid mechanics

Kinematics is concerned with the intrinsic properties of motion, including properties of the
space and time in which motion occurs. It is the complement to dynamics, which is concerned
with the causes of motion that arise through the action of forces. In one sense, kinematics
deduces the acceleration whereas dynamics deduces the forces, with Newton’s second law linking
the two via the equation of motion: F = ma. In fluid mechanics, kinematics studies the
flow of a fluid and its matter constituents, whereas dynamics studies the forces causing the
motion. Furthermore, as discussed in Chapter 14, symmetries of a mechanical system lead,
through Noether’s Theorem, to dynamical conservation laws. That is, symmetries, which
embody kinematic properties, lead to dynamical invariants maintained by the motion, with
these invariants constraining the motion. The intellectual avenues pursued in developing a
mechanical description of fluid motion are many and varied, with fluid kinematics and fluid
dynamics intimately woven into the fabric of that description.

a kinematical result is valid forever

As motivation for studying this part of the book, we offer the following quote from page 2 of
Truesdell (1954), with Clifford Truesdell one the giants of 20th century continuum mechanics
who was clearly fond of kinematics.

All dynamical statements I have relegated to parenthetical sections, appendices, or
footnotes, not in a foolish attempt to diminish their physical importance, but rather
to let the argument course freely, uninterrupted by merely interpretative remarks,
and to leave the propositions free for application to such special dynamical situations
as may be of interest either now or in the future–for I cannot too strongly urge that
a kinematical result is a result valid forever, no matter how time and fashion may
change the “laws” of physics.
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Chapter 17

FUNDAMENTALS OF FLUID KINEMATICS

In describing fluid motion, we use the dual lenses offered by the Eulerian and the Lagrangian
reference frames. The Eulerian reference frame (x-space) uses a spatial description with
coordinates that are fixed in Euclidean space, whereas the Lagrangian reference frame (a-space)
uses a material description with coordinates that are fixed on fluid particles. These dual
descriptions (spatial versus material) form the foundation for fluid kinematics. We give attention
to the needs of both Eulerian and Lagrangian kinematics in this chapter and elsewhere in this
book, and how to transform between the two.1

The Eulerian description is more commonly used in fluid mechanics since the kinematic
property of central focus is the fluid velocity as a field, v(x, t), whereas trajectories for fluid
particles are not needed for most purposes. In contrast, the Lagrangian approach is more
commonly used in solid mechanics, in which one is concerned with motion of material particles
relative to a reference or base configuration (typically the initial state). The two descriptions are
mathematically related by a one-to-one invertible mapping. To transform from the Lagrangian
to Eulerian description requires taking the time derivative of the trajectory to produce the
velocity, whereas to transform from the Eulerian to Lagrangian description requires solving
a set of ordinary differential equations to compute a trajectory from the time integral of the
velocity. The Eulerian description requires less information than the Lagrangian since it does
not determine trajectories. However, there is a price to pay for reducing the information, in
which case the mechanical foundations can be somewhat obscured using the Eulerian approach,
with this comment manifest in our study of Hamilton’s principle in Chapter 47.

reader’s guide to this chapter
This chapter introduces concepts and tools used in nearly every subsequent chapter of

this book that concerns a description of fluid motion.

17.1 Introduction to fluid kinematics . . . . . . . . . . . . . . . . . . . . . . . 420
17.1.1 Strong and weak formulations . . . . . . . . . . . . . . . . . . . . 420
17.1.2 Lagrangian and Eulerian descriptions . . . . . . . . . . . . . . . . 421

17.2 Conceptually partitioning the continuum . . . . . . . . . . . . . . . . . . 421
17.2.1 Fluid particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422
17.2.2 Material fluid parcels in perfect fluids . . . . . . . . . . . . . . . 422
17.2.3 Finite sized material objects in perfect fluids . . . . . . . . . . . 424
17.2.4 Fluid elements in real fluids . . . . . . . . . . . . . . . . . . . . . 424
17.2.5 Test fluid element in real fluids . . . . . . . . . . . . . . . . . . . 424

1As noted by Truesdell (1953), as well as the long footnote on pages 30-31 of Truesdell (1954), the Lagrangian
reference frame originates from the work of Leonard Euler (1707-1783), so that the term “Lagrangian reference
frame” is a historical error. Even so, we continue this error given the near ubiquitous terminology used in the
geophysical fluid mechanics literature, thus referring to the material frame as the Lagrangian frame.
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17.1 Introduction to fluid kinematics
We here introduce some basic concepts that form the foundation for the discussions in this
chapter.

17.1.1 Strong and weak formulations
The continuum approximation (Chapter 16) allows us to consider fluid flow from a field theoretic
perspective, whereby physical properties are described by fields that take on values at each point
of a space and time continuum. Consequently, we make use of a differential equation formulation
of the governing continuum equations as well as an integral formulation. The differential
formulation is sometimes referred to as the strong formulation. This name is motivated by
the need to make assumptions about the smoothness of the continuum fields. Absent such
smoothness assumptions, the differential equations lack predictive skill. Some phenomena (e.g.,
shocks in fluids and faults in solids) do not satisfy the necessary smoothness assumptions, thus
making the strong formulation unsuitable. In those cases it can be useful to employ an integral
formulation, with the integral formulation known as the weak formulation since it requires fewer
assumptions about smoothness.

In this book, we are not concerned with shocks or other discontinuities in the fluid flow.
Consequently, we make use of both the strong and weak formulations. We are afforded a
connection between the weak and strong formulations through the Leibniz-Reynolds transport
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theorem derived in Section 20.2.4. Each formulation is suited for particular needs. For example,
the strong formulation provides a concise view of the fluid equations and allows for manipulations
and transformations based on the rules of differential calculus and differential gemoetry studied
in Part I. In contrast, the weak formulation is needed to develop budgets over finite fluid regions.
Correspondingly, the weak formulation provides a starting point for the derivation of finite
volume budgets that serve as the basis for analysis methods and numerical methods (e.g., Griffies
et al. (2020)).

17.1.2 Lagrangian and Eulerian descriptions
There are two reference frames commonly used as the basis for describing motion of a continuum.
For the continuous fluid motions considered in this book, these two reference frames retain a
1-to-1 and invertible relation that allows for the mathematical and conceptual transformation
between the frames.

• Lagrangian or material description: This description makes use of a reference frame
that is defined by motion of material fluid particles (Section 17.2.1). That is, the Lagrangian
reference frame is comoving with the continuum of fluid particles. The mechanical
description aims to determine the continuum of trajectories, with each trajectory delineated
by a continuous material coordinate that labels each fluid particle. The Lagrangian reference
frame is non-inertial since fluid particles generally experience accelerations via changes to
their speed and/or direction.

• Eulerian or laboratory description: This description makes use of a reference frame
that observes fluid motion relative to fixed spatial positions, x, within a “laboratory”.
This Eulerian description measures fluid properties as the fluid streams by a fixed observer.
It is not concerned with determining trajectories. Instead, Eulerian kinematics focuses on
fluid properties as continuous fields that are functions of spatial position, x, and time, t.

The Eulerian and Lagrangian descriptions complement one another. The Lagrangian de-
scription renders insights partly due to its direct analog to point particle mechanics of Part II
in this book. Alternatively, the Eulerian description is commonly more straightforward when
developing numerical methods for simulations, or when making laboratory or field measurements.
Throughout this book, we make use of both Eulerian and Lagrangian kinematic descriptions. A
goal of this chapter is to provide the foundation for these two descriptions and to develop tools
for transforming between them.

In non-geophysical treatments of fluid mechanics, it is typical to assume that the laboratory
reference frame of the Eulerian observer is fixed in space, and thus is an inertial reference
frame. However, for geophysical fluid mechanics we generally consider an Eulerian reference
frame fixed with respect to the rotating planet (a rotating laboratory frame), and the earth
laboratory frame is not inertial. However, the discussion in this chapter is not concerned with
the non-inertial features that give rise to planetary centrifugal and Coriolis accelerations (see
Chapter 13). Instead, we note that the constant rotation of the planet does not impart any
strain to the fluid.2 Consequently, non-rotating fluid kinematics is sufficient for most purposes
of geophysical fluid kinematics.

17.2 Conceptually partitioning the continuum
As part of a continuum description of fluid motion, we make use of conceptual physical systems
to frame the mechanics and describe the motion. We start by describing the material fluid

2This point is made more formally when studying the kinematics of fluid strain in Section 18.6.
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particle in Section 17.2.1, which is a zero-dimensional point moving with the fluid flow, and
then expand to infinitesimal fluid regions (fluid parcels and fluid elements) that are bounded
by imagined partitions. The boundaries of fluid regions can be either open or closed to
matter and energy exchange depending on the character of the fluid. Importantly, there is no
pretense that the partitions used to define fluid parcels and fluid elements can be experimentally
determined. Rather, partitions are drawn within the continuum fluid by the theorist for purposes
of formulation and conceptualization. We are afforded the ability to draw these partitions
through the continuum description of fluid mechanics.3

17.2.1 Fluid particles
A point in Euclidean space is specified by a spatial coordinate, x, and an instant in Newtonian
time is specified by the time, t. Euclidean space plus Newtonian time is referred to as a Galilean
space-time. Each point within a matter continum undergoes motion according to the laws of
continuum mechanics. We define a fluid particle as a zero dimensional mathematical point that
follows motion of the continuous material fluid, with that motion specified by the velocity field
(left panel in Figure 17.1). Since it has zero spatial extent, a fluid particle has no impact on
the flow. Notably, a fluid particle is not a molecule or atom since even molecules and atoms
have nonzero spatial extent and so impact their surroundings. Even so, a fluid particle does
represesent a point in the material fluid continuum rather than just a point in space.

The position of a fluid particle in space and time is uniquely specified by its material
coordinate plus time (we discuss material coordinates in Section 17.3.1). The trajectory or
pathline of a fluid particle is an integral curve of the velocity field, where each point along a
trajectory has a tangent that defines the velocity vector (Section 17.7).4 The accumulation of a
continuum of fluid particle trajectories define the pathlines that prescribe the Lagrangian or
material reference frame (Section 17.1.2).

Fluid particles are directly analogous to test mass particles in Newtonian gravitation that
are used to map gravitational field lines, and test electric charges in electromagnetism used for
mapping the electromagnetic field. However, fluid particles have zero mass and are fully defined
kinematically through specifying the velocity field. Fluid particles can be used to study perfect
fluids, which necessarily have a single matter constitutent, as well as real fluids with multiple
matter constituents. For the perfect fluid, fluid particles trace out integral curves of the velocity
field, whereas for a real fluid the fluid particles provide integral curves for the barycentric velocity
studied in Section 20.1.

Some books define fluid particles as finite sized fluid regions, much like the fluid parcel
described in Section 17.2.2 or the fluid element in Section 17.2.4. Some treatments also suggest
that a fluid particle is akin to a fluid molecule. We instead find it conceptually simpler and far
less problematic to define a fluid particle as a mathematical point with zero spatial extent and
zero mass, thus serving solely as a conceptual probe for the fluid flow and as a means to specify
the Lagrangian reference frame.5

17.2.2 Material fluid parcels in perfect fluids
For many purposes we find it useful to study fluid mechanics in the absence of irreversible
processes such as friction, heat exchange, and diffusive mixing. In this case the fluid is referred

3This conceptual formulation of fluid mechanics, namely as a continuous collection of infinitesimally small fluid
elements, originates from the work of Leonard Euler (1707-1783). For an insightful and authoritative discussion
on this topic, see Truesdell (1953) as well as the long footnote on pages 30-31 of Truesdell (1954).

4When orienting time along the vertical axis, then the tangent to the trajectory is actually the inverse velocity:
slope = dt/dx = 1/u. We follow the convention used in special relativity, where the trajectory is known as the
world line, and world lines live within the cone bounded by the world line of photons.

5Our definition of fluid particle agrees with Section 2.2 of Pope (2000).
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Figure 17.1: Schematic of the motion in space-time for the conceptual systems used in our considerations of
fluid kinematics. Left panel: a fluid particle has zero spatial extent and has zero impact on the flow. Its motion in
space-time defines a path/trajectory as determined by integral curves of the velocity field, v(x, t). Note that slope
of the curve on this space-time diagram is the inverse of the velocity: slope = dt/dx = 1/u. The trajectories of
fluid particles define the Lagrangian reference frame. Middle panel: a material fluid parcel is comprised of a fixed
material content (and thus a fixed mass) and fixed thermodynamic properties. Fluid parcels are infinitesimal
deformable regions of a perfect fluid whose motion within a straining velocity field changes the parcel’s shape.
The center of mass for the fluid parcel follows a path that is approximated by that of a fluid particle at the center
of mass. Right panel: a fluid element is comprised of a fixed mass but with matter and thermodynamic properties
exchanged across its boundary, here depicted by the loss of dark gray matter and increase of light gray matter
through exchanges with the surrounding fluid. The fluid element moves with the barycentric velocity (see Section
20.1), which is the center of mass velocity for the constituents contained in the fluid element. Both fluid parcels
and fluid elements change their shape in the presence of fluid strain. Over time, a fluid parcel and a fluid element
change their shape, with most realistic flows resulting in flows that require a reinitialization of the parcel/element
boundaries in order to maintain coherency as identifiable fluid regions.

to as an ideal fluid or equivalently a perfect fluid. We prefer the term perfect fluid to avoid
confusions with an ideal gas often found useful in studying the atmosphere. Namely, ideal gases
can posses irreversible processes so that they need not be perfect fluids.

Perfect fluid mechanics is concerned with motion of a homogeneous fluid (e.g., pure water or
pure air) with zero viscosity (no friction), and in the absence of any heat exchange (adiabatic).6 In
describing perfect fluids we commonly make use of material fluid parcels, which are infinitesimal
deformable fluid regions (middle panel in Figure 17.1). A material fluid parcel maintains a fixed
matter content so that it has a fixed mass. Furthermore, it does not experience irreversible
exchanges of momentum arising from friction since the perfect fluid has zero viscosity. Hence,
its only interaction with the surrounding fluid environment is through reversible mechanical
exchanges from pressure. The material fluid parcel is thus a closed thermodynamic system that
is open to reversible mechanical interactions.

A material parcel is not a point. Rather, it has an infinitesimal volume that deforms with the
flow. Conceptually we can imagine the material fluid parcel as a tiny region of fluid surrounded
by a perfectly slippery bag that is also perfectly insulating. This bag is closed to matter
exchange so that its enclosed fluid particles are not exchanced with surrounding environment.
Even so, the fluid parcel deforms in response to mechanical interactions mediated by pressure.
Additionally, the bag expands or contracts according to the density of the fluid within the
bag. This conceptual picture is qualified by noting that we never have occasion or need to
precisely specify the boundary of a material fluid parcel. Rather, we make use of the conceptual
framework provided by fluid parcels as a means to formulate the differential equations of perfect
fluid mechanics.

6We study frictional stresses arising from viscosity in Chapter 25, with viscosity the means for the irreversible
transfer of momentum within a non-perfect fluid. We study enthalpy in the Chapter 22, with a perfect fluid
maintaining constant enthalpy since it is entirely adiabatic.
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17.2.3 Finite sized material objects in perfect fluids
Any extended region in a perfect fluid, either infinitesimal or finite, remains exactly coherent
(fixed matter content) as the region moves through the fluid. The reason for such coherency
is that a perfect fluid supports no mixing or other irreversible processes that would otherwise
act to diffuse the matter content. A closed material region in a perfect fluid is a finite volume
generalization of a material fluid parcel. Conversely, a material fluid parcel is the infinitesimal
limit of a closed material fluid region. Likewise, we can define finite sized material regions of
any shape, each of which retains a fixed mass and fixed matter content as it moves through a
perfect fluid. We study the kinematics of perfect fluid material lines, surfaces, and volumes in
Chapter 18.

17.2.4 Fluid elements in real fluids
A fluid element is an infinitesimal and deformable fluid region of fixed mass yet non-fixed matter
and non-fixed thermodynamic properties (right panel in Figure 17.1). For a homogeneous fluid
comprised of a single matter constituent and no irreversible processes, then a fluid element
reduces to a material fluid parcel. However, there is a distinction for real fluids such as the ocean
and atmosphere, both of which have multiple constituents and support irreversible processes.

The exchange of matter across the boundary of a fluid element arises from the irreversible
mixing of matter constituents within the fluid (Sections 20.1 and 68.3). As detailed in Section
20.1, diffusive matter exchange leaves the mass of the fluid element unchanged since the fluid
element velocity is determined by its center of mass (barycentric velocity). Just as for a material
fluid parcel, we have no need to experimentally specify the boundary of a fluid element. Instead,
fluid elements are conceptual systems used to formulate the differential equations of a real fluid.
Much of the kinematics in the current chapter holds for both material fluid parcels and fluid
elements. However, in Chapter 19 and elsewhere, we make the distinction when studying the
kinematics of multi-constituent fluids.

Many authors do not distinguish between material fluid parcels and fluid elements, choosing
instead to retain a single overloaded term for both a perfect fluid and real fluid. However, this
overloaded terminology can lead to confusion. We are thus motivated to maintain a distinction
between fluid parcel (single component perfect fluid with no mixing) and fluid element (multi-
component real fluid with mixing). The distinction offers an added signal for when the fluid
under study is perfect (fluid parcel) or real (fluid element).

17.2.5 Test fluid element in real fluids
A test fluid element is a fluid element that has no effect on the surrounding fluid environment
and is used as a conceptual probe of the fluid much like the fluid particle in Section 17.2.1.
Unlike the fluid particle, the test fluid element has nonzero spatial extent and it can exchange
matter and energy with its surrounding environment. The test fluid element is of particular use
when studying buoyancy in Chapter 30. In that context, we further refine our treatment of the
test fluid element, where we assume that it feels the same contact forces as the fluid, but distinct
body forces.7

17.2.6 Finite sized fluid region in real fluids
A finite sized region within a real fluid is the most general subsystem we consider, with the
region having boundaries that are open to the exchange of matter, mechanical forces, and
thermodynamic properties with the surrounding environment. Here, we are often concerned
with details of the region boundary and study the transport of properties across that boundary.

7We study contact and body forces in Sections 24.2 and 25.2.
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17.2.7 Comments
Throughout the study of fluid kinematics, it is important to maintain an appreciation for the
continuum approximation. In particular, the continuum approximation affords information
about the continuous velocity field at each point of space and each instance of time. The velocity
field allows us to determine fluid particle trajectories (via time integration), as well as the
motion of fluid parcels in perfect fluids and fluid elements in real fluids. As part of a diagnostic
framework for laboratory or field experiments, it can be useful to seed the fluid flow with a
large number of tiny objects that approximate fluid particles whose motion approximates fluid
particle trajectories. Similarly, in numerical experiments we may seed the flow with numerical
fluid particles and compute their trajectories (van Sebille et al., 2018). If we initially seed
these particles in a tiny region, then deformation of the region provides the means to study
deformation of fluid parcels and fluid elements as they move through the fluid. Likewise, seeding
particles over larger regions allows one to study how finite sized regions are deformed.

When thinking about fluids parcels and elements, we should acknowledge that they are
convenient concepts, and yet we do not delineate their boundaries either conceptually or in
practice. This situation contrasts the study of other areas of continuum mechanics, where
discrete regions of the media are identifiable. For a fluid, the notion of identifying a fluid element,
such as by wrapping a tiny region of fluid with an imaginary permeable sack, is a fiction that
works for some thought experiments, but it is not taken literally. The perspective leads us
to discount (i.e., consider incorrect) a description of continuum mechanics that depends on
fluid elements as distinct and identifiable objects. Rather, we aim for a theoretical description
independent of details for the fluid element boundaries. In this case, we are afforded the ability
to describe a fluid as continuum matter with properties that are unambiguously defined at every
point in the fluid.

17.3 Material and spatial coordinates
A material description is afforded by the Lagrangian reference frame, whereby each fluid particle
is labeled with a continuous material coordinate, a, along with a material time coordinate, T ,
thus leading to the a-space or material space description.8 This description complements the
Eulerian or x-space description, whereby each point in Euclidean space, x, is labeled by its
position relative to a fixed origin and with time, t. The a-space description determines the
history of each material fluid particle’s trajectory, whereas the x-space description determines
the fluid velocity as viewed at each spatial point x. Note that t = T since we are working with
universal Newtonian time. However, it is very useful to distinguish the two times, since when
taking time derivatives it is important to know whether the time derivative is computed holding
x fixed or a fixed.

17.3.1 Fluid particle trajectories
In describing the motion of a classical point particle (Chapter 13), we specify its spatial position
according to a time dependent position vector, X(T ). At a given time, T , the position vector
points to the spatial point x, in which case we write

x =X(T ) point particle. (17.1)

8The continuum mechanics literature often writes X rather than a for the material particle label. That
nomenclature is motivated since X is commonly chosen as the initial Cartesian position at a referential time. We
instead write the material coordinate as a. The reason for our notation is that, as noted in Section 17.3.2, there
are examples where one, two, or three of the a coordinates are not positions in Euclidean space, but instead are
determined by, for example, the buoyancy or tracer concentration.
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Figure 17.2: A short segment of a fluid particle trajectory in Euclidean space. The trajectory passes through the
point x = X(T ) at time T and x+ δx = X(T + δT ) at time T + δT . Eulerian kinematics describes the fluid flow
from the perspective of an observer fixed with respect to the laboratory frame. Lagrangian kinematics describes
the fluid flow from the perspective of an observer comoving with fluid particles. Note that we have here chosen an
origin for use in defining the fluid particle trajectory. If we only cared about the velocity, which is the difference
of the trajectory between two infinitesimally close time instants, then there is no need to prescribe a particular
origin. The reason is that in the process of computing the time difference, we remove dependence on the origin.

A sample trajectory is shown in Figure 17.2. We emphasize the notation convention used here,
which may seem pedantic but in later discussions proves essential. Namely, the time dependent
spatial position of a particle is denoted with, X(T ), whose instantaneous space position is
denoted by the lowercase, x. This convention aims to distinguish time dependent functions,
such as X(T ), from the value of these functions, x, evaluated at a time instance. In Section
18.2 we introduce the fluid motion, which serves as a slighly more formal, and general, means to
distinguish points on a particle trajectory from points in space.

When there are N discrete particles, we distinguish the various particle trajectories by
introducing a discrete label for each of the trajectories (e.g., see Section 11.5). The spatial
position of particle i at time T is thus written

x =X(i)(T ). (17.2)

When the matter is a continuum, then the discrete label becomes a continuous vector, a, which
is referred to as the material coordinate along with material time, T . At time T , the spatial
position of a fluid particle labelled by the material coordinate, a, is written

x =X(a, T ) continuum of matter. (17.3)

The continuous vector, a, labels a point of matter within the continuum fluid. Correspondingly,
by allowing time to progress, the function X(a, T ) provides the trajectory for the fluid particle
labelled by the material coordinate, a.

In this book we ignore special relativistic effects, so that both the material reference frame
and the laboratory reference frame measure the same universal Newtonian time, t = T . In
contrast, the spatial coordinates are distinct for the Eulerian and Lagrangian references frames.
Again, the spatial coordinates for the Eulerian frame are given by the position in Euclidean
space relative to a fixed laboratory frame, with this specification making use of any convenient
set of coordinates, such as Cartesian, spherical, polar, etc. (see Sections 4.21, 4.22, and 4.23).
The three components of a material Lagrangian coordinate, a, remain fixed according to the
value assigned to each fluid particle. Additionally, the three coordinates for both the Eulerian
and Lagrangian description must be linearly independent to allow for a unique specification of
the fluid particle.
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17.3.2 Example material coordinates
One common choice for material coordinate is the spatial position of each fluid particle at the
referential time,

a = (a, b, c) = (̊x, ẙ, z̊) = Cartesian position at T = t0 for particle labelled by a. (17.4)

Even if not making this choice, initial position coordinates are quite useful conceptually as a
grounding in the maths of material coordinates.

Now consider a perfect fluid (single material component with no irreversible processes). For
this fluid, the specific entropy of each fluid parcel remains fixed at its initial value. When the
fluid is placed in a gravitational field, layers of constant specific entropy are generally found to
be monotonically stacked, or stratified, in the vertical direction (Chapter 30). As a result, we
can uniquely specify a fluid parcel by giving its horizontal coordinate position, (x, y), as well as
the specific entropy. The material coordinates for a parcel can thus be written as

a = (a, b, c) = (̊x, ẙ, θ) = Cartesian horizontal and θ at T = t0, (17.5)

where θ is a measure of the specific entropy (or potential temperature as discussed in Section
23.3). In this example, the physical dimensions of the individual material coordinates can
generally differ. It is this generality that necessitates the use of general tensor methods when
developing the mechanical equations using arbitrary Lagrangian coordinates. The case of a
single Lagrangian coordinate combined with two horizontal Eulerian coordinates is commonly
used for geophysical fluid mechanics, with the mathematical physics of these generalized vertical
coordinates detailed in Part XII of this book.

In combination with using specific entropy as a generalized vertical coordinate, we might
further choose to specify a horizontal position according to the value of tracer concentration.
So long as there is a one-to-one mapping between tracer space and geographic space, then we
can consider a tracer concentration as a viable Lagrangian coordinate. This approach is less
common than the generalized vertical coordinate approach, since tracers are rarely monotonically
organized in any particular horizontal direction. Even so, the formalism can be extended to this
case.

17.4 Lagrangian and Eulerian time derivatives
As noted in Section 17.3.2, we assume non-relativistic motion so that the Lagrangian reference
frame and the Eulerian reference frame both measure the same universal Newtonian time, t.
However, when computing time derivatives, the Eulerian frame does so by fixing the space
coordinate, x, whereas the Lagrangian frame does so by fixing the material coordinate, a. These
two time derivatives generally measure distinct changes in the fluid since one is computed in
the laboratory frame and the other in the material frame. Relating their changes constitutes
a key result of fluid kinematics. We derive an expression for the relation by first focusing on
time derivatives acting on scalar fields, such as the temperature, and then derive the relation for
vector fields, such as the velocity.

17.4.1 Infinitesimal space-time increment of a function
Consider a fluid property as represented by a space-time dependent scalar field, Π. For example,
Π could be the temperature, kinetic energy per mass, or the mass density. When measured at a
point in space this fluid property is written mathematically as

Π = Π(x, t). (17.6)
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The difference between Π(x, t) and Π(x+ dx, t+ dt) delivers the differential space and time
increment, computed to leading order via a Taylor series expansion

dΠ = Π(x+ dx, t+ dt)−Π(x, t) (17.7a)

= dt ∂tΠ+ dx · ∇Π. (17.7b)

In this equation, dt is the infinitesimal time increment, and dx is the vector of infinitesimal
space increments. For example, making use of Cartesian coordinates leads to the increment

dx = x̂ dx+ ŷ dy + ẑ dz. (17.8)

We ignore higher order terms in equation (17.7b) since the space and time increments are
infinitesimal.9

17.4.2 Total time derivative of a function
In fluid mechanics, it is often useful to sample properties of the fluid from moving reference
frames. In this case, the sampling position is a function of time. Determining how a field evolves
when sampled in this moving reference frame requires us to allow the sampling position to itself
be a function of time. Operationally, we have the total time derivative of Π determined by
dividing both sides of equation (17.7b) by the infinitesimal time increment

dΠ

dt
=
∂Π

∂t
+

dx

dt
· ∇Π. (17.9)

The first term measures the time derivative of Π at the specific space point, x, and as such
it measures the Eulerian time derivative. The second term accounts for changes in Π arising
from movement of the reference frame relative to a point, x, according to the velocity, dx/dt.
Equation (17.9) holds regardless the velocity of the moving frame. Even so, we find it useful to
specialize to the two common reference frames used in fluid mechanics.

17.4.3 Eulerian: evolution measured in the spatial frame
The Eulerian time derivative considers the evolution of a fluid property when sampled at a fixed
space point

Eulerian time derivative =
∂Π(x, t)

∂t
. (17.10)

This result follows from specializing the total time derivative in equation (17.9) to the case of
fixed spatial points, so that dx/dt = 0. In the geophysical fluids literature, the Eulerian time
derivative is often termed the time tendency and flows with a nonzero time tendency are said to
be developing flows or evolving flows. When the Eulerian time derivative vanishes everywhere the
flow is said to be in a steady state or in a steady flow condition, with all points in the laboratory
frame measuring a zero time change for fluid properties. Note that steady flows are not generally
static; rather, they are simply unchanging locally.

17.4.4 Lagrangian: evolution measured in the material frame
The Lagrangian or material time derivative measures the evolution of a fluid property sampled
along the trajectory of a moving fluid particle. The Lagrangian time derivative for a field is

Lagrangian time derivative =
DΠ

Dt
=
∂Π

∂t
+ v · ∇Π. (17.11)

9Mathematically, equation (17.7b) defines the exterior derivative of a scalar field.
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∂
∂t

+ v ⋅ ∇ =
D
Dt

t

t + δt

Lagrangian: following fluid particlesEulerian: fixed in space

Figure 17.3: Illustrating the distinctions between the Eulerian (laboratory) and Lagrangian (material) reference
frames for describing fluid motion. For the Eulerian description we consider a fixed control volume in the laboratory
frame and measure properties as the fluid moves through the volume. For the Lagrangian description we tag fluid
particles and measure fluid properties as sampled along the particle trajectories. The Eulerian representation of
the material time derivative has two terms, one due to time changes local to the fixed laboratory point, and one
due to the advection of properties that are swept by the local position.

The second equality follows by setting dx/dt = v in equation (17.9) since we are sampling
points along the fluid particle trajectory x =X(a, t). The operator ∂/∂t is the Eulerian time
derivative from equation (17.10), whereas v · ∇ is referred to as the advection operator. Use of
the capital D for the material time operator

D

Dt
=

∂

∂t
+ v · ∇ (17.12)

signals that the time derivative is computed along a fluid particle trajectory. This notation
distinguishes the material time derivative from the more generic total time derivative of equation
(17.9). In some texts the material time derivative is referred to as the convective time derivative,
since the term “convection” is often used rather than “advection”.10 It is also sometimes referred
to as the substantial time derivative since it refers to the time changes following a material
substance.

Equation (17.12) provides an Eulerian expression (right hand side) to the material time
derivative, D/Dt. There are two Eulerian contributions: the local (fixed space point) time
tendency ∂/∂t and advection, v · ∇. Advection arises in the Eulerian reference frame due
to the fluid passing by the fixed laboratory observer, whereas it is absent from the material
reference frame since the material frame moves with the fluid particles. Figure 17.3 illustrates
the differences between the Eulerian and Lagrangian perspectives.

A steady flow is one with zero Eulerian time derivatives so that a steady flow does not imply
a vanishing Lagrangian time derivative. Rather, a steady flow is a statement that the flow is
time independent when viewed from the Eulerian (laboratory) reference frame. Hence, a steady
flow generally has changing properties when sampled along a fluid particle trajectory. That
is, there can be a nonzero Lagrangian evolution (via advection) even when the Eulerian time
tendency vanishes.

17.4.5 Example material time derivative operations

The material time derivative operator is perhaps the most important operator in fluid mechanics,
and its relation to the Eulerian time derivative plus advection is a key result of fluid kinematics.
Therefore, it is critical to develop experience with this operator and its generalizations. The
examples here offer a starting point.

10In the geophysical fluids literature, “convection” generally refers to vertical motion induced by gravitational
instability, such as when heavy fluid is above light fluid. In contrast, the engineering literature often refers to
“convection” in the same manner as we use the term “advection.”
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Material invariant/constant

Consider a scalar function, Π(x, t), that remains constant on a material trajectory so that its
material time derivative vanishes

DΠ

Dt
= 0. (17.13)

Material constancy is generally referred to as material invariance. We may also say that the
property, Π, is materially constant. At a fixed point in space, a materially invariant property
has its Eulerian time derivative arising only via advection

∂Π

∂t
= −v · ∇Π. (17.14)

For geometric insight into relation (17.14), introduce the unit normal vector to the surface
of constant Π

n̂ =
∇Π
|∇Π| . (17.15)

Material invariance of Π thus means that the normalized Eulerian time tendency equals to the
negative of the projection of the fluid velocity into the direction normal to constant Π surfaces

∂Π/∂t

|∇Π| = −v · n̂. (17.16)

That is, the normal projection of the fluid velocity, v, is matched precisely to the moving surface
of constant Π. No fluid particles cross the surface. We return to this result in Section 19.6.2
when studying the kinematic boundary conditions at a variety of surfaces.

Time derivative measured in an arbitrary moving frame

Now consider a reference frame moving at an arbitrary velocity, v(s). Examples include the
quasi-Lagrangian reference frames of a float in the ocean or balloon in the atmosphere. Due to
their finite size and associated drag effects, these objects only approximate material particle
motion, so that v(s) ̸= v. Returning to the general expression (17.9) for the total time derivative,
we have the time derivative operator as measured in this non-material moving reference frame

v(s)

Dt
=

∂

∂t
+ v(s) · ∇. (17.17)

A function that remains constant within this general moving frame thus satisfies

v(s)Π

Dt
= 0 =⇒ ∂Π

∂t
= −v(s) · ∇Π. (17.18)

Introducing the normal direction n̂ = |∇Π|−1∇Π leads to

∂Π/∂t

|∇Π| = −v(s) · n̂, (17.19)

which is an analog to the material invariance condition (17.16).
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17.4.6 Worked example: velocity and acceleration from a trajectory

Following example 3.2 from Kundu et al. (2016), consider a one-dimensional fluid motion whereby
the trajectory of a fluid particle is given by

X(t) = x̂X(t) = x̂
[
K (t− t0) + x30

]1/3
, (17.20)

where K is a constant with dimensions volume per time and x0 is the particle position at time
t = t0. The particle velocity and particle acceleration are determined through time differentiation

dX

dt
= x̂

K

3X2
and

d2X

dt2
= −x̂ 2K2

9X5
. (17.21)

The Eulerian velocity field is then determined by

v(x, t) ≡
[
dX

dt

]
x=X(t)

= x̂
K

3x2
, (17.22)

which reveals that the flow is steady since there is no time dependence to the Eulerian velocity
field. The Eulerian acceleration is given by the material time derivative of the Eulerian velocity,
which is equal to the second time derivative of the trajectory evaluated at the field point

Du

Dt
=
∂u

∂t
+ v · ∇u = 0 + u ∂xu = −[K/(3x2)] [(2K)/(3x3)] = −2K2

9x5
=

[
d2X(t)

dt2

]
x=X(t)

.

(17.23)

17.4.7 Material time derivative of a vector field

We now develop the material time derivative of a vector field, such as the velocity. We expect
there to be a bit more baggage to carry around since a vector field representation requires
basis vectors, with such vectors generally a function of space and time. Indeed, as we see, the
application to a vector field requires the covariant derivative operator from Section 4.11.

To start, consider Cartesian coordinates in Euclidean space. There is no special treatment
needed in this case, in which each component of a vector field, G = x̂G1 + ŷG2 + ẑG3, has a
material time derivative

DGm/Dt = (∂t + v · ∇)Gm = (∂t + vn ∂n)G
m. (17.24)

That is, for Cartesian coordinates in Euclidean space, each component of a vector field has a
material time derivative with the same form as that for a scalar field. Extending to arbitrary
coordinates requires us to take into account the space-time dependence of the basis vectors used
to represent a vector. The same ideas arose in Chapter 13 when deriving expressions for the
velocity and acceleration of a particle using spherical coordinates.

So let us write the vector field according to

G = Gm em, (17.25)

where em are basis vectors for the chosen coordinate system. In order for the material time
derivative of a vector field to itself be a tensor, we need to use the covariant derivative as part of
the advection operator, so that we have

D

Dt
= ∂t + vn∇n, (17.26)
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so that
DG

Dt
= (∂t + vn∇n) (Gm em). (17.27)

For Cartesian coordinates, the basis vectors, em, are space-time constants, in which case we
recover equation (17.24). For more general Eulerian coordinates, the basis vectors are time
independent so that

DG

Dt
= em (∂t + vn∇n)Gm Eulerian coordinates. (17.28)

This result noted that the covariant derivative of the basis vectors vanishes, ∇nem = 0, which
follows since the metric tensor also has a zero covariant derivative (Section 4.13). Also in
equation (17.28) we introduced the covariant derivative acting on a vector component

∇nGm = ∂nG
m + ΓmnpG

p, (17.29)

and with Γmnp = Γmpn the Christoffel symbols (Section 4.11) that measure the spatial dependence
of the basis vectors

∂nem = Γpnm ep. (17.30)

In spherical coordinates the basis vectors are time independent, in which case ∂tem = 0.
However, this time derivative term is present in some other coordinates, such as the generalized
vertical coordinates studied in Part XII of this book. So for the case of generalized vertical
coordinates, the basis vectors are time dependent so that the material time derivative of a vector
is

DG

Dt
= Gm ∂tem + em (∂t + vn∇n)Gm. (17.31)

17.4.8 Summarizing some terminology
We here summarize some terminology used to refer to the variety of equations in geophysical
fluid mechanics. Some of this terminology was introduced in this chapter, whereas others will be
encountered later.

• prognostic: This is an equation that determines the time tendency (Eulerian evolution)
of a quantity such as the temperature or velocity.

• diagnostic: This is an equation that determines the value of a field at a particular
time instance. An example is the non-divergence condition satisfied by velocity in an
incompressible flow (Chapter 21) as well in a Boussinesq ocean (Chapter 29). There are
generally no time derivatives appearing in diagnostic equations, though this property is
generally a function of the chosen coordinate system.

• steady state: All Eulerian time derivatives vanish, so that all fluid properties are time
independent when measured in the laboratory frame.

• material invariance: The Lagrangian time derivative vanishes for a property that is a
material invariant.

17.5 Galilean transformation
Recall from Section 11.1.3 that Galilean invariance means that the laws of motion are the same
in all inertial reference frames. Furthermore, two inertial reference frames can only be moving
with a constant velocity relative to one another. As for the particle, Galilean invariance for a
fluid means that the material acceleration of a fluid particle remains the same when viewed in
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v = v →U

Figure 17.4: Illustrating the Galilean transformation between two inertial reference frames. The time coordinate
is unchanged, t = t, whereas space coordinates are related by x = x−U t with U a constant boost velocity. We
refer to the barred frame as the boosted reference frame and the unbarred frame as the rest frame, though since
both frames are inertial there is no unique rest frame.

an arbitrary inertial reference frame. Some care is required when translating this invariance
into a mathematical statement when decomposing the material acceleration into its Eulerian
components. Our considerations here provide a useful warmup to the more general discussion in
Section 17.6, where we transform space and time derivative operators between an inertial frame
and a rotating frame.

Operationally, we determine whether an equation is Galilean invariant by examining the
differential operators appearing in the equation. Hence, in the following we examine how
differential operators transform when moving to a Galilean boosted reference frame. We then
examine how the material time operator transforms, since this operator appears in the calculation
of velocity and acceleration.

17.5.1 Specifying the Galilean transformation

A Galilean transformation is illustrated in Figure 17.4 and it is given mathematically by the
linear space-time transformation

t = t and x = x−U t and v = v −U . (17.32)

We say that the barred coordinates measure space and time in the moving (boosted) reference
frame and the unbarred coordinates measure space and time in the rest (unboosted) frame. As
time increases, fixing a position, x, in the boosted frame, so that v = 0, is equivalent to moving
with velocity v = U in the unboosted frame. Conversely, fixing a position, x, in the rest frame,
so that v = 0, is equivalent to movement with velocity v = −U in the boosted frame.

Since both reference frames are inertial, there is no experiment on a Galilean invariant
physical system that can determine which frame is at rest or which is moving. Instead, what is
relevant is that the two inertial frames are moving relative to one another. Furthermore, note
that time remains unchanged (universal Newtonian time), whereas the position of a point in the
new frame equals to that in the original reference frame plus a contribution from the constant
velocity, U . The inverse transformation is trivially given by

t = t and x = x+U t and v = v +U . (17.33)

17.5.2 Transformation matrix

We make use of the transformation matrix formalism to derive relations between the partial
differential operators, with details of the transformation matrix presented in Section 4.9. The
reader having skipped that section should still be able to understand the gist of the following.
For simplicity we work in the 1+1 dimensional case with time along with one space dimension.

Writing the space and time coordinates as

(t, x) = (x0, x1) and (t, x) = (x0, x1) (17.34)
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renders the transformation of partial derivatives (following the chain rule)

∂

∂xα
=
∂xα

∂xα
∂

∂xα
, (17.35)

where α = 0, 1 is a tensor index that has α = 0 for the time coordinate. The transformation
matrix for the Galilean transformation is thus given by the 2× 2 matrix

∂xα

∂xα
=

[
∂x0/∂x0 ∂x0/∂x1

∂x1/∂x0 ∂x1/∂x1

]
=

[
1 0
−U 1

]
, (17.36)

and the inverse is
∂xα

∂xα
=

[
1 0
U 1

]
. (17.37)

The Jacobian determinant of the transformation matrix is unity, so that the Galilean transfor-
mation always has an inverse.

17.5.3 Transforming the differential operators
Given the transformation matrix, we can compute the Eulerian time derivative as measured in
the moving frame by using the chain rule

∂

∂x0
=
∂x0

∂x0
∂

∂x0
+
∂x1

∂x0
∂

∂x1
=

∂

∂x0
+ U

∂

∂x1
=

∂

∂t
+ U

∂

∂x
. (17.38)

In words, this identity says that the time derivative computed between two inertial reference
frames differs due to an advective term (with the constant Galilean boost velocity) arising from
the relative motion of the two inertial observers. A time derivative measured in the boosted
reference frame keeps the position, x, fixed, so that even if ∂t is zero, we can still have a nonzero
∂t due to advection, U ∂x.

In the same manner we find that the space derivatives are related by

∂

∂x1
=
∂x0

∂x1
∂

∂x0
+
∂x1

∂x1
∂

∂x1
=

∂

∂x1
. (17.39)

Evidently, the space derivative operator remains form invariant under a Galilean transformation.
This result holds also for the other two space dimensions.

Bringing pieces together we find that the material time derivative operator is form invariant
under a Galilean transformation

D

Dt
=

∂

∂t
+ v · ∇ (17.40a)

=
∂

∂t
−U · ∇+ (v +U) · ∇ (17.40b)

=
∂

∂t
+ v · ∇ (17.40c)

=
D

Dt
, (17.40d)

where we used the shorthand

v · ∇ = u
∂

∂x1
+ v

∂

∂x2
+ w

∂

∂x3
. (17.41)

So although the individual pieces to the material time operator are modified by a Galilean
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transformation, the material time derivative operator is form invariant. Hence, if a scalar function
has a material time derivative in one inertial reference frame, it has the same material time
operator in any other inertial reference frame. To be more precise, let F represent some scalar
property. When measured at a space-time point (P, t) using the coordinate system, xα = (x, t),
we write11

F(P, t) = F (x, t), (17.42)

and its material time derivative is

DF (x, t)

Dt
= (∂t + vm ∂m)F. (17.43)

Likewise, when evaluated at the same point but using the boosted coordinates, xα = (x, t), then

F(P) = F (x, t), (17.44)

with its material time derivative

DΠ(P)

Dt
= (∂t + vm ∂m)F . (17.45)

We provide an explicit example in Exercise 17.6.

17.5.4 Comments

There are many features of geophysical fluid flows that break Galilean invariance. For example,
a solid boundary breaks Galilean invariance since it establishes a special reference frame and
thus breaks the symmetry of unbounded space. Additionally, a rotating planet distinguishes
between longitude and latitude even if the planet is perfectly smooth. Nonetheless, as a starting
point in our study of the equations of fluid mechanics it is useful to establish their properties
under a Galilean transformation. In general, if space is Galilean invariant and yet the equations
of motion are not, then we question the physical relevance of the equations. Exercise 38.11
provides an example of this reasoning.

There are further symmetries of the equations of fluid mechanics, especially when there is no
dissipation (inviscid). Section 2.2 of Frisch (1995), Section 2.9 of Pope (2000), and Section 1.4
of Badin and Crisciani (2018) provide a discussion of these further symmetries.

17.6 Transforming the material time derivative
In the discussion of Galilean invariance in Section 17.5, we showed that the material time
derivative operator remains form invariant under changes to the inertial reference frame. Here,
we consider an arbitrary transformation, with a focus on its action on a scalar field. The
development offers a case study for how to transform from one reference frame to another.

17.6.1 Definition of the material time derivative

We first determine the transformation by focusing on the conceptual definition of the material
time derivative. Namely, the material time derivative measures time changes of a fluid property
in the reference frame comoving with a fluid particle. The Lagrangian reference frame follows
fluid particles, so it is the natural reference frame for measuring material time changes. In
contrast, the Eulerian reference frame is fixed in a laboratory. The material time derivative

11Recall the notational convention from Section 1.5.1.
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acting on a scalar when computed from the laboratory reference frame consists of an Eulerian
time tendency plus an advection operator

D

Dt
=

∂

∂t
+ v · ∇. (17.46)

Importantly, this expression holds regardless the choice of laboratory reference frame, either
inertial or non-inertial. The particle reference frame is unconcerned with the subjective choice
made by the observer in the laboratory reference frame. Our choice of laboratory frame only
impacts on the form of the Eulerian time derivative and on the advection operator. The sum of
the two terms returns the same material time derivative operator, no matter what laboratory
frame is chosen.

17.6.2 Example: a rotating reference frame

Consider two reference frames. The first is at rest and so serves as an inertial frame, whereas the
second is rotating (and thus non-inertial) with rotational axis aligned with the vertical direction
as in Figure 4.3. Introduce Cartesian coordinates for the inertial frame, with corresponding
basis vectors (x̂, ŷ, ẑ). Let these inertial frame unit vectors be related to rotating frame unit
vectors according to

x̂ = x̂ cosϑ− ŷ sinϑ (17.47a)

ŷ = x̂ sinϑ+ ŷ cosϑ (17.47b)

ẑ = ẑ, (17.47c)

and let time be the same in the two reference frames. The angle ϑ measures the counter-clockwise
angle between the inertial frame direction x̂ and the moving frame direction x̂, with this angle a
linear function of time

ϑ = Ω t. (17.48)

The above relations between the two sets of basis vectors translates into the same relations
between the corresponding coordinate representations for an arbitrary vector. Including time,
we have the relation between inertial coordinates (the barred frame) and rotating coordinates
(unbarred frame)

t = t (17.49a)

x = x cosϑ− y sinϑ (17.49b)

y = x sinϑ+ y cosϑ (17.49c)

z = z. (17.49d)

The inverse transformation can be easily found

t = t (17.50a)

x = x cosϑ+ y sinϑ (17.50b)

y = −x sinϑ+ y cosϑ (17.50c)

z = z. (17.50d)

We are now prepared to make use of the transformation formalism developed in Section
4.9, and applied for the Galilean transformation in Section 17.5. We include time as part of
the formalism by introducing the Greek label α = 0, 1, 2, 3 so that the transformation matrix
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between the inertial frame and rotating frame is given by

∂xα

∂xα
=


∂x0/∂x0 ∂x0/∂x1 ∂x0/∂x2 ∂x0/∂x3

∂x1/∂x0 ∂x1/∂x1 ∂x1/∂x2 ∂x1/∂x3

∂x2/∂x0 ∂x2/∂x1 ∂x2/∂x2 ∂x2/∂x3

∂x3/∂x0 ∂x3/∂x1 ∂x3/∂x2 ∂x3/∂x3

 =


1 0 0 0
−Ω y cosϑ − sinϑ 0
Ωx sinϑ cosϑ 0
0 0 0 1

 . (17.51)
Similarly, the inverse transformation is given by

∂xα

∂xα
=


∂x0/∂x0 ∂x0/∂x1 ∂x0/∂x2 ∂x0/∂x3

∂x1/∂x0 ∂x1/∂x1 ∂x1/∂x2 ∂x1/∂x3

∂x2/∂x0 ∂x2/∂x1 ∂x2/∂x2 ∂x2/∂x3

∂x3/∂x0 ∂x3/∂x1 ∂x3/∂x2 ∂x3/∂x3

 =


1 0 0 0
Ω y cosϑ sinϑ 0
−Ωx − sinϑ cosϑ 0
0 0 0 1

 . (17.52)
The derivative operators transform according to

∂

∂xα
=
∂xα

∂xα
∂

∂xα
, (17.53)

in which case

∂

∂t
=

∂

∂t
+ (Ω× x) · ∇ (17.54a)

∂

∂x
= cosϑ

∂

∂x
+ sinϑ

∂

∂y
(17.54b)

∂

∂y
= − sinϑ

∂

∂x
+ cosϑ

∂

∂y
(17.54c)

∂

∂z
=

∂

∂z
. (17.54d)

The velocity vector components transform according to

vα =
∂xα

∂xα
vα, (17.55)

so that

v0 = v0 (17.56a)

u = Ω y + u cosϑ+ v sinϑ (17.56b)

v = −Ωx− u sinϑ+ v cosϑ (17.56c)

w = w, (17.56d)

where
v0 = v0 = 1. (17.57)

Bringing these result together leads to the transformation of the horizontal advection operator

u
∂

∂x
+ v

∂

∂y
= (u−Ω× x) · ∇. (17.58)

Combining this result with the transformed Eulerian time derivative leads to the material time
derivative

D

Dt
=

∂

∂t
+ v · ∇ (17.59a)
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=
∂

∂t
+ u

∂

∂x
+ v

∂

∂y
+ w

∂

∂z
(17.59b)

=
∂

∂t
+ (Ω× x) · ∇+ (u−Ω× x) · ∇+ w

∂

∂z
(17.59c)

=
∂

∂t
+ v · ∇. (17.59d)

As advertised, the operator is form invariant under time dependent transformations to a non-
inertial reference frame.

17.6.3 Invariance using space-time tensors
We can generalize the previous result by writing the material time derivative operator using
space-time tensor notation from Section 3.5.4, in which case

D

Dt
=

∂

∂t
+ v · ∇ =

∂

∂x0
+ vm

∂

∂xm
= vα

∂

∂xα
, (17.60)

where we introduced the velocity 4-vector

(v0, v1, v2, v3) = (1, v1, v2, v3). (17.61)

All space-time indices are contracted in equation (17.60), which means the material time
derivative is a space-time scalar. Consequently, we can change coordinates or change reference
frames without changing the material time operator.

We verify the above conclusion via the following manipulations using the chain rule

D

Dt
= ∂0 + vm ∂m (17.62a)

= Λα0 ∂α + Λaα v
α Λβa ∂β (17.62b)

= Λα0 ∂α + Λaα Λ
β
a v

α ∂β, (17.62c)

where we wrote the transformation matrix and its inverse in the form (see Section 4.1.4 for more
details)

Λαα ≡
∂xα

∂xα
and Λαα ≡

∂xα

∂xα
. (17.63)

Next make use of the identity

Λaα Λ
β
a = Λαα Λ

β
α − Λ0

α Λ
β
0 a = 1, 2, 3 and α = 0, 1, 2, 3 (17.64a)

= δβα − Λ0
α Λ

β
0 Λαα Λ

β
α = δβα by chain rule (17.64b)

= δβα − δ0α Λ
β
0 Λ0

α = δ0α for Newtonian time. (17.64c)

Use of this identity in equation (17.62c) renders

D

Dt
= Λα0 ∂α +

[
δβα − δ0α Λ

β
0

]
vα ∂β (17.65a)

= Λα0 ∂α + vα ∂α − v0 Λβ0 ∂β (17.65b)

= vα ∂α (17.65c)

= ∂t + va ∂a, (17.65d)

where we used v0 = 1. This proof means that the material time derivative remains form invariant
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no matter what coordinate choice is made for the laboratory reference frame.

17.6.4 Comments
As argued at the start of this section, there is no reason for a time derivative computed in a
material frame to be concerned with the coordinates chosen for the laboratory frame. Hence, we
expect there to be form invariance across all chosen laboratory coordinates. It is satisfying to
see the tools of coordinate transformations put to use verifying this result.

17.7 Fluid flow lines
There are three types of flow lines commonly used to visualize fluid motion: pathlines, streamlines,
and streaklines. These flow lines are identical for time independent (steady) flow, where steady
flow means that all fields are constant in time when observed in the Eulerian reference frame.
However, these flow lines differ for unsteady flow. They each offer complementary information
about the flow field, and have uses in both theoretical and experimental contexts. We have use
for pathlines and streamlines in this book, yet also introduce streaklines for completeness.

17.7.1 Material pathlines from fluid particle trajectories
As introduced in Section 17.3.1, a fluid particle traces out a trajectory as it moves through space
and time (Figure 17.2). We use the term material pathline for a fluid particle trajectory, with a
collection of pathlines providing a means to visualize fluid particle motion throughout the flow.
In this book we are only concerned with smooth velocity fields, which allow for an unambiguous
specification of the particle trajectory at each point of the fluid.

As introduced in Section 18.3.2, a fluid particle trajectory is a curve in space, φ(a, T ), that
is traced by fixing the material coordinate, a, and letting time, T , advance.12 Trajectories are
computed by time integrating the ordinary differential equation

∂φ(a, T )

∂T
= v[φ(a, T ), T ] (17.66a)

φ(a, T = t0) = a, (17.66b)

where the Lagrangian velocity of the fluid particle is written as the Eulerian velocity when
evaluated on a trajectory13

vL(a, T ) = v[x = φ(a, T ), t = T ], (17.67)

and we have assumed the material coordinates are known at some arbitrary initial time, T = t0.
Again, the partial time derivative is computed with the material coordinate held fixed, so that
the material coordinate distinguishes between particle trajectories.

Since the trajectory is determined by integrating the ordinary differential equation (17.66a),
the fluid particle trajectory provides an integral curve for the velocity vector. Furthermore, by
construction, trajectories are tangent to the velocity field at each point, and there is a trajectory
that passes through each point of space at each time instance.

In the laboratory, we can insert tiny particles into the fluid to offer a means for visualizing
the flow, with a time exposed photograph providing an estimate of fluid particle pathlines.
Experimental particles provide an accurate estimate of fluid particle pathlines if the particles do

12As studied in Chapter 18, trajectories are the Euclidean space manifestation of the flow map, which acts to
smoothly deform the matter continuum through space as the fluid moves. For this reason, we sometimes write
φ(a, T ) = X(a, T ) to correspond to the particle mechanics studied in Part II of this book.

13We have more to say about equation (17.67) in Chapter 18.
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Figure 17.5: This image shows an example streamtube. The side boundaries of a streamtube consist of
streamlines. At each point of a streamline, the local tangent vector equals to the velocity field (see equation
(17.69)). Streamlines are identical to pathlines only for steady flow; they differ for unsteady flows. Hence, for
unsteady flows, particle trajectories generally cross through the streamtube boundary.

not disperse through diffusion (see Chapter 69). As another example, consider cars moving at
night with a time exposed photograph revealing pathlines formed by car head and tail lights.
Like cars, the material pathlines in a fluid can intersect, cross, and become quite complex,
particularly when the flow is turbulent.

17.7.2 Fluid streamlines and streamtubes

Streamlines are curves whose tangent is parallel to the instantaneous fluid velocity field. Stream-
lines can intersect only at a stagnation point; i.e., a point where the fluid is not moving.
Let

dx = x̂ dx+ ŷ dy + ẑ dz (17.68)

be an infinitesimal increment along a streamline written using Cartesian coordinates. The family
of streamlines at a given time, t, satisfy the tangent constraint

v × dx = 0, (17.69)

which is equivalent to
dx

u(x, t)
=

dy

v(x, t)
=

dz

w(x, t)
. (17.70)

Alternatively, we can introduce a pseudo-time parameter, s, that determines a position along a
streamline. Streamlines are the curves x = φ(s;a, t) computed with (a, t) held fixed, but with
the pseudo-time varied

∂φ(s;a, T )

∂s
= v[φ(s;a, T ), T ] (17.71a)

φ(s = 0;a, T ) = a. (17.71b)

Again, both the material coordinate a and time T are held fixed when determining streamlines,
so that (a, T ) act as parameters to distinguish streamlines. Streamlines thus do not know about
the time evolution of unsteady flow. Instead, streamlines only sample a snapshot of the velocity
field; they are freshly computed at each time instance.

A streamtube is a bundle of streamlines crossing through an arbitrary closed curve (see
Figure 17.5). Hence, at each time instance, streamtube sides are parallel to the velocity vector.
Furthermore, when the flow is steady then streamlines are identical to material particle pathlines.
Hence, a streamtube is a material tube for steady flow, in which case no fluid particles cross the
streamtube boundary.
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Figure 17.6: A suite of trajectories emanating from a single point. Common approximate realizations include
the paths of fluid particles that leave a chimney, or the smoke from a source like a burning stick or torch. A
streakline is defined as the accumulation of positions at time T of particles that passed through the common point
at some earlier time s < T .

17.7.3 Distinguishing streamlines and pathlines
The tangent to a streamline gives the velocity at a single point in time, whereas the tangent to
a material pathline (i.e., a trajectory) gives the velocity at subsequent times. These tangents
are identical when the flow is steady. However, if the flow is time dependent (unsteady), then
streamlines differ from material pathlines. Furthermore, for unsteady flow, the pseudo-time
parameter, s, determining the streamlines in equation (17.71a) is not equal to the time, t, used
to compute fluid particle trajectories in equation (17.66a). Consequently, the condition v · n̂ = 0
satisfied at each time instance by a streamline still allows fluid particles to cross streamlines.
The reason is that a material pathline moves with the fluid in such a way that

(v − vline) · n̂ = 0 =⇒ v · n̂ = vline · n̂ material lines, (17.72)

where vline is the velocity of a point on the material pathline. The material pathline thus moves
so that no fluid particles cross it. Only when the flow is steady, so that vline · n̂ = 0, will material
pathlines and streamlines be equal. That is, the streamline constraint v · n̂ = 0 is not a material
constraint when vline · n̂ ̸= 0. The key point is that streamlines do not probe the time behavior
of the flow, so they do not know whether the velocity is steady or unsteady.

17.7.4 Fluid streaklines
A streakline is a curve obtained by connecting the positions for all fluid particles that emanate
from a fixed point in space (see Figure 17.6). Streaklines are simple to define conceptually and
to realize experimentally. However, they are a bit convoluted to specify mathematically. We
present two formulations.

At any time T , the streakline passing through a fixed point y is a curve going from y to
φ(y, T ), the position reached by the particle initialized at T = 0 at the point y. A particle is
on the streakline if it passed the fixed point y at some time between 0 and T . If this time was
s, then the material coordinate of the particle would be given by a(y, s) relating the material
coordinate to its corresponding laboratory position). Furthermore, at time T , this particle is at
x, so that the equation of the streakline at time T is

x = φ[a(y, s), T ] 0 ≤ s ≤ T. (17.73)

We can connect the streakline specification to that given for a pathline and streamline
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through the following. A streakline at some time instance T̃ is a curve defined by fixing T̃ and
varying s over s ≤ T̃ in the function φ(s;a, T̃ ). We determine the curves x = φ(s;a, T̃ ) by
solving the following set of initial value problems for trajectories with initial conditions imposed
at T = s rather than T = 0

∂φ(s;a, T )

∂T
= v[φ(s;a, T ), T ] (17.74a)

φ(T = s;a, T ) = a. (17.74b)

Note that a remains fixed, as we start all trajectories determining a streakline from the same
initial point (e.g., the chimney does not move). A streakline can thus be generated by emitting
a dye from a point over a time interval equal to the range of s, with the dye following fluid
particle trajectories.

17.7.5 An analytic example of flow lines

Consider the following two-dimensional example as taken from Section 4.13 of Aris (1962). Let
the Eulerian velocity field be given by

u =
x

τ + t
and v =

y

τ
and w = 0, (17.75)

where τ > 0 is a constant with the dimensions of time. Also write X(a, T ) = φ(x, T ) for the
trajectories, with t = T the time coordinate.

Pathlines

Pathlines are determined by solving the trajectory equations

dX(T )

dT
=
X(T )

τ + T
and

dY (T )

dT
=
Y (T )

τ
and

dZ(T )

dT
= 0, (17.76)

which are found to be

X(T ) = X0 (1 + T/τ) (17.77a)

Y (T ) = Y0 e
T/τ (17.77b)

Z(T ) = Z0, (17.77c)

where X(T = 0) =X0. Sample trajectories are shown in Figure 17.7 over time T ∈ [0, 2]. We
can eliminate time to yield a curve in the horizontal (x, y) plane

y = Y0 e
(x−X0)/X0 . (17.78)

Streamlines

Streamlines are determined by solving the differential equations

dX(s;T )

ds
=
X(s;T )

τ + T
and

dY (s;T )

ds
=
Y (s;T )

τ
and

dZ(s;T )

ds
= 0, (17.79)
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Figure 17.7: Left panel: sample pathlines X(T ) = X0 (1+T/τ) and Y (T ) = Y0 e
T/τ (see equations (17.77a) and

(17.77b)) during times T ∈ [0, 2τ ]. The trajectories drawn here all start at X0 = 1 and set the parameter τ = 1.
Note that those pathlines with X0 = 0 remain on the y-axis, and those with Y0 = 0 remain on the x-axis. Middle
panel: Sample streamlines X(s;T ) = X0 e

s/(τ+T ) and Y (s;T ) = Y0 e
s/τ (see equations (17.80a) and (17.80b). We

set T = 2 and let the pseudo-time run from s ∈ [0, 4]. All streamlines shown here start at X0 = 1. Note that those
that start with X0 = 0 remain on the y-axis, and those that start with Y0 = 0 remain on the x-axis. Right panel:
sample analytic streakline (dark bold line) at T = 2 according to equations (17.83a) and (17.83b). This streakline
is determined by the position of particles at T = 2 that pass through (X,Y ) = (1, 1) during times t ∈ (−∞, 2).
We show three sample trajectories that fall onto the streakline. The longest trajectory starts at (X,Y ) = (1, 1) at
T = 0, whereas the two shorter trajectories pass through (X,Y ) = (1, 1) at some time 0 < T < 2. Notice the
distinction between all three flow lines, which is to be expected since the flow field is unsteady.

where time, T , is a fixed parameter whereas the pseudo-time, s, is varied. Integration renders
the streamlines

X(s;T ) = X0 e
s/(τ+T ) (17.80a)

Y (s;T ) = Y0 e
s/τ (17.80b)

Z(s;T ) = Z0. (17.80c)

Sample streamlines are shown in Figure 17.7. Note that we can eliminate the pseudo-time s to
render a curve in the horizontal (x, y) plane

y = Y0

[
x

X0

](τ+T )/τ
(17.81a)

z = Z0. (17.81b)

Streaklines

For streaklines, invert the trajectory expressions (17.77a)-(17.77b) to find the material coordinates
a(y, s) in the form

a1 =
y1

1 + s/τ
and a2 = y2 e

−s/τ and a3 = y3. (17.82)

We next evaluate the trajectory expressions (17.77a)-(17.77b) with a as the initial positions to
find the streaklines

X(s;a, T ) =
y1 (1 + T/τ)

1 + s/τ
(17.83a)

Y (s;a, T ) = y2 e
(T−s)/τ (17.83b)

Z(s;a, T ) = y3. (17.83c)
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Figure 17.7 illustrates the streakline for a particular point (X,Y ) = (1, 1).

17.7.6 Further study
A discussion of flow lines can be found in most books on fluid mechanics. The presentation here
borrows from Sections 4.11-4.13 of Aris (1962), Section 3.3 of Kundu et al. (2016), and online
lecture notes on fluid kinematics from Professor McIntyre of Cambridge University.

17.8 Exercises
exercise 17.1: Fluid velocity and acceleration derived from a trajectory
This exercise is based on Q1.6 of Johnson (1997). As described in this chapter, Eulerian
kinematics focuses on the velocity field, v(x, t), which provides the fluid velocity as a function
of the space and time. The complementary Lagrangian kinematics is based on describing fluid
motion from the perspective of a moving fluid particle labeled by a material coordinate, a. For
definiteness, let the material coordinate be the position of a fluid particle at some arbitrary
initial time, a =X0.

Consider the following expression for the position of a fluid particle

X(T ) = X(T ) x̂+ Y (T ) ŷ + Z(T ) ẑ = X0 e
2 (T/τ)2 x̂+ Y0 e

−(T/τ)2 ŷ + Z0 e
−(T/τ)2 ẑ, (17.84)

where τ is a constant with dimensions of time.

(a) Derive an expression for the Lagrangian velocity (i.e., velocity of the fluid particle),
V = Ẋ = dX/dT .

(b) Derive an expression for the Eulerian velocity field, v(x, t).

(c) Derive an expression for the Lagrangian acceleration, A = V̇ = dV /dT . To simplify the
expression, write A in terms of V , Ẋ, Ẏ , and Ż.

(d) Derive an expression for the Eulerian acceleration, which is given by the material time
derivative of the Eulerian velocity field,

Dv

Dt
= (∂t + v · ∇)v. (17.85)

(e) Show that the Lagrangian acceleration and Eulerian acceleration are the same when
evaluated at the same point in space and time,

Dv

Dt
= A if t = T and x =X(T ). (17.86)

exercise 17.2: Fluid velocity and acceleration derived from a trajectory
This exercise is just like Exercise 17.1, only with a different expression for the trajectory, and
here considering only a single space dimension. Following the example in Section 17.4.6, consider
the one-dimensional fluid particle trajectory

X(T ) = x̂X(T ) = x̂
[
k (T − t0)2 + x30

]1/3
, (17.87)

where k is a constant with dimensions L3 T−2, x0 is the particle position at time t0, and x̂ is
the fixed Cartesian unit vector.
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(a) Determine the velocity of the fluid particle.

(b) Determine the acceleration of the fluid particle.

(c) Determine the Eulerian velocity field.

(d) Determine the Eulerian acceleration field and show that it equals to the particle acceleration
when evaluated at the spatial point, x =X(T ).

exercise 17.3: Streamlines and pathlines
Consider the spatially constant oscillating horizontal velocity field

u = U [x̂ cos(ω t) + ŷ sin(ω t)], (17.88)

where U is the constant flow speed and ω is the angular frequency of the oscillating flow. In
this example we determine the streamlines and pathlines, which serves to clearly illustrate their
distinction for this spatially constant time dependent flow.

(a) Derive the equation y = y(x) for the streamline that passes through the origin at time
t = 0.

(b) Derive the equation for the pathline that passes through the origin at time t = 0. Write the
equation in a form that eliminates time, so to reveal the geometric shape of the pathlines.

exercise 17.4: Material evolution of the partial derivative of a function
In this exercise we establish some properties of the material time derivative operator when acting
on spatial derivatives of a scalar field.

(a) If a scalar field Π is materially constant, prove that the material evolution of its spatial
derivative is given by

D(∂iΠ)

Dt
= −∂iv · ∇Π. (17.89)

For example, if DΠ/Dt = 0, then the zonal partial derivative ∂xΠ has a material time
derivative given by

D(∂Π/∂x)

Dt
= −∂v

∂x
· ∇Π. (17.90)

(b) What is the material time derivative of ∇Π for the case that Π is not materially constant?
Write your answer in a manner that clearly shows that the partial space derivative does
not commute with the material time derivative. That is,

D(∂iΠ)

Dt
̸= ∂i

DΠ

Dt
. (17.91)

Show what term appears on the right hand side to produce an equality.

Hint: Some might find it more suitable to first solve the general case. Also, use Cartesian tensors
for convenience.

exercise 17.5: Surface moving with the fluid
This exercise is based on Q1.5 of Johnson (1997). Consider a non-dimensional velocity field (all
symbols are non-dimensional in this exercise)

v(x, y, z, t) = t (2x x̂− y ŷ − z ẑ) (17.92)
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and a surface defined by the function

F (x, y, z, t) = x2 e−2 t2 + (y2 + 2 z2) et
2
= constant. (17.93)

Show that
DF

Dt
= (∂t + v · ∇)F = 0, (17.94)

which means that the surface follows fluid particles.

exercise 17.6: Tracer concentration and a Galilean transformation
Consider a tracer concentration written using (x, t) coordinates14

Π(x, t) = Π0 e
−x2/(4κ t), (17.95)

where Π0 is a constant and where κ is a constant diffusivity with dimensions of L2 T−1.

(a) Compute the material time derivative, DΠ/Dt, with an assumed zero fluid flow.

(b) Perform a Galilean boost to a reference frame moving with constant velocity, U x̂. In this
frame the fluid velocity is no longer static, but is now seen to be moving. Compute the
material time derivative of Π(x, t) in this reference frame. Hint: you should find that

DΠ(x, t)

Dt
=

DΠ(x, t)

Dt
, (17.96)

where (x, t) are space-time coordinates in the rest frame, (x, t) are coordinates in the
boosted frame, and Π(x, t) is the functional representation of the tracer concentration in
the boosted frame.

Hint: make use of ideas detailed in Section 17.5

exercise 17.7: Unstated assumption in Lumley’s video
This 27-minute video on Eulerian and Lagrangian descriptions from Prof. Lumley offers a
pedagogical discussion of these two perspectives on fluid motion. However, there is one unstated
assumption in this video that limits the applicability of his expressions for the material time
derivative. What is that assumption? Hint: read Section 17.4.7.

14We study tracers in Chapter 20. No prior knowledge of tracers is needed for this exercise.
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Chapter 18

FLOW AND DEFORMATION

Motion of the matter continuum provides a flow map that continuously and smoothly reshapes
the continuum as time evolves. In this chapter we develop an understanding of how this
motion of the continuum, assumed to occur in Euclidean space, modifies geometric objects
and shapes placed in the flow. The kinematics of this modification is directly connected to
flow deformation, and we consider two methods to characterize deformation. One is based on
the motion field that produces a flow map of the continuum. This method makes use of the
deformation matrix (computed from derivatives of the flow map) that deforms material objects.
The second method (which is dual to the first) is based on the velocity gradient tensor, which is
conveniently decomposed into its symmetric component, the strain rate tensor (also called the
deformation rate tensor), and its anti-symmetric component known as the rotation tensor.

The kinematic ideas in this chapter make extensive use of material fluid particles as introduced
in Section 17.2.1. Fluid particles are mathematical points that move with the fluid flow, and
there is a continuum of such particles comprising any continuous region of fluid. We do not
ask questions about the number of such particles on a material object, nor do we question
whether particles are created or destroyed as a material object changes its length, area, or
volume. Instead, we make use of fluid particles as a conceptual construct to describe motion of
the continuum, and we use their trajectories to define the Lagrangian reference frame. Point
fluid particles are not approximations to molecules. Instead, they are mathematical constructs
that offer a lens to view motion of the matter continuum.

As part of a study of flow kinematics, we commonly consider thought experiments by
drawing an imaginary geometric object within a fluid and following the object as the fluid flows.
A particularly relevant object is one whose material points follow a fluid particle trajectory.
We study the kinematics of such material fluid objects by using rudimentary Lagrangian and
Eulerian methods. Extra attention is given to the kinematics of two-dimensional flow due to the
relative mathematical ease and the associated intuition that proves useful for more general three
dimensional flows.

reader’s guide for this chapter
This chapter builds from the kinematics of Chapter 17, and makes extensive use of both

the Eulerian and Lagrangian references frames. We assign the Latin labels i, j, k for the
spatial (Eulerian) description in x-space, whereas material (Lagrangian) labels use the capital
letters, I, J,K for a-space. Coordinates in both x-space and a-space sometimes assumed to be
arbitrary, so that we make use of notions from general tensor analysis as per Chapters 3 and
4, with distinctions made between covariant and contravariant labels enabling the Einstein
summation convention. We require tensor analysis to systematically transform between the
Eulerian and Lagrangian descriptions, and we review the salient formalism in this chapter as
applied to x-space and a-space.

Even so, at certain points we make use of Cartesian coordinates for the Eulerian space
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since doing so allows for the use of familiar notions from Cartesian tensor analysis (Chapter
2) when studying how points in the flow move relative to one another. Extending certain of
these kinematic concepts to general coordinates requires more mathematical apparatus than
considered in this book (e.g., Lie derivatives).

References for this chapter include the text by Salmon (1998), who provides an accessible
treatment of Eulerian and Lagrangian fluid mechanics. Chapter 4 of Aris (1962) treats fluid
kinematics in the context of tensor analysis. Chapter 4 of Malvern (1969), Chapters 1 and 2
of Tromp (2025a), and Tromp (2025b) provide insightful summaries of continuum kinematics,
with Eulerian (spatial) and Lagrangian (material) two of the four descriptions that have
found use in continuum mechanics. The other two descriptions are the referential description
and the relative description. We make some use of the referential description in Section 18.2,
which is commonly used in solid mechanics.
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18.1 Loose threads
• Convert Figure 18.6 into Keynote and gray shade the color.

18.2 Motion generates the flow map
The discussion in Section 17.3 is directly motivated by particle mechanics, and it serves as a
useful introduction to fluid kinematics. It also serves to emphasize the primary role of particle
trajectories for use in describing fluid motion through Euclidean space. In this section we
provide a more formal treatment building from particle trajectories. In particular, we present a
rudimentary mathematical structure framing the motion of continuum matter.

18.2.1 Defining the motion field and its flow map
The matter continuum moves through Euclidean space as Newtonain time progresses. We define
the motion field, φ, as the mathematical object that generates a nonlinear time dependent and
invertible flow map, with the map between the continuous matter distribution in a reference or
base state and the continuous matter distribution in a future state. That is, the motion field is
the reason there is a flow map, so that the nomenclature “motion field” and “flow map” are
used interchangeably in this book since they both refer to movement of the continuum.

We write the motion field or flow map as

x = φ(a, T ) and xi = φi(a, T ) for i = 1, 2, 3. (18.1)

The function, φ, has a nonlinear dependence on the material coordinate, aI , which labels a
material point in the continuum, as well as the material time, T . The uppercase index, I = 1, 2, 3,
is used for material coordinates. Equation (18.1) says that the spatial point, x, for a fluid
particle in the spatial manifold, S, is determined once we specify the material coordinate, a, and
the time, T = t. We thus conceive of the motion of the material continuum through Euclidean
space as providing the map that continuously and smoothly reshapes the material configuration.
We are only concerned in this book with evolution that renders no holes or rips in the matter
continuum; i.e., no discontinuities such as shocks in fluids or faults in solids.1 Hence, the flow

1Tromp (2025a) and Tromp (2025b) further generalizes the motion by working fully within the context of
manifolds and differential geometry, thus removing the need to conceive of the motion of particles in Euclidean
space. Besides allowing for the power of differential geometry, that level of abstraction allows Tromp (2025a)
and Tromp (2025b) to consider rips in matter continuum, thus opening up the formalism to treating faults and
earthquakes. For the present book, we do not employ that level of abstraction since the geophysical fluid motion
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T = t > tR

Figure 18.1: In the left panel, the matter continuum at reference time, T = tR, defines a reference or base
manifold, B. Each point in B is specified by its material (Lagrangian) coordinate, a, thus defining the a-space
descriptions. Within the base manifold we also depict a subregion, R(tR). The motion field, φ(a, T ), acts as a
one-to-one invertible flow map that smoothly evolves the matter continuum from the base manifold, B, to the
deformed or spatial manifold, S, at t = T > tR. The motion field also maps the subregion R(tR) of B to the
subregion R(t) of S. The inverse motion or inverse flow map, Φ, defines the one-to-one inverse flow map going
from S to B. A point on the spatial manifold is specified by its point in space, x, thus providing the Eulerian
x-space description. We here depict the a-space and x-space coordinates as orthogonal Cartesian coordinates, yet
they can be arbitrary coordinates by making use of the general tensor formalism in Chapters 3 and 4. Indeed, it
is common for the Lagrangian coordinates to have arbitrary physical dimensions (i.e., not length), as discussed in
Section 17.3.2.

map (18.1) is smooth, one-to-one, and invertible.2

We encountered the idea of motion creating a flow map when studying flow lines in Section
17.7. Namely, by fixing a particular material coordinate, a, and letting time progress, the flow
map, φ(a, T ), defines a fluid particle trajectory moving through Euclidean space

φ(a, T ) =X(a, T ). (18.2)

Given this identity, we could have maintained the notation for trajectories introduced in Section
17.3, rather than introduce the new symbol, φ. Indeed, in many cases in this book it is
convenient to use the notation X(a, T ) to connect to trajectories of point particles moving
through Euclidean space, as studied in Part II of this book. However, the φ notation is more
general, allowing for the consideration of motion without presuming it is embedded within
Euclidean space. Even though such generalities are not essential for this book, it is of use for
more general treatments of continuum mechanics (e.g., Tromp (2025a) and Tromp (2025b)).
Furthermore, it is effective nomenclature for our use when interpreting the flow map as a
coordinate transformations between a-space and x-space, as we do in Section 18.3.2.

As depicted in Figure 18.1, the a-space coordinates can be specified by the Cartesian positions
of the fluid particles at a specified reference time, T = tR. Indeed, this choice is common in the
continuum mechanics literature. The continuum matter deforms as it evolves according to the
motion field, φ(a, T ), with this deformation typically leading to rather complex coordinate lines.
Hence, a coordinate description of fluid motion using Lagrangian kinematics necessarily involves
features of the general tensor analysis from Chapters 3 and 4.

of concern this book concerns the smooth motion of fluid particles through Euclidean space.
2Invertibility of the flow map holds even in the presence of irreversible mixing. The reason is that mixing

retains the notion of distinct fluid particles, even though the mixing of fluid particles generates entropy.
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18.2.2 Depicting the motion and its inverse
In Figure 18.1 we depict the motion field and the corresponding flow map of the matter continuum.
The base or reference state of the continuum is referred to as B, and it defines a smooth reference
manifold or base manifold on which we can perform differential calculus (i.e., there are no rips or
discontinuities in the fluid continuum). Each point of B is specified by a value for the material
(also Lagrangian) coordinate, a. As time progresses, the motion field smoothly and invertibly
maps each point of B to a deformed state of the matter continuum. A point in the deformed
fluid state is described by a point in the manifold, S. We measure a position on S using the
spatial (or Eulerian) coordinates, xi, according to the flow map (18.1), thus motivating the name
spatial manifold for S.

Since the flow map provided by the motion is invertible, there is an inverse flow map, Φ.
The inverse flow map takes each point occupied by fluid in the spatial manifold, S, to a unique
point on the reference manifold, B. That is, given the Eulerian position of a fluid particle, x, we
have a unique material coordinate a, which is specified by the inverse flow map

a = Φ(x, t) and aI = ΦI(x, t). (18.3)

The invertible nature of the flow map means that a fluid particle trajectory does not split,
nor do two trajectories occupy the same point at the same time. We acknowledge that fluid
particle trajectories generally become increasingly complex in turbulent flow (indeed, even for
some laminar flows). Consequently, the Lagrangian description is less convenient after a certain
time has elapsed, thus motivating the reinitialization of fluid particle trajectories for practical
calculations. Even so, as long as trajectories do not split or merge, the trajectories are well
defined in principle, and so is the corresponding Lagrangian formulation.

18.2.3 Comments
We mostly interpret the flow map as a coordinate transformation, as discussed in Section 18.3.2.
Even so, it is useful to appreciate the complementary view in terms of motion as a flow map
between distinct manifolds, as presented in this section. This kinematic persepective is commonly
taken in solid mechanics.

18.3 Material and spatial representations
According to the presentation in Section 18.2, we specify a point of matter on the reference (or
base) manifold, B, by providing its material coordinate, a. Similarly, a point on the spatial
manifold, S, is specified by the Eulerian point in space, x. The motion field generates a one-
to-one and invertible flow map, φ(a, T ), which affords the ability to move seamlessly between
the base manifold and the spatial manifold. For example, by specifying the material point, a,
on B, then that information uniquely specifies the fluid particle’s spatial location, (x, t), on S,
according to

x = φ(a, T ) and t = T. (18.4)

Alternatively, by specifying the spatial point of a fluid particle, (x, t), on S, then we uniquely
specify the material point (a, T ) on B, via the inverse motion

a = Φ(x, t) and T = t. (18.5)

18.3.1 Notation
We write dx for the differential increment between two Eulerian positions in x-space. Likewise,
da is the differential increment between two positions in a-space. Finally, we write δx for the

CHAPTER 18. FLOW AND DEFORMATION page 451 of 2158



18.3. MATERIAL AND SPATIAL REPRESENTATIONS

<latexit sha1_base64="x1hUKyxe9CKcC7LcMRq+HABiVg0=">AAACOHicbVC7TsMwFLV5lvBqYWBgsaiQmKoE8RorWBiLoA8pjSrHdVqrthPZDlIV9TNY4T/4EzY2xMoX4LQZoO2RLB2dc6/u8QkTzrRx3Q+4srq2vrFZ2nK2d3b39suVg5aOU0Vok8Q8Vp0Qa8qZpE3DDKedRFEsQk7b4egu99vPVGkWyyczTmgg8ECyiBFsrOR3BTZDgnn2OOmVq27NnQItEq8gVVCg0avAo24/Jqmg0hCOtfY9NzFBhpVhhNOJ0001TTAZ4QH1LZVYUB1k08wTdGqVPopiZZ80aKr+3ciw0HosQjuZZ9TzXi4u9ahm0ix1QrFM9lMT3QQZk0lqqCSzZFHKkYlR3hjqM0WJ4WNLMFHMfg6RIVaYGNvrktOOY6v05otbJK3zmndVu3y4qNZvi1JL4BicgDPggWtQB/egAZqAgBi8gFfwBt/hJ/yC37PRFVjsHIJ/gD+/2JesYA==</latexit>

S

<latexit sha1_base64="KAOOEwWkKFL/HpqxfRdNW9w1DFs=">AAACNHicbVDLSgNBEOz1GddXogcPXgaD4Cnsiq9j0IvHCOYByRJmJ7PJkJnZZWZWDEs+wqv+h/8ieBOvfoOTZA+apKChqOqmuytMONPG8z6cldW19Y3Nwpa7vbO7t18sHTR0nCpC6yTmsWqFWFPOJK0bZjhtJYpiEXLaDId3E7/5RJVmsXw0o4QGAvclixjBxkrNrBMK9DzuFstexZsCLRI/J2XIUeuWnKNOLyapoNIQjrVu+15iggwrwwinY7eTappgMsR92rZUYkF1kE3vHaNTq/RQFCtb0qCp+nciw0LrkQhtp8BmoOe9ibjUo5pJs9QJxTK5nZroJsiYTFJDJZldFqUcmRhN0kI9pigxfGQJJorZ5xAZYIWJsZkuWe26Nkp/PrhF0jiv+FeVy4eLcvU2D7UAx3ACZ+DDNVThHmpQBwJDeIFXeHPenU/ny/meta44+cwh/IPz8wsJbqpy</latexit>x

<latexit sha1_base64="HvDgcDkR4lXYLuJn8JylIF7x2DY=">AAACBXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2Ae0Q8mkmTY0yQxJRihD167d6je4E7d+h5/gX5hOB7GtBwKHc+7l3Jwg5kwb1/1yCmvrG5tbxe3Szu7e/kH58Kilo0QR2iQRj1QnwJpyJmnTMMNpJ1YUi4DTdjC+nfntR6o0i+SDmcTUF3goWcgINlZqp71AIDztlytu1c2AVomXkwrkaPTL371BRBJBpSEca9313Nj4KVaGEU6npV6iaYzJGA9p11KJBdV+mp07RWdWGaAwUvZJgzL170aKhdYTEdhJgc1IL3sz8T+vm5jw2k+ZjBNDJZkHhQlHJkKzv6MBU5QYPrEEE8XsrYiMsMLE2IYWUgLxG2C78ZabWCWti6pXq9buLyv1m7ylIpzAKZyDB1dQhztoQBMIjOEZXuDVeXLenHfnYz5acPKdY1iA8/kDUDGYoQ==</latexit>a

<latexit sha1_base64="rYCSQc6XWj0KT9BfuUFYFPdJENk=">AAACRnicbVDLSgNBEOyNr/iOevQyGAS9hF0R9aIEvXhUMYmQhDA76Y1DZh/M9AphyTf4NV716i/4E97Eq5O4iNE0zFBUdVPd5SdKGnLdN6cwMzs3v1BcXFpeWV1bL21s1k2caoE1EatY3/ncoJIR1kiSwrtEIw99hQ2/fzHSGw+ojYyjWxok2A55L5KBFJws1Snt37JTRuyMUSdrhZzuTZC1jNAyofyngUJ2Mxx2SmW34o6L/QdeDsqQ11Vnw5lrdWORhhiRUNyYpucm1M64JikUDpdaqcGEiz7vYdPCiIdo2tn4piHbtUyXBbG2LyI2Zn9PZDw0ZhD6tnO89l9tRE7TmikFJ+1MRklKGIlvoyBVjGI2Coh1pUZBamABtwnYXZm455oLsjFOuPjhVPM06WnE/o9mg/P+xvQf1A8q3lHl6PqwXD3PIyzCNuzAHnhwDFW4hCuogYBHeIJneHFenXfnw/n8bi04+cwWTFQBvgCuM7CM</latexit>

T = t > tR

Figure 18.2: Two coordinate systems used to represent the spatial manifold, S. The first is the spatial (Eulerian)
representation, x, which is fixed in space. The second is the material (Lagrangian) representation, a, which is
fixed on material particles. When projected onto the spatial manifold, the lines of constant a are deformed as
the fluid evolves, although they are typically assumed orthogonal on the base manifold as in Figure 18.1. The
transformation between these two sets of coordinates is facilitated by the motion field, φ, as given by equation
(18.1). The coordinate transformation perspective complements the mapping perspective from Figure 18.1.

differential distance in x-space between two material fluid particles specified by a and da.

18.3.2 The flow map as a coordinate transformation
Equation (18.4) has the appearance of an invertible coordinate transformation between spatial
and material coordinates. However, the coordinate transformations studied in Chapter 4 concern
two alternative coordinate representations for points on a single manifold, and yet, as illustrated
by Figure 18.1, equation (18.4) provides a flow map between two points on two manifolds, with
one point on the reference manifold and one on the spatial manifold. Even so, the motion field
provides a smooth, one-to-one and invertible mapping between these points. Consequently,
we are afforded an alternative interpretation of the motion field, namely as a coordinate
transformation via equation (18.4). That is, the flow map defines a point transformation between
a spatial representation of a fluid particle (fixed laboratory frame; Eulerian) and a material
representation of the same fluid particle (moving reference frame co-moving with fluid particles;
Lagrangian).3 We make use of the general tensor analysis from Chapter 4 to formalize the
mathematical transformation between the two coordinates and their respective representations
of fluid properties, and depict this point transformation in Figure 18.2.

The velocity of a fluid particle is given by the time derivative of the flow map

vL(a, T ) = ∂Tφ(a, T )⇐⇒ (vL)i = ∂Tφ
i, (18.6)

where the L superscript indicates that the velocity is written as a function of the material
coordinates and time.4 This expression for the fluid particle velocity equals to the Eulerian
velocity field as sampled along the fluid particle trajectory

vL(a, T ) = v[x = φ(a, T ), t = T ]. (18.7)

Equivalently, we can produce the Eulerian expression for the velocity by inverting the expression
for the flow map, φ(a, T ), as per equation (18.5) to obtain the material coordinate, a(x, t), thus
rendering

vL(a, T ) = vL[a(x, t), T ]. (18.8)

3The point transformation perspective follows from Section 4.11 of Aris (1962) and is commonly considered in
fluid mechanics.

4The L superscript is not a tensor index.
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The right hand expression is defined at all spatial points, x, so that we can define the Eulerian
velocity field according to

v(x, t) = vL[a(x, t), T = t]. (18.9)

In the converse situation we have the Eulerian velocity field, v(x, t) at all points in space.
The flow map, and hence the Lagrangian description, can be determined by integrating the first
order ordinary differential equation

∂Tφ(a, T ) = v[x = φ(a, T ), t]. (18.10)

This is a nonlinear differential equation since the flow map appears on the left hand side as its
time derivative, as well as within the argument to the velocity on the right hand side.

18.3.3 Material time derivative of a scalar field
To further help understand the role of the motion field, as well as the time derivative following
a fluid particle trajectory, consider a scalar fluid property, Π, and measure it along the fluid
particle trajectory

ΠL(a, T ) = property Π following the trajectory φ(a, T ). (18.11)

As a complement, measuring the property at a spatial point renders the Eulerian representation5

ΠE(x, t) = property Π at a spatial point x at time t. (18.12)

Since the arguments differ, the functions ΠL and ΠE are generally distinct. The Eulerian and
Lagrangian values for the fluid property agree when they are evaluated at the same point in
space and time, hence

ΠL(a, T ) = ΠE[x = φ(a, T ), t = T ]. (18.13)

The time derivative of ΠL(a, T ) following the fluid particle motion is given by the partial
derivative

∂ΠL(a, T )

∂T
= time derivative following fluid particle motion, (18.14)

which is computed while holding the material coordinates fixed. The chain rule renders the
Eulerian expression for the same time derivative

∂ΠL(a, T )

∂T
=
∂ΠE[x = φ(a, T ), t = T ]

∂T
(18.15a)

=
∂ΠE(x, t)

∂t
+
∂φ(a, T )

∂T
· ∇ΠE(x, t) (18.15b)

= (∂t + v
L(a, T ) · ∇)ΠE(x, t), (18.15c)

= (∂t + v
E(x, t) · ∇)ΠE(x, t). (18.15d)

In equation (18.15c) we introduced the Lagrangian expression for the fluid particle velocity from
Section 18.3.2

vL(a, T ) ≡ v[x = φ(a, T ), t = T ] = ∂Tφ(a, T ), (18.16)

where, again, the time derivative of the motion field is computed while holding the material
coordinate, a, fixed. For equation (18.15d) we equated the Lagrangian and Eulerian expressions
for the particle velocity when they are evaluated at the same point in space and time, as given

5In most occasions throughout this book, we do not expose the E superscript to denote an Eulerian expression
for a fluid property. But for the present purposes it is useful to be somewhat pedantic in order to clearly distinguish
the two functional representations of the scalar property, Π.
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by equation (17.67). Equation (18.15d) accords with equation (17.11) derived using distinct
methods.

18.3.4 The flow map is a function, not a tensor
The flow map is a function that assigns the position in space for fluid particles at a particular
time instance. As such, the flow map generalizes to the continuum the notion of position for
a continuum of point fluid particles. In Section 1.3.2 we emphasized that the point particle
position is not a tensor, motivating us to eschew the term “position vector.” Likewise, the flow
map is not a tensor (even though it is written with the boldface notation), which is why we
eschew the term “flow map vector” or “motion vector field.” Even so, as for the position, the
time derivative of the flow map defines a tensor, namely the velocity of the flow.

18.4 The deformation matrix as a transformation matrix

In an analysis of fluid flow, we make routine use of the spatial coordinates (x-space) of an
Eulerian description and material coordinates (a-space) of a Lagrangian description. Following
the interpretation in Section 18.3.2 of the flow map as a coordinate transformation, we here
introduce the transformation matrix that facilitates the coordinate transformation of physical
objects between Eulerian and Lagrangian descriptions. Since the flow map is invertible, so too
is the transformation matrix, which means that its determinant, the Jacobian, remains nonzero
and hence is single signed. We refer to the transformation matrix as the deformation matrix, for
reasons motivated below.

18.4.1 The deformation (transformation) matrix F i
I

We introduced the transformation matrix in Section 4.1.4 for coordinate transformations. We
here write the transformation matrix as the matrix of partial derivatives of the flow map and
organize the elements to this matrix according to the following convention

F iI =
∂φi

∂aI
≡

 ∂φ1/∂a1 ∂φ1/∂a2 ∂φ1/∂a3

∂φ2/∂a1 ∂φ2/∂a2 ∂φ2/∂a3

∂φ3/∂a1 ∂φ3/∂a2 ∂φ3/∂a3

 . (18.17)

The upper Eulerian label, i, denotes the row and the lower material label, I, is the column.
The transformation matrix, F iI , provides a means to measure how trajectories are deformed by
the flow. Namely, each element of F iI measures how much the i-component of a fluid particle
trajectory is modified when altering the I-component of the material coordinate. Malvern (1969)
refers to F iI as a two-point tensor, given that it connects points in x-space to points in a-space
as per Figure 18.1. However, as discussed in Section 4.1.4, the transformation matrix is not a
tensor, so we do not refer to F iI as a tensor.6 Rather, we refer to the transformation matrix,
F iI , as the deformation matrix in deference to its role as the transformation matrix between
spatial and material coordinates as per Figure 18.2, and given its measure of how trajectories
are deformed by the flow of matter.

In Section 18.6 we study how the deformation matrix leads to the evolution of the vector
connecting two material points in the fluid. As a preface to that discussion, consider the special
case where the material coordinate is the reference spatial position. In this case, the partial
derivatives measure how particle trajectories are modified when altering the reference position
of the particles. If the fluid has no deformation, then particle trajectories remain unaffected if

6In Section 1.10.7, we discuss the distinction between a second order tensor and a matrix.
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changing the material coordinate (i.e., the reference position), in which case the deformation
matrix is the identity tensor

F iI = δiI if there is no flow deformation. (18.18)

Generally each component of the deformation matrix is nonzero so that trajectories are deformed
by the flow and as such they are dependent on the reference position.

18.4.2 The inverse deformation matrix F I
i ≡ (F−1)I i

Since the transformation between a-space and x-space is invertible, we sometimes have occasion
to consider the inverse transformation matrix, which we write as

F I i ≡ (F−1)I i =
∂ΦI

∂xi
≡

 ∂Φ1/∂x1 ∂Φ1/∂x2 ∂Φ1/∂x3

∂Φ2/∂x1 ∂Φ2/∂x2 ∂Φ2/∂x3

∂Φ3/∂x1 ∂Φ3/∂x2 ∂Φ3/∂x3

 , (18.19)

where aI = ΦI(x, t) defines the mapping from x-space to a-space according to equation (18.3).
As the inverse matrix, we are afforded the identities

F I i F
i
J = δIJ and F I i F

j
I = δj i. (18.20)

18.4.3 A terse notation for the deformation matrix and its inverse
The deformation appears throughout our study of fluid mechanics given its role as the trans-
formation matrix between material and position coordinates. Here we summarize the notation

F iI =
∂φi(a, T )

∂aI
=
∂xi

∂aI
deformation matrix (18.21a)

F I i = (F−1)I i =
∂ΦI(x, t)

∂xi
=
∂aI

∂xi
inverse deformation matrix. (18.21b)

The final equality in each line introduces a shorthand whose definition is given by the preceeding
equality. This shorthand is suited to manipulations with the deformation matrix and its
determinant. Furthermore, recall that use of the symbol xi does not imply that the Eulerian
coordinates are Cartesian.

18.4.4 Jacobian determinant of the deformation matrix F i
I

The Jacobian determinant of the deformation matrix can be written in either of the following
ways

det(F iI) =
∂x

∂a
=
∂φ

∂a
= det

 ∂φ1/∂a1 ∂φ1/∂a2 ∂φ1/∂a3

∂φ2/∂a1 ∂φ2/∂a2 ∂φ2/∂a3

∂φ3/∂a1 ∂φ3/∂a2 ∂φ3/∂a3

 . (18.22)

The notation ∂φ/∂a = ∂x/∂a offers a useful means to distinguish between the determinant of
the deformation (18.17), versus the determinant of the inverse deformation matrix, written as

det(F I i) =
∂a

∂x
=
∂Φ

∂x
= det

 ∂Φ1/∂x1 ∂Φ1/∂x2 ∂Φ1/∂x3

∂Φ2/∂x1 ∂Φ2/∂x2 ∂Φ2/∂x3

∂Φ3/∂x1 ∂Φ3/∂x2 ∂Φ3/∂x3

 . (18.23)

The Jacobian is single-signed since the mapping between a-space and x-space is one-to-one
invertible.
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18.4.5 A discrete algorithm for the deformation matrix

To help further understanding of the deformation matrix (18.17), we here sketch an algorithm
for its discrete approximation. For this purpose, consider two-dimensional flow and write the
trajectory of a particular fluid particle using Cartesian coordinates

X(T ) = X1(T ) x̂+X2(T ) ŷ, (18.24)

and use a Cartesian representation for the corresponding material coordinate

a = a1 x̂+ a2 ŷ. (18.25)

Now lay down a two-dimensional lattice with discrete indices (e, f) for each of the nodal points
(grid points) on the lattice, and with corresponding spatial coordinates

x(e, f) = x(e, f) x̂+ y(e, f) ŷ. (18.26)

This lattice discretizes the two-dimensional space and so provides a discrete approximation to
the Eulerian reference frame. Initialize fluid particles at each of the lattice grid points,

X(e, f ;T = 0) = x(e, f) = a(e, f), (18.27)

with the discrete material coordinates defined by the initial positions. Then time step the
trajectories using the velocity field to compute the particle pathlines, X[a(e, f);T ], as illustrated
in Figure 18.3. At any particular time, the Eulerian position of a fluid particle is found by
interpolating from the lattice grid points. Setting the material coordinates equal to the initial
position then leads to the finite difference approximation to the deformation matrix

F iI =

[
F 1

1 F 1
2

F 2
1 F 2

2

]
≈
[

X1(e+1,f ;T )−X1(e−1,f ;T )
X1(e+1,f ;0)−X1(e−1,f ;0)

X1(e,f+1;T )−X1(e,f−1;T )
X2(e,f+1;0)−X2(e,f−1;0)

X2(e+1,f ;T )−X2(e−1,f ;T )
X1(e+1,f ;0)−X1(e−1,f ;0)

X2(e,f+1;T )−X2(e,f−1;T )
X2(e,f+1;0)−X2(e,f−1;0)

]
. (18.28)

If the grid is regular in both directions, then the initial positions have a separation, ∆, given by
the grid spacing so that

F iI ≈
1

2∆

[
X1(e+ 1, f ;T )−X1(e− 1, f ;T ) X1(e, f + 1;T )−X1(e, f − 1;T )
X2(e+ 1, f ;T )−X2(e− 1, f ;T ) X2(e, f + 1;T )−X2(e, f − 1;T )

]
. (18.29)

This expression illustrates how the deformation matrix provides a measure of trajectory spreading
as fluid particles move away from their initial positions. As a check on the formulation, consider
the case without any deformation. In this caseX1(e, f ;T ) = X1(e;T ) andX2(e, f ;T ) = X2(f ;T )
so that the transformation matrix is diagonal, and furthermore, X1(e+1;T )−X1(e−1;T ) = 2∆
and X2(f + 1;T )−X2(f − 1;T ) = 2∆, so that the transformation matrix is the identity.

18.4.6 Comments and further study

When transforming between Eulerian and Lagrangian coordinates, it is the deformation matrix,

F iI = ∂φi/∂aI , (18.30)

and its Jacobian determinant,

det(F iI) = ∂x/∂a = ∂φ/∂a, (18.31)
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e
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time

Figure 18.3: Illustrating the discrete algorithm of Section 18.4.5 to approximate the deformation matrix, F i
I .

The left panel shows the two-dimensional grid with nodal points defining the initial positions for fluid particles.
Each position on the grid is labeled by a unique integer pair, (e, f). The initial position of each particle is taken
as the material coordinate, with the discrete label (e, f) maintained by the particles as they evolve. The right
panel shows the pathlines for the fluid particles after time T > 0. When working on a discrete grid, the position
of the fluid particles is not generally at a nodal point. Hence, the position must be found by interpolating betwen
the node points.

that encapsulates information about the transformation between Eulerian (x-space) coordinates
and Lagrangian (a-space) coordinates. In particular, it is the deformation matrix (and its inverse)
that transforms the representation of tensors between Eulerian coordinates and Lagrangian
coordinates. The rules of coordinate transformation between Eulerian and Lagrangian represen-
tations are identical to those between any other set of coordinates (e.g., Chapters 1-4). However,
for continuum mechanics the transformation between Eulerian and Lagrangian coordinates is
given special treatment due to the central roles played by Eulerian and Lagrangian kinematics.

This video from the National Committee for Fluid Mechanics Films offers insightful visual-
izations to help understand Eulerian and Lagrangian fluid descriptions. This lecture from Prof.
Brunton discusses fluid kinematics related to finite time Lyapunov exponents, whose calculation
requires estimating the transformation matrix in Section 18.4.5 along with its eigenvalues and
eigenvectors.

18.5 The metric tensor

Throughout this book we are concerned with the motion of continuum matter through Euclidean
space. Euclidean space is endowed with the Kronecker metric as a means to measure the distance
between points in space. When using Cartesian coordinates to describe Euclidean space, we
can make use of Cartesian tensor analysis as detailed in Chapters 1 and 2. However, for fluid
mechanics we are interested in a variety of coordinates, both for Eulerian and Lagrangian
descriptions. In particular, material coordinates used for the Lagrangian description follow fluid
particles. As such, these coordinates deform with the flow and so cannot remain Cartesian
even if initialized as Cartesian. Consequently, we require general tensor analysis as detailed
in Chapters 3 and 4. Having introduced the deformation matrix as the transformation matrix
between x-space and a-space, we here introduce the metric tensor, g, and its representations
using Eulerian and Lagrangian coordinates. The discussion here specializes the more general
presentation provided in Section 4.1.

CHAPTER 18. FLOW AND DEFORMATION page 457 of 2158

https://www.youtube.com/watch?v=mdN8OOkx2ko&list=PL0EC6527BE871ABA3&index=1
https://www.youtube.com/watch?v=lveOu7jLNh0&t=1133
https://www.youtube.com/watch?v=lveOu7jLNh0&t=1133


18.5. THE METRIC TENSOR

18.5.1 Representing the metric tensor with x-coordinates
Consider two very close points in Euclidean space as represented by arbitrary Eulerian coordi-
nates,7 xa and xa + dxa. The squared arc-distance between these points is given by

ds2 = gij dx
i dxj , (18.32)

with gij the components to the metric tensor. Invertible transformations between two sets of
arbitrary Eulerian coordinates,

x = x(x) or component-wise xi = xi(xi), (18.33)

are facilitated by the transformation matrix built from the partial derivatives of the coordinate
transformation. For example, the metric tensor transforms as a second order covariant tensor

gij = gij
∂xi

∂xi
∂xj

∂xj
, (18.34)

which has an inverse transformation

gij = gij
∂xi

∂xi
∂xj

∂xj
. (18.35)

The Eulerian coordinates are independent of time, t. Consequently, the metric tensor represented
using Eulerian coordinates is time independent

∂tgij = 0 =⇒ gij = gij(x). (18.36)

Note that if the coordinates, xi, are Cartesian, then the Euclidean space metric tensor is
represented by the Kronecker or unit tensor

gij = δij Euclidean space with Cartesian coordinates. (18.37)

18.5.2 Representing the metric tensor with a-coordinates
In a directly analogous fashion to the transformation (18.34) between two Eulerian coordinates,
we use the deformation matrix from Section 18.4.1 to transform the metric tensor from general
Eulerian coordinates to general Lagrangian coordinates via

gIJ = gij
∂xi

∂aI
∂xj

∂aJ
= gij F

i
I F

j
J . (18.38)

This representation of the metric tensor is useful when measuring the length of material line
elements8

δs2 = gij dφ
i dφj = gij

∂φi

∂aI
∂φj

∂aJ
daI daJ = gij F

i
I F

j
J da

I daJ = gIJ da
I daJ . (18.39)

This expression is directly analogous to the squared differential length (18.32) found in x-space.
Although the Eulerian representation of the metric tensor is time independent as per equation
(18.36), the Lagrangian representation is time dependent due to the time dependence of the
deformation matrix, so that

gIJ = gIJ(a, T ). (18.40)

7We here use xa as any arbitrary Eulerian coordinates, either Cartesian or more general.
8To help understand equation (18.39), it can be useful to be reminded of the notation conventions summarized

in Sections 18.3.1, 18.4.3, and 18.4.4.
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When the Eulerian coordinates are Cartesian, so that gij = δij , then the Lagrangian form of
the metric tensor is known as Cauchy-Green strain rate tensor

gIJ = F iI F
j
J δij Cauchy-Green strain tensor. (18.41)

Note that in Section 1.6 of Tromp (2025a), gIJ in equation (18.41) is referred to as the right
Cauchy-Green deformation rate tensor, which is the term also used in Malvern (1969). We prefer
the term “strain” rather than “deformation” to help reduce confusion with the deformation
matrix, F iI .

18.5.3 Exposing the functional dependencies
In equation (18.40) we noted that the metric tensor represented using Lagrangian coordinates is
seen as a function of (a, T ). Likewise, the metric tensor represented using Eulerian coordinates
is written in terms of the Eulerian coordinates, gij(x). Written in terms of their transformations
we have

gij(x) = F I i(x, t)F
J
j(x, t) gIJ(a = Φ(x, t), T = t) (18.42a)

gIJ(a, T ) = F iI(a, T )F
j
J(a, T ) gij(x = φ(a, T )). (18.42b)

In these equations we inserted the motion field, φ(a, T ), and its inverse, Φ(x, t), when written
on the right hand sides to these equations.

As noted in Section 18.5.1, the Eulerian representation of the metric tensor has no dependence
on the Eulerian time, t. In contrast, the Lagrangian representation is generally a function of
Lagrangian time, T . This distinction becomes less clear, however, when using coordinates
commonly used in geophysical fluid mechanics, in which the set of coordinates are neither
fully Eulerian nor fully Lagrangian, with the primary example being the generalized vertical
coordinates studied in Part XII of this book. In that case, we generally have a metric tensor
that is time dependent, even though some of the coordinates are Eulerian.

18.5.4 Determinant of the metric tensor and deformation matrix
The determinant of the metric tensor appears in the covariant volume element derived in Section
4.5.3 and extended to Eulerian and Lagrangian coordinates in Section 18.7. Furthermore, the
metric tensor is a positive-definite tensor, so that we know its determinant is positive. As
a shorthand, we find it useful to introduce the following notation for the square root of the
determinant as represented using Eulerian and Lagrangian coordinates

gE =
√
det[g(x)] and gL =

√
det[g(a, T )]. (18.43)

With this notation, we take the determinant of equation (18.38) to render

(gL)2 = det(F iI) det(F
j
J) (g

E)2 =

[
∂x

∂a

]2
(gE)2. (18.44)

Rearrangement leads to
∂x

∂a
=
∂φ

∂a
=

gL

gE
, (18.45)

where we assumed the Jacobian determinant is positive. Note that if the Eulerian coordinates
are Cartesian, then gE = 1 so that

∂x

∂a
=
∂φ

∂a
= gL Cartesian Eulerian coordinates. (18.46)
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18.6 Kinematic description of relative motion
Material curves are one-dimensional geometric objects that follow fluid particles. We initialize a
material curve by drawing a line in the fluid and then following the curve as it deforms according
to the trajectories of the fluid particles. The material curve is stretched and folded by the fluid
flow as illustrated in Figure 18.4. We here develop the rudimentary kinematics of such motion
by considering evolution of the relative vector connecting two fluid particles in Euclidean space.
We specialize to Eulerian Cartesian coordinates to simplify comparison of the particle position
vectors. That is, we assume the flow map generated by the motion, φ(a, T ), is represented by
the Cartesian position of the fluid particles. As we will see, evolution of these two points is
determined by the deformation matrix introduced in Section 18.4.

18.6.1 Differential increment for a-space and x-space

We start by developing expressions for the differential increment of a function in x-space and in
material a-space.9 These relations are useful when manipulating relations in either x-space or
a-space.

Spatial increments

Consider a scalar fluid property, Π, and represent it with the spatial coordinates of an Eulerian
description, Π(x, t). In Section 17.4.1, we considered the space and time increment of a scalar
function. Here we consider just the space increment, as defined by the differential increment of
a function evaluated at the same time but at two infinitesimally close points in space. Writing
this increment for a scalar renders

dΠ(x, t) = Π(x+ dx, t)−Π(x, t) = (dxi ∂i)Π(x, t). (18.47)

Material increments

Consider the same fluid property, Π, now evaluated on a material fluid particle trajectory, and
write this Lagrangian function as in Section 18.3.3

ΠL(a, T ) ≡ Π[x = φ(a, T ), t = T ]. (18.48)

Now consider an infinitesimal increment of ΠL(a, T ) within material coordinate space. This
increment measures the difference of the fluid property, Π, when evaluated on two fluid particles,
one labelled by a and the other by a+ da. Just like when working in x-space, we take a Taylor
series and truncate to leading order, so that

dΠL(a, T ) = Π[φ(a+ da, T ), T ]−Π[φ(a, T ), T ] (18.49a)

= ΠL(a+ da, T )−ΠL(a, T ) (18.49b)

= (daI ∂I)Π
L(a, T ). (18.49c)

Duality between Eulerian and Lagrangian perspectives

It is self-evident that the value of a fluid property at a spatial point x (Eulerian perspective)
equals to the property evaluated on a moving fluid particle (Lagrangian perspective) at the

9From a mathematical perspective, we develop the exterior derivatives for a selection of scalar functions, and
detail their expressions using both Eulerian and Lagrangian coordinates.
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ω(a+ da, T )

Figure 18.4: Three time instances of a material curve, highlighting two fluid particles whose trajectories are
φ(a, T ) and φ(a+ da, T ). All points along the curve move through the fluid by following the trajectories of the
fluid particles. Kinematics of the relative vector separating two fluid particles is determined by properties of the
deformation matrix in Section 18.6, or the deformation rate in Section 18.8.

instance the particle passes through x. Mathematically, this identity takes the form

ΠL(a, T ) = Π[x = φ(a, T ), t = T ] = Π(x, t) if φ(a, T ) = x. (18.50)

Likewise, if the infinitesimal increment in space, δx, equals to the vector increment of the two
fluid particles,

dφ(a, T ) = φ(a+ da, T )−φ(a, T ), (18.51)

then the functional increments are identical

dΠL(a, T ) = δΠ(x, t) if dφ(a, T ) = δx, (18.52)

where

δΠ(x, t) = Π(x+ δx, t)−Π(x, t) = (δxi ∂i)Π(x, t) (18.53a)

dΠL(a, T ) = ΠL(a+ dx, T )−ΠL(a, T ) = (daI ∂I)Π
L(a, T ). (18.53b)

These identities allow us to develop relations using either a Lagrangian or an Eulerian description,
and then to interpret the resulting equations in their dual perspective available from an Eulerian
or a Lagrangian description.

18.6.2 A role for the deformation matrix

Consider two fluid particles with material coordinates, a and a+ da, along with their corre-
sponding trajectories φ(a, T ) and φ(a+da, T ) (see Figure 18.4). Assuming the trajectories are
represented using Cartesian coordinates, we can write the vector connecting these two particles
(the relative vector) as

dφ(a, T ) = φ(a+ da, T )−φ(a, T ). (18.54)

Expanding to leading order yields an expression of Cauchy’s solution (further explored in Section
18.6.4)

dφ(a, T ) = φ(a+ da, T )−φ(a, T ) ≈ (daI ∂I)φ(a, T ). (18.55)

Making use of the assumed Cartesian coordinates for the flow map allows us to write the material
increment in terms of the deformation matrix10

dφi = daI ∂Iφ
i = daI F iI , (18.56)

where we introduced the deformation matrix from Section 18.4.1, F iI ≡ ∂Iφi.

10The connection between differential increment and deformation gradient does not hold when using general
coordinates for the flow map. The reason is that we cannot naively compare vectors on a general manifold. More
work is needed, with details provided in Chapter 1 of Tromp (2025a) as well as in Tromp (2025b).
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18.6.3 Kinematic evolution equation

Now consider the material time derivative of the material increment

∂[dφ(a, T )]

∂T
=
∂φ(a+ δa, T )

∂T
− ∂φ(a, T )

∂T
(18.57a)

= vL(a+ da, T )− vL(a, T ) (18.57b)

= dvL(a, T ). (18.57c)

In these equations, we introduced the Lagrangian velocity,

vL(a, T ) = v[x = φ(a, T ), t = T ], (18.58)

as per equation (18.16). As for the manipulations in Section 18.6.2, we can massage the expression
(18.57c) by performing a Taylor series expansion and truncating to leading order

∂[dφ(a, T )]

∂T
= dvL(a, T ) = (daI ∂I)v

L(a, T ). (18.59)

Alternatively, we can choose to evaluate this expression using an Eulerian perspective (see
Section 18.6.1), in which case

D(δx)

Dt
= δv(x, t) = (δxi ∂i)v(x, t). (18.60)

In Section 18.6.4 we examine this equation according to Cauchy, thus furthering our understanding
of how the relative displacement vector evolves.

18.6.4 Cauchy’s solution for evolution of the relative vector

We can determine a general solution to the kinematic evolution equation (18.60) following the
method used by Cauchy11 to solve the perfect fluid barotropic vorticity equation discussed in
Section 40.5. Indeed, we already encountered the Cauchy solution in Section 18.6.2. We rederive
it here as an exercise in the formalism that can be of general use when working with Lagrangian
coordinates.

Derivation using the motion field and deformation matrix

For this derivation we make use of the motion field, φi(a, T ), and the deformation matrix,
∂Iφ

i = F iI , in which we start from equation (18.60) yet written using Lagrangian coordinates

∂T (δx
i) = δxj ∂j(∂Tφ

i) = δxj F J j ∂J(∂Tφ
i), (18.61)

where the second equality used the deformation matrix to convert from an Eulerian derivative
to a Lagrangian derivative: ∂j = F J j ∂J . Noting that ∂J ∂T = ∂T ∂J , and introducing the
deformation matrix, ∂Jφ

i = F iJ , we find

∂T (δx
i) = δxj F J j ∂TF

i
J = −δxj (∂TF J j)F iJ . (18.62)

The second equality follows since F J j F
i
J = δij is time independent. Now contract both sides

of this equation with FKi and note that FKi F
i
J = δJK , so that

FKi ∂T (δx
i) = −δxj ∂TFKj =⇒ ∂T (F

K
i δx

i) = 0. (18.63)

11See Frisch and Villone (2014) for an insightful discussion of the enduring impact of Cauchy’s solution.
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Choosing the material coordinates equal to the reference positions

If we choose the material coordinates as the reference positions of fluid particles,

a = x(t = tR) = x̊, (18.64)

then the inverse transformation matrix element at the reference time is given by the unit tensor

FKj = δKj at t = tR, (18.65)

so that the material invariance in equation (18.63) leads to

δxj FKj = δx̊K . (18.66)

Inverting this equation by contracting with F iK and using F iK F
K
j = δij leads to Cauchy’s

solution
δxi = δx̊K F iK = δx̊K ∂Kφi(a, T ). (18.67)

Discussion of Cauchy’s solution (18.67)

The Cauchy solution (18.67) says that the increment along a line segment defined by fluid
particles, δx = δφ, expands or contracts according to the time and space dependent deformation
matrix, F iK . This result follows from our assumption that the increment is defined by fixed
a-space coordinates, which then constrains the increment’s x-space evolution. It is also an
expression that we wrote down, rather trivially, in Section 18.6.2 when performing a truncated
Taylor series expansion of the spatial increment between two material fluid particles that follow
the flow. Both approaches offer distinct insights as well as confidence in the validity of the
result.12 The ability to derive kinematic results using either simple (indeed trivial) methods
versus more long-winded methods is somewhat exemplary of fluid kinematics.

Extension to vorticity

As seen in Section 40.3, the relative vorticity, ω = ∇× v, for a homogeneous inviscid, barotropic
fluid satisfies the same kinematic equation (18.60) as for a material line increment

Dω

Dt
= (ω · ∇)v(x, t). (18.68)

We can thus invoke the Cauchy solution to write the vorticity

ωi(t) = ωK(t = 0)F iK , (18.69)

which is one form of Kelvin’s circulation theorem studied in Section 40.2.

18.7 The volume element
Consider the volume, dV , of an infinitesimal region of x-space as depicted in Figure 18.5. The
volume has a zero Eulerian time derivative,

∂t[dV ] = 0, (18.70)

which trivially follows since the region is Eulerian. The volume has dimensions of L3, and it can
be represented using either Cartesian coordinates, xcart, or arbitrary coordinates, x. We first

12If there is more than one way to solve a problem, then do so, even if one of those ways is much more tedious!
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consider the general case and then specialize to Cartesian.

18.7.1 Arbitrary Eulerian and Lagrangian coordinates
Using the expression (4.60) for the invariant volume element we have

dV = gE d3x, (18.71)

where gE =
√
det(gij(x)) from Section 18.5.4, which is the square root of the metric as written

using the arbitrary Eulerian coordinates, x. Following the interpretation from Section 18.3.2
whereby a-space is a coordinate transformation of x-space, we can write that Eulerian volume
element using arbitrary material coordinates, a, just like we did for two sets of Eulerian
coordinates in equation (18.71). Namely,

dV = gE(x) d3x = gL(a, T ) d3a, (18.72)

where gL =
√
det(gIJ) is the square root of the Euclidean metric using the material coordinates

(equation (18.43)), and gL is a function of material space and time.

18.7.2 Cartesian Eulerian coordinates
To help solidify the general results developed in this section, consider the specific case of Eulerian
Cartesian coordinates (still written as x) and material coordinates set by the Cartesian reference
positions of fluid particles,

a = φ(a, T = tR) = x̊. (18.73)

We are led to the coordinate transformed expression for the volume element

dV = d3x = (∂x/∂x̊) d3x̊, (18.74)

where ∂x/∂x̊ is the Jacobian of transformation between the present Cartesian positions of fluid
particles moving with the flow,

x = φ(x̊, T ), (18.75)

and their reference Cartesian positions

x̊ = φ(x̊, T = tR). (18.76)

The material coordinate volume element, d3x̊ = dx̊dẙ dz̊, is the Cartesian expression for the
volume of fluid in the reference flow state that fits into the Eulerian volume, d3x = dV , at time
t > tR. The Jacobian is a function of time for a moving fluid and so is the volume d3x̊, but their
product is time independent by construction. Furthermore, it is notable that the Jacobian is the
ratio of the volume elements

∂x

∂x̊
=

d3x

d3x̊
. (18.77)

When material coordinates are given by the reference fluid particle positions, a = x̊ =
φ(a, T = tR), then the Jacobian is unity at the reference time, T = tR. This choice for material
coordinate is commonly made in the solid mechanics literature (e.g., Chapter 1 of Tromp
(2025a)), and it is suggested by the referential manifold perspective of Figure 18.12. However,
for geophysical fluid mechanics we do not build this assumption into the formalism. The reason
is that we often find it useful to set a to a non-spatial coordinate, such as discussed in Section
17.3.2, in which case the Jacobian is not unity at the reference time.
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�V

Figure 18.5: Depicting the volume of tiny regions of the fluid using Eulerian (x-space) coordinates (top row)
and Lagrangian (a-space) coordinates (bottom row). The left column considers an Eulerian region with volume,
dV = gE d3x = gL d3a, with this volume independent of Eulerian time, t. The right column depicts the complement
material region, in which the material coordinate volume, δV , is assumed to have zero material time derivative, so
that it is a function just of a.

18.7.3 The volume of a fixed region of a-space

Now consider a tiny material region that moves through the fluid and whose volume is written
δV , as in Figure 18.5, and with the volume independent of material time. The volume has
dimensions of L3, and it can be represented using either the reference Cartesian positions, a = x̊,
or arbitrary material coordinates, a, which leads to

δV = gE δ3x = gL d3a, (18.78)

which are the same expressions we derived in Section 18.7.1 for the Eulerian volume element.
However, in the present case the material volume increment, d3a, is materially constant whereas
the Eulerian increment, δ3x, is a function of time.

18.8 The velocity gradient tensor and relative velocity

In this section we return to the expression (18.55) of the Cauchy solution for the relative position
vector between two fluid particles13

dφ(a, T ) = φ(a+ da, T )−φ(a, T ) = (daI ∂I)φ(a, T ). (18.79)

Rather then developing the solution into the form (18.67), which exposes the deformation matrix,
we here take a material time derivative, in which case the deformation matrix is seen to determine
evolution of the relative velocity.

13We continue to assume Cartesian coordinates for the Eulerian description, whereas the material description
can be arbitrary.
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18.8.1 Evolution of the relative velocity
Taking the material time derivative of the left hand side to equation (18.79) leads to the relative
velocity vector

∂T (dφ) = d(∂Tφ) = dvL, (18.80)

where we introduced the velocity vector as evaluated on a fluid particle

vL(a, T ) = ∂Tφ(a, T ). (18.81)

Combining equation (18.80) with the material time derivative acting on the right hand side of
equation (18.79) renders

dvL = (daI ∂I) ∂Tφ = (daI ∂I)v
L, (18.82)

where the material time derivative operator commutes with the material increment operator
daI ∂I , and with equation (18.82) agreeing with the earlier identity (18.53b). Making use of the
deformation matrix renders the component form of equation (18.82)

(dvL)i = (daI ∂I) ∂Tφ
i = daI ∂T ∂Iφ

i = daI ∂TF
i
I . (18.83)

Hence, the relative velocity of two fluid particles is directly determined by the material time
derivative of the deformation matrix.

18.8.2 Velocity gradient tensor
We make use of the duality developed in Section 18.6.1 to write the Lagrangian expression
(18.82) in terms of Eulerian position coordinates

δv(x, t) = (δxj ∂j)v(x, t)⇐⇒ δvi = (δxj ∂j) v
i. (18.84)

Alternatively, we can return to the identity (18.80), and again make use of the duality to write
the material time derivative of the position increment

D(δxi)

Dt
= δvi = (δxj ∂j) v

i. (18.85)

This equation says that the material evolution of δxi is determined by the velocity derivatives,
∂jv

i. These derivatives form elements to the Cartesian Eulerian form of the second order velocity
gradient tensor

Gij = ∂jv
i, (18.86)

so that equation (18.85) can be written

D(δxi)

Dt
= Gij δx

j . (18.87)

To help understand how the velocity gradient tensor affects the evolution of δx, it is useful
to decompose the tensor into its symmetric and anti-symmetric components. For this purpose
we need the transpose of the tensor, which is written14

(GT)ij = Gj
i. (18.88)

We can thus write the velocity gradient tensor as

G = (G+GT)/2 + (G−GT)/2 ≡ S+R, (18.89)

14Recall we discussed the transpose of a second order tensor in Section 1.11.1.

page 466 of 2158 geophysical fluid mechanics



18.8. THE VELOCITY GRADIENT TENSOR AND RELATIVE VELOCITY

where

S = (G+GT)/2 strain (deformation) rate tensor (symmetric) (18.90a)

R = (G−GT)/2 rotation tensor (anti-symmetric). (18.90b)

As seen in the following, the strain rate and rotation tensors affect the motion of a material
fluid object in distinct manners. Note that the strain rate tensor is commonly referred to as the
deformation rate tensor in the literature. We choose the strain rate nomenclature to help reduce
confusion with the deformation matrix, F iI from Section 18.4.1.

18.8.3 Stretching and tilting of material lines

Consider a material line element initially aligned with the vertical axis

δxt=0 = ẑ δZ0. (18.91)

The evolution equation (18.87) means that the initial evolution of this material line element
takes on the form

D(δx)

Dt
= δZ0

[
∂u

∂z

]
︸ ︷︷ ︸

tilting

and
D(δy)

Dt
= δZ0

[
∂v

∂z

]
︸ ︷︷ ︸

tilting

and
D(δz)

Dt
= δZ0

[
∂w

∂z

]
︸ ︷︷ ︸

stretching

. (18.92)

In the presence of a vertical derivative in the horizontal velocity field (vertical shear), the first
and second terms create a non-zero projection of the material line element onto the horizontal
plane. That is, these terms tilt the material line element. Additionally, in the presence of a
vertical derivative of the vertical velocity, the material line element is expanded or compressed
along its initial axis. This term is called stretching. We return to the tilting and stretching
mechanisms when discussing the dynamics of vorticity in Chapter 40. There, we see that vortex
lines in a perfect fluid flow are material lines. Consequently, vortex lines are also affected by
tilting and stretching just like a material line.

18.8.4 Evolution of line element length from the strain rate

Recall the expression (18.39) for the squared length of a material line element

dφ · dφ = dφi δij dφ
j = (daI∂I)φ

i δij (da
J∂J)φ

j , (18.93)

whose material time derivative is given by

∂T (dφ · dφ) = 2 (daI∂I)v
L · (daJ∂J)φ. (18.94)

We can express this result using Eulerian x-space coordinates through the duality in Section
18.6.1, which leads to

(δaI ∂I)v
L = (δxi ∂i)v and (δaI ∂I)φ = δx, (18.95)

so that
D(δx · δx)

Dt
= 2 δxi δxk δjk ∂iv

j = 2 δxi δxk δjkG
j
i. (18.96)
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Since the product δxi δxk is symmetric on the indices i, k, it projects out the symmetric portion
of the velocity gradient tensor, which is the strain rate tensor, thus yielding

1

2

D(δx · δx)
Dt

= 2 δxi δxk δjk S
j
i. (18.97)

Consequently, the strain rate tensor, S, determines the rate at which a material curve changes
its length.

To further understand the result (18.97), consider two fluid particles initialized very close
together. Equation (18.97) says that the distance between the two particles is modified so long
as there are nonzero strain rates in the fluid flow. In the special case of a zero strain rate tensor,
then the separation between the two fluid particles is fixed. Evidently, in the absence of a strain
rate, the two fluid particles move in a locally and instantaneously rigid manner.

Since the strain rate tensor is symmetric, it has six degrees of freedom. Furthermore, it can
be diagonalized, with the diagonal elements equal to the eigenvalues (e.g., see section 2.2 of
Segel (1987)). Each eigenvalue measures the rate that material lines oriented according to the
principle axes (eigenvectors) expand/contract under the impacts of straining motion in the fluid.
According to equation (18.97), the expansion/contraction is exponential when aligned along the
principle axes, with the exponential rate determined by the eigenvalues of S. Furthermore, as
shown in Section 18.10, the sum of these eigenvalues (given by the trace of the strain rate tensor)
measures the rate that a material volume changes through the divergence of the velocity

Sii = ∂iv
i = ∇ · v. (18.98)

18.8.5 Rigid rotation of the line element

As defined by equation (18.90b), the rotation tensor is given by

R = (G−GT)/2. (18.99)

Notably, the rotation tensor is anti-symmetric so that

R = −RT, (18.100)

and as such it has three degrees of freedom. At this point we return to the full gamut of Cartesian
tensor notation by bringing all indices downstairs.15 We also introduce the vorticity vector,

ω = ∇× v, (18.101)

which is related to the rotation tensor via

2Rij = −ϵijk ωk ⇐⇒ R =
1

2

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⇐⇒ ωk = −ϵkij Rij , (18.102)

where the final expression made use of the identity (1.69) in the form

ϵijl ϵijm = 2 δlm. (18.103)

It is furthermore straightforward to show that the doubly contracted rotation tensor equals to
half the squared vorticity

Rij R
j
i = |ω|2/2. (18.104)

15To work with general tensors at this stage requires more tools than warranted for this discussion.
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deformation w/o rotation rotation w/o deformation

Figure 18.6: Schematic illustrating the Cauchy-Stokes decomposition of how fluid flow can modify a spherical
material region according to equation (18.106). First the sphere can be deformed without rotation, with this
process encompassed by the strain rate tensor, S. Next it can be rigidly rotated without changing its shape,
as encompassed by the rotation tensor, R. The axes shown represent the principle axes so that deformation
corresponds to expansion or contraction along the principle axes directions.

The contribution of the rotation matrix to evolution of the material line element is given by[
D(δxi)

Dt

]
rot

= Rij δx
j = −(ϵijk ωk/2) δxj =⇒

[
D(δx)

Dt

]
rot

=
1

2
(ω × δx) . (18.105)

This relation is in the form of a pure rotation of the material line element, δx, as generated by
the vector, ω/2 (recall the discussion of rigid-body rotations in Section 11.2). We thus conclude
that the anti-symmetric rotation tensor, R, provides a rigid rotation to a material line element
about the axis defined by the vorticity vector. It rotates the objects without altering the size
(length, area, volume).

18.8.6 Cauchy-Stokes decomposition

The above discussion of how fluid motion impacts on a material curve falls under the more general
insights from the Cauchy-Stokes decomposition theorem. This theorem says that the arbitrary
motion of a region in a continuous media can be decomposed into a uniform translation, dilation
along three perpendicular axes, plus a rigid body rotation. Mathematically, this decomposition
can be written by expanding equation (18.87) to read

vi(x, t) = vi(x0, t) +Gij δx
j = vi(x0, t) + Sij δx

j +Rij δx
j . (18.106)

Figure 18.6 illustrates the deformation and rotation portion of this decomposition. A more
thorough discussion of this theorem can be found in Chapter 4 of Aris (1962) and Section 3.1 of
Segel (1987).

18.8.7 Evolution of the deformation matrix

In equation (18.83) we found that the relative velocity of two fluid particles is directly determined
by the material time derivative of the deformation matrix. As an exercise in the formalism, we
here determine how the deformation matrix evolves materially, in which we compute

∂TF
i
I = ∂T ∂Iφ

i definition (18.17) of deformation matrix (18.107a)

= ∂I ∂Tφ
i Lagrangian space and time derivatives commute (18.107b)

= ∂I(v
L)i flow velocity (18.16) (18.107c)

= ∂Iv
i dual representation of flow velocity (18.107d)

= (∂φj/∂aI) ∂jv
i chain rule (18.107e)

= F jI G
i
j . definitions (18.17) and (18.86) (18.107f)
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Evidently, material evolution of the deformation matrix is given by

∂TF
i
I = Gij F

j
I , (18.108)

so that the deformation matrix experiences larger changes in regions with stronger gradients in
the flow, as measured by the velocity gradient tensor, Gij . Making use of equation (18.108) in
equation (18.83) thus leads to the expression for the relative velocity increment

(dvL)i = ∂TF
i
I da

I = Gij F
j
I da

I . (18.109)

18.8.8 Evolution of the Cauchy-Green strain tensor
As noted in Section 18.5.1, the Eulerian representation of the metric tensor is independent of
Eulerian time, so that ∂tgij = 0. Following from the discussion in Section 18.8.7 for evolution of
the deformation matrix, we here consider the material time evolution of the a-space representation
of the metric tensor

∂T gIJ = ∂T [gij F
i
I F

j
J ] = ∂T gij [F

i
I F

j
J ] + gij ∂T [∂Iφ

i ∂Jφ
j ]. (18.110)

The first equality made use of equation (18.38) for the metric tensor written in terms of Lagrangian
coordinates, and the second equality made use of equation (18.17) for the deformation matrix,
F iI . Now use equation (18.16) for velocity of the fluid flow to arrive at

∂T [∂Iφ
i ∂Jφ

j ] = ∂I(∂Tφ
i) ∂Jφ

j + ∂J(∂Tφ
j) ∂Iφ

i (18.111a)

= ∂I(v
L)i ∂Jφ

j + ∂J(v
L)j ∂Iφ

i. (18.111b)

Examine one of these terms, with the Eulerian metric contracted, to find

gij ∂I(v
L)i ∂Jφ

j = gij F
k
I ∂k(v

L)i F jJ chain rule and deformation matrix (18.17) (18.112a)

= gij F
k
I G

i
k F

j
J introduce gradient tensor (18.86) (18.112b)

= gij G
i
I F

j
J transformation of x-space to a-space (18.112c)

= GjI F
j
J metric tensor to lower i-index (18.112d)

= GJI transformation of x-space to a-space. (18.112e)

Bringing terms together leads to

∂T gIJ = ∂T gij [F
i
I F

j
J ] +GJI +GIJ = ∂T gij [F

i
I F

j
J ] + 2SIJ , (18.113)

where the second equality introduced the Lagrangian representation of the strain rate tensor
(18.90a). If we choose Cartesian coordinates for the Eulerian x-space description so that gij = δij ,
then gIJ is the Cauchy-Green strain tensor from equation (18.41), with equation (18.113) leading
to

∂T gIJ = 2SIJ material evolution of Cauchy-Green strain tensor. (18.114)

Evidently, the Cauchy-Green strain tensor has a material evolution directly determined by the
Lagrangian expression for the strain rate tensor.

18.9 Evolution of material surfaces
We here extend the discussion of the material line element in Sections 18.6 and 18.8 to the
case of a material surface such as that shown in Figure 18.7. Considerations are given to
both three-dimensional and two-dimensional flows. Furthermore, we employ Cartesian tensors
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Figure 18.7: A material surface as defined by the cross product of two material line elements, δS = δA× δB.
In the special case of δA = x̂ δx and δB = ŷ δy, then δS = δx δy ẑ.

throughout this section. Even so, we use covariant and contra-variant index placement to
facilitate use of the Einstein summation convention.

18.9.1 Surfaces in three-dimensional flow

Following from the geometric interpretation of the vector product in Section 1.7.5, we here define
a material surface by (see Figure 18.7)

δS = δA× δB and in components δSi = ϵijk δA
j δBk (18.115)

where δA and δB are non-parallel infinitesimal material lines. The surface projected onto the
unit normal direction, n̂, is given by

n̂ · δS = n̂ · (δA× δB). (18.116)

The evolution of the material surface is given by

D(δS)

Dt
=

D(δA)

Dt
× δB + δA× D(δB)

Dt
(18.117a)

= [(δA · ∇)v]× δB + δA× [(δB · ∇)v], (18.117b)

where the second equality made use of the material line evolution equation (18.60). To proceed
we expose indices and make use of some tensor identities

D(δSi)

Dt
= ϵijk [(δA

q ∂q) v
j ] δBk + ϵijk δA

j [(δBq ∂q) v
k] (18.118a)

= ϵijk [δA
q δBk ∂qv

j + δAj δBq ∂qv
k] (18.118b)

= ϵijk ∂qv
j [δAq δBk − δAk δBq] (18.118c)

= ϵijk ∂qv
j ϵrqk δSr (18.118d)

= (δri δ
q
j − δrj δqi) ∂qvj δSr (18.118e)

= (∇ · v) δSi − (∂iv) · δS. (18.118f)

To reach this result we made use of the following identities available for the permutation symbol
from Chapter 1

δAq δBk − δAk δBq = ϵrqk δSr (18.119a)

δri δ
q
j − δrj δqi = ϵijk ϵ

rqk. (18.119b)
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18.9.2 Evolution of the material surface area
Now orient the material surface area according to its outward unit normal vector

δS = n̂ δS and in components δSi = n̂i δS, (18.120)

where the magnitude of the area element is written

δS = |δS|. (18.121)

Doing so brings equation (18.118f) to the form

1

δS

D(n̂i δS)

Dt
= (∇ · v) n̂i − (∂iv) · n̂. (18.122)

Evidently, we can develop evolution equations for the surface area, δS, and the unit normal
vector, n̂.

For the surface area evolution we take the inner product of equation (18.122) with n̂i to yield

1

δS

DδS

Dt
= ∇ · v − [(n̂ · ∇)v] · n̂ (18.123)

where we set n̂ · n̂ = 1 and followed the discussion in Section 2.1.5 to find that

n̂ · n̂ = 1 =⇒ n̂ · Dn̂
Dt

= 0, (18.124)

so that the normal vector is always perpendicular to its material time derivative. Rearrangement
of equation (18.123) then leads to the kinematic evolution equation for the area

1

δS

DδS

Dt
= [∂i − n̂i (n̂ · ∇)] vi. (18.125)

We next provide some interpretation of this result.

Surface derivative operator

The derivative operator on the right hand side of equation (18.125),

∂surf
i ≡ ∂i − n̂i (n̂ · ∇), (18.126)

is a surface derivative operator since it subtracts from the gradient operator the projection onto
the local normal, thus leaving a gradient operator just in the tangent plane of the surface. The
area evolution equation (18.125) can thus be written in the tidy form

1

δS

DδS

Dt
= ∇surf · v, (18.127)

so that the relative area of the material surface changes according to the surface divergence of
the velocity field.

Special case of a horizontal surface

To help understand the kinematic equation (18.127), consider the special case of a horizontal
surface with a vertical unit normal vector, n̂ = ẑ, so that

1

δS

D(δS)

Dt
= ∇ · v − ẑ · ∂zv = ∇h · u. (18.128)
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x

z

∂w/∂x ≠ 0
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n̂

Figure 18.8: Horizontal shear in the vertical velocity, ∇hw, creates undulations in an initially horizontal material
surface that leads to a horizontal component in the normal vector. We here show the case where ∂w/∂x ̸= 0, thus
leading to a zonal component to the normal vector according to Dn̂x/Dt = −∂xw.

.

In this case we see that the area of a horizontal surface increases when the horizontal velocity
diverges, and the area decreases when the horizontal velocity converges. We expect this behavior
since the surface is material and is thus moving with the flow. We encounter this result again in
Section 18.9.4 for two-dimensional flow, in which the area is always horizontal.

As another special case, consider a three dimensional flow that is non-divergent, ∇ · v = 0
(see Chapter 21). In this case the area changes are only due to the projection of the normal
gradient onto the normal direction. So again considering a horizontal area with n̂ = ẑ, the area
evolution in a non-divergent flow is given by

1

δS

D(δS)

Dt
= −ẑ · (ẑ · ∇)v = −∂zw, (18.129)

which follows from equation (18.128) with ∂xu+ ∂yv + ∂zw = ∇h · u+ ∂zw = 0.

18.9.3 Evolution of the normal vector
We make use of the area evolution equation (18.127) within equation (18.122) to derive an
evolution equation for the normal vector

Dn̂i
Dt

= −n̂i
1

δS

D(δS)

Dt
+ (∂jv

j) n̂i − (∂iv
j) n̂j (18.130a)

= −n̂i [∂jvj − n̂j (n̂ · ∇) vj ] + (∂jv
j) n̂i − (∂iv

j) n̂j (18.130b)

= −n̂j [∂i − n̂i n̂ · ∇] vj (18.130c)

= −n̂j ∂surf vj (18.130d)

= −n̂ · ∂surf v. (18.130e)

Equation (18.130c) provides a simple means to verify that the kinematic constraint (18.124) is
satisfied, in which n̂ ·Dn̂/Dt = 0.

To help understand the evolution equation (18.130e), consider again a horizontal area with
its normal vector initially in the vertical. The evolution of this normal vector is thus given by

Dn̂i
Dt

= −(∂i − ẑi ∂z)w, (18.131)

with each component evolving according to

Dn̂1
Dt

= −∂xw and
Dn̂2
Dt

= −∂yw and
Dn̂3
Dt

= 0. (18.132)

Hence, an initially vertical normal vector tilts into the horizontal direction according to minus
the horizontal shear in the vertical velocity. As illustrated in Figure 18.8, we understand this
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Figure 18.9: A parallelepiped defined by three material lines with volume (to within a sign) given by δV =
(δA× δB) · δC. See also the discussion surrounding Figure 1.4.

result by noting that such a shear creates undulations in the initially horizontal surface that
render a horizontal component to the normal vector.

18.9.4 Material area in two-dimensional flow

Now consider a material area for two-dimensional fluid flow with velocity, v = (u, v, 0), and
δA = x̂ δx, δB = ŷ δy, with zero dependence on z. In this case, the area of an infinitesimal
material region is

δS = (δA× δB) · ẑ = δx δy, (18.133)

and its evolution is given by

D(δS)

Dt
= (δB × ẑ) · (δA · ∇)u+ (ẑ × δA) · (δB · ∇)u (18.134a)

= δx δy∇ · u, (18.134b)

so that
1

δS

D(δS)

Dt
= ∇ · u. (18.135)

Hence, the area of the material region evolves according to the divergence of the horizontal velocity.
Correspondingly, the area remains constant in a horizontally non-divergent flow. This result
follows from specializing the three-dimensional result (18.118f) to the case of two-dimensional
flow by assuming no dependence on the vertical direction.

18.10 Volume, thickness, and the Jacobian
As studied in Chapter 19, the mass of a material parcel is constant. However, its volume is not
generally constant since the fluid density is not generally uniform. We here derive the expression
for how volume evolves for a material parcel. We also derive the material evolution equation for
the Jacobian of transformation between position space and material space. We find that the
relative change for both the parcel volume and the Jacobian are determined by divergence of
the velocity field. We retain Cartesian tensor notation throughout this section. Note that some
of these results were anticipated in Sections 18.5 and 18.7.

18.10.1 Material parcel volume

Consider a material region with a volume δV spanned by the infinitesimal material lines δA,
δB, and δC (see Figure 18.9). To within a sign the volume is given by

δV = (δA× δB) · δC. (18.136)

page 474 of 2158 geophysical fluid mechanics



18.10. VOLUME, THICKNESS, AND THE JACOBIAN

Making use of the material line evolution equation (18.60) renders

D(δV )

Dt
= (δB × δC) · (δA · ∇)v + (δC × δA) · (δB · ∇)v + (δA× δB) · (δC · ∇)v. (18.137)

Now specialize to the case where the parcel is a parallepiped oriented according to the coordinate
axes

δA = x̂ δx and δB = ŷ δy and δC = ẑ δz, (18.138)

so that
δV = δx δy δz. (18.139)

Plugging into equation (18.137) leads to

1

δV

D(δV )

Dt
= ∇ · v. (18.140)

This result is a three-dimensional generalization of the material area equation (18.135).

We offer an alternative derivation of equation (18.140) in Section 19.2, where no assumptions
are made concerning the shape of the material region. That derivation leads us to conclude
that the relative volume of a material parcel increases when the parcel moves through a region
where the velocity diverges (∇ · v > 0). We think of a diverging velocity field as “spreading out”
the material parcel boundary, thus increasing its volume. In contrast, the volume of a material
parcel decreases where the fluid velocity converges (∇ · v < 0)

∇ · v > 0 =⇒ material volume increases in diverging flow =⇒ parcel expands (18.141a)

∇ · v < 0 =⇒ material volume decreases in converging flow =⇒ parcel contracts. (18.141b)

Some authors refer to ∇ · v as the dilatation (e.g., page 15 of Pope (2000)), since the velocity
divergence measures the rate that the volume of a fluid element is expanded (dilates) or contracts.

18.10.2 Evolution of the column thickness
A material volume, δV , evolves according to the divergence of the velocity (equation (18.140)),
whereas the material area, δS, evolves according to the surface divergence of the velocity
(equation (18.127)). Now consider a material volume whose cross-sectional area is δS and whose
thickness is δh, with δh measuring the thickness in a direction defined by the unit normal, n̂.
That is, the material volume is cylindrical. We can deduce the evolution of the thickness since
we know the evolution of the volume and area

1

δV

D(δV )

Dt
=

1

δh δS

D(δh δS)

Dt
=

1

δh

D(δh)

Dt
+

1

δS

D(δS)

Dt
. (18.142)

Use of equations (18.140) and (18.127) render

1

δh

D(δh)

Dt
= ∇ · v −∇surf · v = n̂i (n̂ · ∇) vi. (18.143)

For example, consider the special case with n̂ = ẑ, in which

1

δh

D(δh)

Dt
=
∂w

∂z
, (18.144)

so that the column thickness evolves according to the vertical derivative of the vertical velocity.
This result accords with our discussion of stretching in Section 18.8.3.
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18.10.3 Evolution of the Jacobian of transformation
Recall the discussion in Sections 18.7.3 and 18.7.1, where we showed how the Jacobian satisfies

d3x =
∂φ(a, T )

∂a
d3a =⇒ ∂φ(a, T )

∂a
=

d3x

d3a
, (18.145)

where
d3a = da1 da2 da3 (18.146)

is the material coordinate volume for the parcel, and d3x is the Eulerian coordinate volume. The
material coordinate volume is a constant following a particle trajectory, whereas the Eulerian
coordinate volume is not a constant, so that

D

Dt

∂φ

∂a
=

1

d3a

D(d3x)

Dt
(18.147a)

=
d3x

d3a
∇ · v (18.147b)

=
∂φ

∂a
∇ · v. (18.147c)

The second equality made use of the equation (18.140), which expresses the material time change
for the volume of a material fluid parcel, as measured in position space, in terms of the velocity
divergence. We thus see that the relative change of the Jacobian is determined by the divergence
of the velocity [

∂φ

∂a

]−1 D

Dt

[
∂φ

∂a

]
= ∇ · v. (18.148)

This equation is identical to the parcel volume equation (18.140), which is expected given the
relation between the Jacobian and the parcel volume. In Exercise 18.5, we derive this result
using the explicit expression for the Jacobian in terms of the permutation symbol, ϵ.

18.11 Kinematics of two-dimensional flow
In this section we consider the rudiments of two-dimensional flow as a venue to illustrate topics
presented earlier in this chapter such as dilation, rotation, and strains. In so doing we expose
kinematic properties commonly used to characterize two-dimensional flow, with generalizations
to three-dimensions available with a bit more maths. We retain Cartesian tensors throughout
this section.

The starting point is Figure 18.10, which shows a square region of fluid exposed to a variety of
flow regimes. We can kinematically describe these changes by making use of the velocity gradient
tensor introduced in Section 18.8, here written for the two-dimensional flow with horizontal
velocity components, (u, v)

[∂jv
i] =

[
∂u/∂x ∂u/∂y
∂v/∂x ∂v/∂y

]
(18.149a)

=

[
∂u/∂x (1/2) (∂u/∂y + ∂v/∂x)

(1/2) (∂u/∂y + ∂v/∂x) ∂v/∂y

]
+
ζ

2

[
0 −1
1 0

]
(18.149b)

= S+R, (18.149c)

where
ζ = ẑ · ∇ × v = ∂v/∂x− ∂u/∂y (18.150)

is the vertical component to the vorticity.
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Figure 18.10: Illustrating the varieties of changes for an initially square material fluid region in two-dimensional
flow. Upper left: purely divergent flow, whereby ∇ · u > 0 yet with zero vorticity, thus leading to an increase in
the area. An example flow generating this motion is realized by u = γ (x x̂+ y ŷ) = γ x (with γ > 0 a constant of
dimensions inverse time) so that the divergence is ∇ · u = 2 γ. Upper right: rotational flow with nonzero vertical
vorticity component, ζ = ẑ · (∇× u), yet zero divergence, thus leading to a pure rotation of the square patch. An
example flow generating this motion is realized by u = ẑ ×∇ψ = γ (−y x̂+ x ŷ) = −γ ẑ × x with streamfunction
ψ = (γ/2) (x2 + y2) and vorticity ζ = ∇2ψ = 2 γ. Lower left: result of a pure tension/compression straining flow
(also called a deformation flow) with zero divergence and zero vorticity, leading to compression in one direction and
dilation in the orthogonal direction. An example flow is given by u = ẑ×∇ψ = γ (x x̂− y ŷ) with streamfunction
ψ = −γ x y. The deformation of the region is measured by the tension strain, ∂xu− ∂yv = 2 γ. Lower right: pure
shearing strain flow with zero divergence and zero vorticity. An example flow is given by u = −γ (y x̂ + x ŷ)
with streamfunction ψ = −(γ/2) (x2 − y2). The deformation of the region is measured by the shearing strain,
∂yu+ ∂xv = −2 γ. This figure is adapted from Figure 2.4 of Hoskins and James (2014).

18.11.1 Diverging flow

Recall from Section 18.9.4 that a material surface in two-dimensional flow changes its area
according to the divergence. The upper left panel of Figure 18.10 thus illustrates equation
(18.135)

1

δS

D(δS)

Dt
= ∇ · u = Sii = S1

1 + S2
2, (18.151)

where δS is the area and Sii is the trace of the strain rate tensor. That is, a diverging flow as
depicted by this figure, with ∇ · u > 0, leads to an expansion of the area. The opposite occurs
for a converging flow, where the area compresses.

18.11.2 Flow with nonzero deformation

The lower left panel of Figure 18.10 shows the square within a deformational flow whereby it
contracts along the y-axis and dilates along the x-axis. This flow is non-divergent, ∇ · u = 0,
and has zero vorticity, ζ = 0, so that the area remains constant and the orientation is fixed.
However, it has shear that acts to deform the area. This particular non-divergent deformational
flow is determined by

u = ẑ ×∇ψ, (18.152)

with the streamfunction, ψ = −γ x y where γ is a constant inverse time scale and hence
the strength of the strain. The resulting velocity components are u = −∂ψ/∂y = γ x and
v = ∂ψ/∂x = −γ y.
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Figure 18.11: Two-dimensional horizontally non-divergent and irrotational flow with nonzero deformation/strain.
Left panel: pure tension strain as determined by the streamfunction, ψ = −γ x y, so that the velocity u =
ẑ × ∇ψ = γ (x x̂ − y ŷ). The y-axis orients the direction along which flow contracts (compression) whereas
the x-axis is the dilation axis (tension). Right panel: pure shearing flow as determined by the streamfunction
ψ = −(γ/2) (x2 − y2) so that the velocity is u = ẑ ×∇ψ = γ (−y x̂− x ŷ). We set γ = 1 for both examples.

18.11.3 Rotational flow with nonzero vorticity

The upper right panel of Figure 18.10 illustrates the effects from flow with a non-zero vorticity,
ζ = ∂v/∂x− ∂u/∂y. We provide extensive discussion of vorticity in Part VII of this book, with
vorticity measuring the spin of a fluid particle within the flow. The nonzero spin imparts a
rotation to an area element, with the flow in the upper right panel of Figure 18.10 bringing
about a counter-clockwise rotation. All components of the strain tensor vanish for a purely
rotational flow, so that there is no deformation of the square as it rotates.

There are two combinations of the strain rate tensor elements that are useful in describing
deformational flows:

tension strain = ST = S1
1 − S2

2 = ∂u/∂x− ∂v/∂y (18.153a)

shearing strain = SS = 2S1
2 = ∂u/∂y + ∂v/∂x. (18.153b)

The tension strain and shearing strain are also known as tension and shearing deformation
rates. Note that negative tension is known as compression. For the deformation flow with
streamfunction ψ = −γ x y, we have

ST = 2 γ and SS = 0, (18.154)

so that this velocity leads to a purely tension straining flow. In contrast, the following non-
divergent irrotational flow is a purely shearing strain flow

ψ = −(γ/2) (x2 − y2) u = −γ y v = −γ x ST = 0 SS = −2 γ, (18.155)

as depicted by the right panel of Figure 18.11. This pure shearing flow leads to the deformation
of the fluid square shown in the lower right panel of Figure 18.10.

18.11.4 Further study

Elements of this section can be found in Section 2.3 of Hoskins and James (2014). More detailed
examinations of two-dimensional flow kinematics are offered by Weiss (1991) and Lilly (2018).
Furthermore, we here introduced the streamfunction, ψ, for non-divergent two-dimensional flow,
yet provide a more thorough discussion in Section 21.4.
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18.12 Exercises
exercise 18.1: Material evolution of the acceleration divergence
This exercise is based on problem 10(a) from Section 3.1 of Segel (1987). Here, we derive the
relation

∇ · Dv
Dt

=
D(∇ · v)

Dt
+ Sij S

j
i −Rij Rj i, (18.156)

where Sij S
j
i and Rij R

j
i are the doubly contracted strain rate tensor and squared rotation

tensor (Sections 18.8.4 and 18.8.5). Make use of Cartesian tensors for your solution.

exercise 18.2: Velocity field with zero strain (Aris (1962) exercise 4.41.1)
If the strain rate tensor vanishes, show that the velocity field can be written

v = U +Ω× x, (18.157)

where Ω is a constant angular rotation rate and U is a constant velocity. That is, a fluid velocity
equal to a constant rotation plus translation renders zero strain. Hint: if S = 0, what does that
imply about the velocity field? You may also wish to make use of the general decomposition
(18.106).

exercise 18.3: Strain rate tensor and rotation tensor (Aris (1962) exercise 4.43.3)
Consider a two-dimensional flow with horizontal velocity

u = (F/r) (x̂ y − ŷ x), (18.158)

where F = F (r) is an arbitrary function of the radial distance r =
√
x2 + y2 and with dimensions

of L T−1. Throughout this exercise, be sure your solution is dimensionally consistent.

(a) Show that the velocity field is non-divergent.

(b) Determine an analytic expression for the streamlines and draw a picture.

(c) Determine the elements to the strain rate tensor, S, given by equation (18.149c). Write
the expression using polar coordinates x = r cosφ and y = r sinφ (see Section 4.22) and
the structure function

G(r) = r
d(F/r)

dr
= (F ′ − F/r)/2 with F ′ = dF/dr. (18.159)

(d) Determine elements to the rotation tensor, R, given by equation (18.149c), also written in
polar coordinates.

exercise 18.4: Strain rate tensor and rotation tensor for parallel shear flow
Consider a two-dimensional parallel shear flow with horizontal velocity

u = a x ŷ, (18.160)

where a is a constant with dimension inverse time.

(a) Compute the strain rate tensor, S (equation (18.149c)) for this velocity field.

(b) Compute the rotation tensor, R (equation (18.149c)) for this velocity field.

(c) Decompose the velocity field according to equation (18.106), and show that each of the
velocity components is non-divergent. That is, write

u = u0 + u(S) + u(A) with ∇ · u(S) = ∇ · u(A) = 0, (18.161)
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with u0i the velocity at the point where δxi = xi− x0i = 0. The velocity u(S) has a constant
strain but no vorticity whereas u(A) has a constant vorticity but no strain. Hint: both u(S)

and u(A) have nonzero x̂ and ŷ components.

(d) Determine the streamfunctions for u(S) and u(A).

(e) Sketch the velocity vectors u(S) and u(A).

exercise 18.5: Evolution of the Jacobian using ϵ-tensor gymnastics
There is another way to derive the identity (18.148) for the evolution of the Jacobian. This
other method is somewhat more tedious. However, it exercises some useful methods of index
gymnastics involving the ϵ-tensor. It also has a natural generalization to curved spaces. This
exercise is only for aficionados of tensor analysis.

An explicit expression for the Jacobian of transformation is given by

∂φ

∂a
=

1

3!
ϵmnp ϵ

IJK ∂φm

∂aI
∂φn

∂aJ
∂φp

∂aK
. (18.162)

Take the material derivative of this expression and show that we get the same expression as
equation (18.148). Hint: make use of the identity

D

Dt

∂φm

∂aI
=
∂vm

∂aI
, (18.163)

which holds since the material time derivative is taken with the material coordinates, a, held
fixed. Also make use of the identity (4.75) for the derivative of the Jacobian with respect to
one of the matrix elements. Finally, note that similar manipulations are encountered in Section
47.5.4.
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Chapter 19

MASS CONSERVATION

Throughout this book, we assume that matter is neither created nor destroyed anywhere within
the fluid continuum, and furthermore that the fluid remains in a single phase.1 These assumptions
constrain the fluid motion and as such they form an important facet of fluid kinematics. In
this chapter, we derive a variety of mathematical expressions for mass conservation in a single
component fluid (materially homogeneous fluid), along with associated kinematic constraints
placed on fluid motion. These constraints are examined both in the fluid interior and at
boundaries, and from both Eulerian and Lagrangian viewpoints.

reader’s guide to this chapter
We are here concerned with single-component fluids, with generalizations to multiple-

component fluids given in Chapter 20. We build on the understanding of the Eulerian and
Lagrangian kinematic descriptions developed in Chapters 17 and 18. For some discussions
we require the tools from general tensor analysis as summarized in Chapter 18 for Eulerian
(x-space) and Lagrangian (a-space).

19.1 Eulerian fluid regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482
19.1.1 Finite volume expression . . . . . . . . . . . . . . . . . . . . . . . 482
19.1.2 Arbitrary Eulerian region . . . . . . . . . . . . . . . . . . . . . . 483

19.2 Material fluid parcels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483
19.2.1 Lagrangian expression for mass conservation . . . . . . . . . . . . 484
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19.3 Material fluid regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
19.3.1 Evolution of volume . . . . . . . . . . . . . . . . . . . . . . . . . 485
19.3.2 Mass conservation . . . . . . . . . . . . . . . . . . . . . . . . . . 486
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19.6.2 Moving (free) material surface . . . . . . . . . . . . . . . . . . . . 493
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19.7 Volume and mass budgets for a bounded fluid column . . . . . . . . . . . 500

1Chemical reactions transform matter from one form to the another. Nuclear reactions convert between matter
and nuclear energy. Phase changes convert matter from one phase to another. These processes are all outside the
scope of this book.
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19.7.1 Kinematic free surface equation . . . . . . . . . . . . . . . . . . . 500
19.7.2 Budget for mass per horizontal area . . . . . . . . . . . . . . . . 501

19.8 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502

19.1 Eulerian fluid regions
We here develop expressions for the mass budget within an Eulerian region, both infinitesimal
and finite. Recall that Eulerian regions are fixed in space and thus have constant volumes.

19.1.1 Finite volume expression
Consider a finite sized cubic region that is fixed in space as shown in Figure 19.1. The mass
contained within the cube is given by

∆M = ρ∆V = ρ∆x∆y∆z, (19.1)

where the cube volume,
∆V = ∆x∆y∆z, (19.2)

is constant in time as per an Eulerian region. Since we will be taking the limit as the size of
the cube becomes infinitesimal, it is sufficient to approximate the mass density as that at the
cube center, ρ = ρ(x, y, z, t). In the absence of mass sources within the fluid, the mass within
the cube changes only through the accumulation or depletion of mass transported across the six
cube faces.

Focusing on the mass transport in the meridional direction as illustrated in Figure 19.1, the
accumulation of mass within the cube through this transport is determined by the difference in
mass transport crossing the two adjacent cell faces

mass change from meridional transport = (∆x∆z) [(v ρ)y−∆y/2 − (v ρ)y+∆y/2]. (19.3)

Expanding the difference into a Taylor series and truncating after leading order yields

mass change from meridional transport ≈ −(∆x∆y∆z) ∂(v ρ)
∂y

. (19.4)

The same analysis for the zonal and vertical directions leads to the mass budget for the cube

∂(ρ∆V )

∂t
= −∆V

[
∂(u ρ)

∂x
+
∂(v ρ)

∂y
+
∂(w ρ)

∂z

]
. (19.5)

Hence, the cube mass changes according to convergence of mass across the cube boundaries.
Cancelling the constant volume ∆V (again, the volume is assumed fixed as per an Eulerian
region) renders the flux-form Eulerian mass continuity equation

∂ρ

∂t
+∇ · (ρv) = 0. (19.6)

The mass continuity equation (19.6) is in the form of a flux-form conservation law, in which
the local time tendency of a field is determined by the convergence of a flux

∂ρ

∂t
= −∇ · (ρv). (19.7)

The mass flux, ρv, with dimensions M L−2 T−1, measures the mass per time of matter crossing
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Figure 19.1: A finite sized cube or cell region with fixed dimensions and position (an Eulerian region) used
to formulate the Eulerian form of mass conservation. We highlight two cell faces with area ∆x∆z and with
meridional mass transport crossing the faces given by ∆x∆z (v ρ)y−∆y/2 and ∆x∆z (v ρ)y+∆y/2. To establish
signs we assume the meridional velocity is positive, v > 0, so that mass enters the face at y−∆y/2 and leaves the
face at y +∆y/2. Differences between these two transports leads to an accumulation of mass within the cell. The
resulting mass budget holds regardless the direction of the flow velocity.

a unit area oriented with an outward normal in each of the three Cartesian directions. If more
mass is transported into a region than leaves (i.e., mass converges), then the mass density
increases, and vice versa for a mass flux that diverges from a region. It is notable that the mass
flux also serves as a measure of the momentum flux, which we discuss in Chapter 24.

19.1.2 Arbitrary Eulerian region

The discussion for the infinitesimal cube can be generalized by making use of Gauss’s divergence
theorem from Section 2.7. For that purpose, consider an arbitrary static and simply closed
region within the fluid such as in Figure 19.2. Integrating the continuity equation (19.6) over
that region leads to ˆ

R

∂ρ

∂t
dV = −

ˆ
R

∇ · (ρv) dV. (19.8)

Since the region is static we can move the partial time derivative outside on the left hand side.
Furthermore, the divergence theorem can be applied to the right hand side to convert the volume
integral to a surface integral over the boundaries of the static domain. The resulting mass budget
is given by

d

dt

ˆ
R

ρdV = −
˛
∂R
ρv · n̂dS, (19.9)

where n̂ is the outward unit normal vector along the closed boundary of the region, and dS
is the surface area element along that boundary. This equation says that the mass within a
fixed region of the fluid changes in time (left hand side) according to the accumulation of mass
crossing the region boundary (right hand side). The minus sign means that the mass decreases
in the region if there is a net mass transport leaving the domain in the direction of the outward
normal.

19.2 Material fluid parcels

We here derive the differential expressions for mass conservation of a constant mass fluid parcel
within a Lagrangian reference frame. The differential expressions for volume and density arise as
a corollary. This discussion complements the Eulerian discussion from Section 19.1. To motivate
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n̂ dS

Figure 19.2: An arbitrarily shaped simply closed region, R, within the fluid. If the region is fixed in space,
then it represents a general Eulerian region for considering mass budgets. A surface area element, dS, is oriented
according to the outward normal, n̂.

the derivations we expand the flux-form mass continuity equation (19.6) to have

1

ρ

Dρ

Dt
= −∇ · v, (19.10)

where D/Dt = ∂t + v · ∇ is the material time derivative operator from Section 17.4.4. We now
derive this form of the mass continuity using Lagrangian methods.

19.2.1 Lagrangian expression for mass conservation
The mass of an infinitesimal fluid parcel that moves with the fluid flow is written2

δM = ρ δV, (19.11)

where δV is the volume and
ρ = δM/δV (19.12)

is the mass density of the moving parcel. Mass conservation means that the fluid parcel has a
constant mass as it moves with the flow, so that its material time derivative vanishes

D(δM)

Dt
= 0. (19.13)

Equation (19.13) is the most basic form of mass conservation for a fluid parcel. However, one
often has need to express this result in terms of parcel density and parcel volume

D(δM)

Dt
=

D(ρ δV )

Dt
= δM

[
1

ρ

Dρ

Dt
+

1

δV

D(δV )

Dt

]
. (19.14)

Comparing to the mass continuity equation (19.10) leads to3

1

δM

D(δM)

Dt
=

1

ρ

Dρ

Dt
+∇ · v. (19.15)

Setting D(δM)/Dt = 0 renders the continuity equation (19.10) derived from the Eulerian
expression

1

ρ

Dρ

Dt
= −∇ · v. (19.16)

The parcel volume contracts in regions where the velocity converges (we prove that property in
Sections 18.10.1 and 19.3.1). The continuity equation (19.16) then says that regions of volume

2Recall that we use the δ symbol to signal a property measured in the Lagrangian reference frame.
3In Section 18.10.1 we derived the material evolution of volume, and will again see this result in equation

(19.25).
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contraction are where the parcel density increases whereas the opposite occurs for regions where
the velocity diverges.

19.2.2 Summary of material kinematic equations

Let us now summarize the variety of differential evolution equations for mass, volume, and
density as viewed from a material reference frame

D(δM)

Dt
= 0 parcel mass is constant (19.17)

1

δV

D(δV )

Dt
= ∇ · v parcel volume increases in divergent flow (19.18)

1

ρ

Dρ

Dt
= −∇ · v parcel density increases in convergent flow. (19.19)

To help remember the signs on the right hand side, recall that as the fluid diverges from a point
(∇ · v > 0), it expands the boundaries of the material parcel and so increases the parcel volume
as per equation (19.18). Since the parcel has a fixed mass, the diverging velocity field causes the
material parcel density to decrease (−∇ · v < 0) as per equation (19.19).

19.3 Material fluid regions
We now extend the kinematics of material fluid parcels in Section 19.2 to finite sized material
fluid regions. Just as for material fluid parcels, the finite sized material fluid region retains the
same matter content, and thus maintains a constant mass.4 We contrast the discussion here
with that for Eulerian regions (fixed in space) considered in Section 19.1. One key operational
distinction between the Eulerian and Lagrangian domains is that partial time derivative, ∂t,
commutes with integration over a fixed Eulerian domain, whereas material time derivative, ∂T ,
commutes with integration over a Lagrangian domain as per Reynolds transport theorem derived
in Section 19.5.

19.3.1 Evolution of volume

Consider a finite material region, R(v), whose volume is given by the integral

V =

ˆ
R(v)

dV, (19.20)

with dV the volume element. The region changes its shape according to motion of the fluid
particles fixed to the boundary of the material region. We designate this region as

R(v) = region following flow, (19.21)

with the v argument emphasizing that the region moves with the flow velocity. The material
region expands when the flow moves outward and contracts when the flow moves inward. These
statements take on the following mathematical expression

d

dt

ˆ
R(v)

dV =

˛
∂R(v)

v · n̂dS, (19.22)

4Recall that throughout this chapter we are focused on single-component fluids, so there is no diffusion of
matter considered here. We relax this restriction in Chapter 20.

CHAPTER 19. MASS CONSERVATION page 485 of 2158



19.4. MASS CONSERVATION AND THE MOTION FIELD

where n̂ is the outward normal on the region’s closed boundary, dS is the area element on the
boundary, and

v · n̂dS = volume transport (volume per time) at the boundary ∂R. (19.23)

Use of the divergence theorem then leads to the equivalent expression

d

dt

ˆ
R(v)

dV =

ˆ
R(v)
∇ · v dV. (19.24)

We now take the limit as the material region becomes a material parcel, in which case we recover
the differential expression

1

δV

D(δV )

Dt
= ∇ · v, (19.25)

where we make use of D/Dt since the infinitesimal volume is moving with the fluid. This equation
is also derived in Section 18.10.1 using different methods.

19.3.2 Mass conservation

The mass of fluid contained in a finite material region is given by

M =

ˆ
R(v)

ρ dV. (19.26)

As a material fluid region, it maintains a constant mass as it moves through the fluid so that

d

dt

ˆ
R(v)

ρdV = 0. (19.27)

Just as for the volume in Section 19.3.1, taking the limit as the material region becomes
infinitesimally small, the region mass conservation statement (19.27) becomes the parcel mass
conservation statement (19.13)

D(δM)

Dt
=

D(ρ δV )

Dt
= 0. (19.28)

19.4 Mass conservation and the motion field
In Sections 18.2 and 18.3 we described motion of the matter continuum in terms of the motion
field, φ(a, T ). The motion field smoothly and continuously maps the reference or base manifold,
B, to the spatial manifold, S, as time evolves. In that manner, the motion field provides a
flow map. Here we frame mass conservation in this rather formal language of Lagrangian fluid
mechanics, with Figure 19.3 providing a summary of the ideas.

19.4.1 Mass for a fluid parcel

Following the discussion of material volume elements in Section 18.7.3, write the mass of a fluid
parcel on the referential or base manifold, B, as (see equation (18.78))

δM = ρL(a, T = tR)
√

det[gL(a, T = tR)] d
3a = ρ̊L(a) g̊L(a) d3a (19.29)

In this equation, d3a is the region of material space that is occupied by the parcel, with this
region specified on the base manifold so that it does not change as the parcel evolves via the
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M =

∫

R(tR)
g̊L(a)ω̊L(a) d3a

Figure 19.3: Following from Figure 18.1, we here depict conservation of mass in terms of the mapping between the
referential or base manifold, B, at time T = t = tR, and the spatial manifold, S, at some future time. The mapping
is affected by the motion field, φ(a, T ), which provides a flow map for the matter continuum. Mass conservation
means that each infinitesimal fluid parcel within the matter continuum has a constant mass as it evolves from
the base manifold to the spatial manifold. When represented using material coordinates on the base manifold,
the parcel (small black circular region) has a mass given by δM = ρ̊(a) d3a, and mass within a finite subregion,
R(tR) of the base manifold (dark gray region) is given by the integral, M =

´
R(tR)

ρ̊(a) d3a. When represented

using Eulerian coordinates on the spatial manifold, the parcel has a mass, δM = ρ(x, t) δV (x, t), and the mass
within the finite subregion, R(t), that moves with the motion field, is given by the integral, M =

´
R(t)

ρ(x, t) dV .

Mass conservation for parcels, according to equation (19.40), means that the mass densities are related by
ρ̊(a) = ρL(a, T ) gL(a, T ), or when using Cartesian Eulerian coordinates we have ρ̊(a) = ρL(a, T ) ∂φ(a, T )/∂a. In
either case, ρ̊(a) is independent of the material time, T

motion field. We use the shorthand

g̊L(a) = gL(a, T = tR) =
√
det[gL(a, T = tR)] (19.30)

for the square root of the Euclidean metric using the Lagrangian coordinates, computed at the
reference time T = tR and written as per equation (18.43). The mass density, ρL(a, T = tR), is
the density of the fluid parcel computed at the base time, T = tR.

As the fluid evolves, the motion field maps the base manifold, B, to the spatial manifold, S,
as depicted in Figure 19.3. Mass conservation means that mass of the fluid parcel, δM , remains
unchanged as its center of mass moves along a fluid particle trajectory, so that

δM = ρL(a, T ) gL(a, T ) d3a = ρ̊L(a) g̊L(a) d3a. (19.31)

When measured using Eulerian coordinates on the spatial manifold, the parcel mass is written

δM = ρ(x, t) δV (x, t). (19.32)

In this equation, δV (x, t) is the parcel volume measured using x coordinates, with this volume
having dimensions L3, and being a function of space and time. The mass density, ρ(x, t), is the
mass of the parcel per unit volume, δV (x, t). Writing the parcel mass using arbitrary Eulerian
coordinates renders

δM = ρ(x, t) δV = ρ(x, t) gE(x) d3x, (19.33)

where gE(x) =
√
det[gE(x)] is the square root of the metric determinant when using arbitrary

Eulerian coordinates.5 Equating the Lagrangian expression (19.31) to the Eulerian expression
(19.33) yields the identity

ρL(a, T ) gL(a, T ) d3a = ρ(x, t) gE(x) d3x. (19.34)

5Recall from Section 18.5.1 that the Eulerian representation of the metric tensor is independent of the Eulerian
time coordinate, t.
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If the Eulerian coordinates are taken to be Cartesian, then equation (18.46) means that the
Jacobian of the transformation between x-space and a-space can be written in terms of the
Lagrangian metric tensor determinant,

∂φ

∂a
= gL(a, T ) Cartesian Eulerian coordinates. (19.35)

With this choice, the parcel mass can be written as

δM = ρL(a, T ) (∂φ/∂a) d3a Cartesian Eulerian coordinates. (19.36)

19.4.2 Parcel mass conservation and the Jacobian

The coordinate volume in material space is a material constant, so that

∂T (d
3a) = 0. (19.37)

Consequently, setting ∂T (δM) = ∂T (ρ δV ) = 0 in equation (19.31) leads to the expression of
mass conservation

∂

∂T
[ρL(a, T ) gL(a, T )] = 0. (19.38)

Evidently, the product of the mass density times the square root of the metric determinant
remains constant when following the trajectory of a fluid particle. Specializing to the case of
Cartesian Eulerian coordinates allows us to replace the metric determinant with the Jacobian as
per equation (18.46), so that

∂

∂T

[
ρL(a, T )

∂φ(a, T )

∂a

]
= 0 Cartesian Eulerian coordinates. (19.39)

Equation (19.29) for mass conservation leads to

ρ̊L(a) g̊L(a) = ρL(a, T ) gL(a, T )
Cartesian Eulerian

= ρL(a, T )
∂φ(a, T )

∂a
. (19.40)

Defining material coordinates as the base manifold particle positions is commonly made in the
solid mechanics literature (e.g., Chapter 1 of Tromp (2025a)). However, for geophysical fluid
mechanics we do not build this assumption into the formalism. The reason is that we often find
it useful to set a to non-spatial coordinates, such as discussed in Section 17.3.2.

19.4.3 Another derivation of mass conservation

Yet another derivation of mass conservation follows from the identity (18.148), in which

D

Dt
[ρ(x, t) δV (x, t)] =

D

Dt

[
ρ
∂φ

∂a
d3a

]
(19.41a)

=

[
Dρ

Dt
+ ρ∇ · v

] [
∂φ

∂a

]
d3a (19.41b)

=

[
Dρ

Dt
+ ρ∇ · v

]
δV (x, t). (19.41c)

The Eulerian form of mass conservation given by equation (19.16) is recovered when noting that
the mass of a material parcel is constant, so that Dρ/Dt = −ρ∇ · v.
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19.4.4 Mass conservation for material fluid regions

Now consider a finite region of the base manifold, R(tR), as depicted in Figure 19.3. The mass
of matter in this region is given by the integral

M =

ˆ
R(tR)

ρ̊L(a) g̊L(a) d3a. (19.42)

If the region follows the fluid flow so that R(t > tR) is comprised of the same fluid particles,
then the domain in a-space remains unchanged, in which case we write it as R(a). Furthermore,
a region that moves with fluid particles has a mass given by

M =

ˆ
R(a)

ρL(a, T ) gL(a, T ) d3a
Cartesian Eulerian

=

ˆ
R(a)

ρL(a, T )
∂φ(a, T )

∂a
d3a. (19.43)

When measured on the spatial manifold using Eulerian coordinates, the mass is given by

M =

ˆ
R(t)

ρ(x, t) dV
Cartesian Eulerian

=

ˆ
R(t)

ρ(x, t) d3x, (19.44)

with the Eulerian domain, R(t), a function of time.

A one-dimensional example

To help understand the equality between equations (19.42)–(19.44), consider a one-dimensional
example, in which the mass on a material line is given by

x2(t)ˆ

x1(t)

ρ(x, t) dx =

a[x2(t)]ˆ

a[x1(t)]

ρL(a, T )
∂φ(a, T )

∂a
da =

a2ˆ

a1

ρL(a, T )
∂φ(a, T )

∂a
da =

a2ˆ

a1

ρ̊L(a) g̊L(a) da.

(19.45)
The first equality introduced the Jacobian, ∂φ/∂a, for the one-dimensional coordinate transfor-
mation from x-space to a-space, with corresponding changes to the integration limits. We can
make this coordinate transformation since there is a 1-to-1 relation between the a-space and
x-space representation of a material fluid parcel. We also introduced the Lagrangian expression
for the mass density following a fluid particle

ρL(a, T ) = ρ[x = φ(a, T ), t = T ]. (19.46)

The second equality in equation (19.45) wrote the integral bounds in terms of the material
coordinate. Since we are considering a material region that follows fluid particles, the integral
bounds have fixed material coordinate values, a[x1(t)] = a1 and a[x2(t)] = a2. The final equality
in equation (19.45) introduced base manifold density and metric determinant,

ρ̊L(a) g̊L(a) = ρL(a, T )
∂φ(a, T )

∂a
, (19.47)

which is independent of time, as required for mass conservation for a material fluid parcel as
given by equation (19.39).
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An exercise in the formalism

As an exercise using the Lagrangian formalism, consider the time derivative of the mass within
a material fluid region and assume Cartesian x-space so that

d

dt

[ˆ
R[v(x,t)]

ρdV

]
=

d

dt

[ˆ
R[v(x,t)]

ρd3x

]
dV = d3x for Cartesian x-space

(19.48a)

=
∂

∂T

[ˆ
R(a)

ρL ∂φ

∂a
d3a

]
transform x to a

(19.48b)

=

ˆ
R(a)

∂

∂T

[
ρL ∂φ

∂a
d3a

]
∂T commutes w/ integral

(19.48c)

=

ˆ
R[v(x,t)]

D

Dt

[
ρ d3x

]
transform a to x

(19.48d)

=

ˆ
R[v(x,t)]

[
Dρ

Dt
+ ρ∇ · v

]
dV chain rule + eq. (18.140)

(19.48e)

=

ˆ
R[v(x,t)]

[
1

ρ

Dρ

Dt
+∇ · v

]
ρdV rearrange.

(19.48f)

When expressing the integral bounds using a-space coordinates, the integral bounds have no
material T -dependence since they are fixed on fluid particles. We can thus move the ∂T derivative
inside of the integral sign to reach the third equality. The fourther equality made use of equation
(19.41c) and converted back to x-space. In this manner, upon entering the integral and using
Eulerian coordinates, the time derivative is written as a material time derivative, D/Dt, since it
is a time derivative computed by following the fluid particles that define the material region. As
the material region, R, has a materially constant mass, we recover the mass continuity equation
(19.16) by setting the integrand in equation (19.48f) to zero.

19.5 Reynolds transport theorem
On first encounter, the method from Section 19.4.4 that involves moving between Eulerian
(x-space) and Lagrangian (a-space) representations is clumsy at best and a black box at worse.
However, with some practice it becomes an elegant means to study the time evolution of fluid
properties integrated over a material region. The method is formalized by the Reynolds transport
theorem.

19.5.1 Derivation of the theorem
Manipulations leading to the mass conservation statement (19.48f) can be generalized by
considering the material time derivative of a mass-weighted field ψ (e.g., a tracer concentration
as in Section 20.1)

D(ψ ρ δV )

Dt
=

Dψ

Dt
ρ δV + ψ

D(ρ δV )

Dt
(19.49a)
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= ρ δV

[
Dψ

Dt
+
ψ

ρ

Dρ

Dt
+ ψ∇ · v

]
(19.49b)

= δV

[
∂(ρψ)

∂t
+∇ · (ρψ v)

]
. (19.49c)

The first equality used the product rule, which holds for material time derivatives. Mass
conservation means that the material derivative D(ρ δV )/Dt = 0. However, we choose to write
mass conservation in the form of equation (19.41c), which allows us to introduce the flux-form
Eulerian expression after replacing the material time derivative with its Eulerian form from
equation (17.11). Another means to derive this result is to write

ρ
Dψ

Dt
= ρ

[
∂ψ

∂t
+ v · ∇ψ

]
(19.50a)

= ρ

[
∂ψ

∂t
+ v · ∇ψ

]
+ ψ

[
∂ρ

∂t
+∇ · (v ρ)

]
(19.50b)

=
∂(ρψ)

∂t
+∇ · (ρv ψ). (19.50c)

Following the discussion in Section 19.4.4, we can extend the material parcel result (19.49c)
to a finite size material region. Again, each point in the material region is following a fluid
particle. The result is known as the Reynolds transport theorem, which can be written in the
following equivalent manners

d

dt

ˆ
R(v)

ψ ρdV =

ˆ
R(v)

Dψ

Dt
ρdV material region (19.51a)

=

ˆ
R(v)

[
∂(ρψ)

∂t
+∇ · (ρψ v)

]
dV identity (19.50c) (19.51b)

=

ˆ
R(v)

∂(ρψ)

∂t
dV +

˛
∂R(v)

ρψ v · n̂dS divergence theorem (2.79). (19.51c)

Note that we returned to the notation R(v) for material region as introduced in Section 19.3.1.
This notation is sufficient to designate that the region is following fluid particles whose velocity
is the fluid velocity, v. The surface integral term, v · n̂, generally does not vanish. Rather, it is
given by v · n̂ = v(s) · n̂, where v(s) is the velocity of a point on the boundary of the material
region. Only when the material boundary is static can we set v · n̂ = 0. We further consider
this issue in Section 19.6 when studying kinematic boundary conditions.

19.5.2 Comments on notation for the time derivative
In this book we write d/dt for the time derivative operator acting on an integral. Furthermore,
when the domain is specialized to follow fluid particles, we identify the special nature of such
domains by introducing the fluid velocity argument to the domain name, R(v). This notation
designates that all points in the domain, R, move with the fluid velocity, v, since all points have
fluid particles attached. However, many authors choose an alternative notation by using the
material time derivative, D/Dt, when acting on an integral over a material region. We thus have
the following equality across the two notational conventions

D

Dt

ˆ
R

ψ ρ dV =
d

dt

ˆ
R(v)

ψ ρdV. (19.52)

The use of one convention versus the other is a matter of taste. We follow Section 2.1 of Batchelor
(1967) by restricting the D/Dt operator to act only on space-time fields, such as ψ(x, t). Hence,
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s = z � ⌘b(x, y) = s0

Figure 19.4: Illustrating the no-normal flow boundary condition maintained for a solid material boundary, on
which v · n̂ = 0 (equation (19.53)). When the solid boundary denotes the solid-earth (ground or ocean bottom),
and when the boundary does not overturn (i.e., n̂ · ẑ is single-signed), then the position of the interface can be
written s(x, y, z) = z − ηb(x, y) = s0, with s0 a constant (equation (19.54)). Correspondingly, the outward unit
normal is given by n̂ = −∇s/|∇s| = −(ẑ −∇ηb)/

√
1 + |∇ηb|2 as given by equation (19.55).

the D/Dt operator is not used when acting on integrals over spatial regions. Following this
convention leads us to write R(v) for a region that moves with the fluid flow and to retain d/dt
when acting on the integral over that region.

The R(v) notation is not generally used in the literature, with many authors dropping the v
and thus letting words designate whether a region follows the flow or otherwise. As we have
occasion in this book to consider a variety of fluid regions, we find it essential to introduce the
somewhat more explicit notation, R(v), to denote a region moving with the flow velocity, v.
This usage aims to help the reader freely swim along with the mathematical flow rather than
struggling to stay afloat in an ocean of confused or non-specific notation.

19.6 Kinematic boundary conditions
When a fluid encounters a boundary, either at the edge of the fluid region or an imaginary
boundary within the fluid itself, the flow must accommodate the boundary. Conversely, the
boundary must accommodate the flow. Some boundaries are impermeable, so that they do not
allow matter to cross. For material boundaries, any fluid originally in contact with the boundary
stays in contact; at most the fluid can move tangential to the boundary without leaving it. We
can understand this rather remarkable constraint placed on material boundaries by noting that
no two fluid particles can occupy the same point along the material boundary, nor can there
be a cavity next to the boundary as the boundary moves through the fluid. Other boundaries
are permeable, thus allowing matter to cross. In this section we develop kinematic boundary
conditions appropriate for the variety of cases encountered in fluid mechanics.

19.6.1 Static material surface
Consider a moving fluid that encounters a static material surface, such as the solid-earth. At the
boundary, we can decompose the fluid velocity into a component that moves in the plane locally
tangent to the boundary and another component that is normal to the boundary. To ensure
that no fluid crosses the static boundary, the normal component must vanish at the boundary
surface. Hence, the kinematic boundary condition for a moving fluid that encounters a static
material boundary is (see Figure 19.4)

v · n̂ = 0 no-normal flow condition on static material boundary. (19.53)

Recall our discussion of streamlines in Section 17.7.2, where v · n̂ = 0 along a streamline.
Evidently, the static material boundary is a flow streamline so that fluid that is in contact with
the boundary remains in contact. This result holds even in the case of a time dependent flow.6

6Specification of the tangential velocity along a material boundary requires dynamical information, such as
the no-slip boundary from Section 25.8.7, that is unavailable from purely kinematic considerations.
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For many cases in practice, the material surface is monotonic in the vertical, meaning there
are no overturns. In this case, it is useful to introduce some differential geometry (at the level of
introductory calculus) to unpack the boundary condition (19.53). Doing so helps to develop a
geometric formalism especially useful for the more complicated moving boundary conditions in
Sections 19.6.2 and 19.6.3. For this purpose, introduce a coordinate expression for the boundary
according to

s(x, y, z) = z − ηb(x, y) = s0 static material boundary, (19.54)

with z = ηb(x, y) the vertical position of the boundary and s0 a constant. The outward unit
normal vector at the boundary is thus given by

n̂ = − ∇s|∇s| = −
∇(z − ηb)
|∇(z − ηb)|

= − ẑ −∇ηb√
1 + |∇ηb|2

. (19.55)

Consequently, the no-flux boundary condition (19.53) takes the form

∇(z − ηb) · v = w − u · ∇ηb = 0 at z = ηb(x, y), (19.56)

where the velocity is decomposed into its horizontal and vertical components, v = (u, w). Hence,
to maintain the no-flux boundary condition requires the vertical velocity component to precisely
balance the projection of the horizontal velocity onto the slope of the material surface. If the
material surface is flat, so that ∇ηb = 0, then the kinematic boundary condition reduces to
w = 0. Alternatively, if the flow is purely horizontal and thus moves along a constant ηb isoline,
then u · ∇ηb = 0 so that w = 0.

19.6.2 Moving (free) material surface

We next consider the kinematic constraints imposed by a moving surface that does not allow
matter to cross the surface.7

General expression of the kinematic boundary condition

To ensure that no matter crosses the surface, the normal component of the velocity for a point
on the surface must match the normal component of the fluid at the surface. We are thus led to
the kinematic boundary condition for a moving material surface

(v − v(s)) · n̂ = 0 moving material boundary condition. (19.57)

We illustrate this boundary condition in Figure 19.5, where v(s) is the velocity of a point fixed
on the moving material surface and v is the velocity of the fluid particles.

As for the static material boundary, there is no constraint on the tangential component of
the velocities, since it is only the normal component that measures the flow of matter across
the boundary. Hence, the boundary condition (19.57) does not mean v and v(s) are identical. It
only says that their normal components are the same when evaluated on the material surface.
As a Corollary, we see that v · n̂ is not generally zero so that a moving material boundary does
not coincide with a flow streamline (see discussion in Sections 17.7.2 and 17.7.3).

7As we discuss in Chapter 20, with multiple matter components a surface that follows the barycentric velocity
and so allows for zero net mass to cross it can still allow for the exchange of component matter in the presence of
matter diffusion. In the current chapter, we are only considering a single matter constituent, so that zero mass
crossing a surface also means there are no fluid particles crossing the surface.
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s(x, t) = s0

Figure 19.5: Illustrating the boundary condition for a moving material surface, on which n̂ · (v − v(s)) = 0
(equation (19.57)), so that no fluid particles cross the surface. The boundary condition means that the velocity of
the surface, v(s), has the same normal component as the velocity of a fluid particle, v. The material nature of
the surface is not compromised if v ≠ v(s), so long as their normal components are identical, n̂ · v = n̂ · v(s). For
many cases, we can specify the surface by the value of a function that is a constant on the surface: s(x, t) = s0 for
some constant s0 (equation (19.58)), in which case the unit normal direction is given by n̂ = |∇s|−1 ∇s (equation
(19.59)). For example, s could represent a surface of constant temperature, or a constant Archimedean buoyancy
(Chapter 30) in a buoyancy stratified fluid.

Specialized expression of the boundary condition

Now specialize the kinematic condition (19.57) to the case of a material surface, S, as specified
by a scalar function whose value remains a fixed constant when it is evaluated on the surface

s(x, t) = s0 when x ∈ S. (19.58)

An example of such a function is the Archimedean buoyancy (Chapter 30) or the Conservative
Temperature (Section 26.11). Correspondingly, the surface unit normal vector is given by

n̂ = |∇s|−1∇s. (19.59)

From Section 17.4.5, we know that a point fixed on an arbitrary surface has a velocity that
satisfies (see equation (17.19))

∂s

∂t
+ v(s) · ∇s = 0 on an iso-surface s(x, t) = s0. (19.60)

Note that we offer another derivation of this equation later in this subsection. Use of the identity

∂s

∂t
=

Ds

Dt
− v · ∇s (19.61)

renders

Ds

Dt
− v · ∇s+ v(s) · ∇s = Ds

Dt
+ (v(s) − v) · ∇s = 0. (19.62a)

Since (v(s) − v) · ∇s = 0 from the boundary condition (19.57), we are left with the material
constancy condition

Ds

Dt
=
∂s

∂t
+ v · ∇s = 0 on material surface s(x, t) = s0. (19.63)

Consequently, matter does not cross a surface of constant s as long as s is materially constant. This
is an important kinematic property that reappears in many forms throughout fluid mechanics.8

Boundary condition for a material interface

Consider the interface between two immiscible fluids. Assume this interface has an outward
normal that has a nonzero vertical component, so that there are no breaking waves, for example.

8As noted on page 137 of Serrin (1959), the kinematic condition (19.63) originates from Kelvin in 1848 and
Lagrange in 1781.
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X(t+ �t)

Figure 19.6: A surface within a fluid at two time instants, along with the position of a fluid particle on the surface
at X(t) and X(t+δt). The velocity of a point on the surface is given by v(s) = [X(t+δt)−X(t)]/δt = δX/δt. The
equation s(x, t) = z−η(x, y, t) = s0 specifies the vertical position for points on the surface as a function of horizontal
position and time. At both time instances the vertical position is determined by s(x, t) = s(x+ δx, t+ δt) = s0.

In this case we can express the vertical position of a point on the interface as

s(x, y, z, t) = z − η(x, y, t) = s0. (19.64)

The function η(x, y, t) is the vertical deviation of the interface relative to the horizontal. The
kinematic boundary condition (19.63) thus takes the form

Ds

Dt
=

D(z − η)
Dt

= 0. (19.65)

Hence, the vertical velocity component at the interface equals to the material time derivative of
the interface displacement

Dz

Dt
=

Dη

Dt
=⇒ w =

∂η

∂t
+ u · ∇η material b.c. at interface z = η(x, y, t). (19.66)

This boundary condition can be equivalently written in the form

v · n̂ =
∂η/∂t√
1 + |∇η|2

, (19.67)

where

n̂ =
∇ (z − η)
|∇ (z − η)| =

−∇η + ẑ√
1 + |∇η|2

(19.68)

is the outward unit normal at the material surface. These equations provide kinematic relation
for the motion of an surface within a perfect fluid. It also provides the kinematic relation for the
interface separating two immiscible fluid layers. A particular example concerns the boundary
condition placed on the ocean free surface in the special case of no water penetrating the surface
(i.e., no rain or evaporation).

A geometric derivation of the material boundary condition

The material invariance condition Ds/Dt = 0 is a key kinematic result. We thus offer an
alternative derivation to help solidify its meaning. As before, define the surface according to

s(x, t) = z − η(x, y, t) = s0, (19.69)

which specifies the vertical position of a point on the surface at time t. Now consider the position
of the surface after a small time interval, t+ δt (see Figure 19.6). The vertical position of the
surface at the new time is determined by the same condition

s(x+ δx, t+ δt) = s0, (19.70)
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where φ(t + δt) = x + δx is the displaced position of a point on the surface that started at
φ(t) = x, and

v(s) = [φ(t+ δt)−φ(t)]/δt = δx/δt (19.71)

is the velocity of a point stuck to the surface. Expanding equation (19.70) in a Taylor series to
leading order yields

s(x, t) + δx · ∇s+ δt ∂ts = s0. (19.72)

Since s(x, t) = s0 from equation (19.69) we thus have

∂s

∂t
+
δx

δt
· ∇s = ∂s

∂t
+
δx

δt
· n̂ |∇s| = 0, (19.73)

where n̂ = |∇s|−1∇s is the surface unit normal direction. This result means that when positioned
at a fixed point in space, it is the normal component of the displacement that corresponds to a
temporal modification of s(x, t)

∂s

∂t
= −v(s) · n̂ |∇s|. (19.74)

In contrast, any tangential displacement along an s-isosurface leaves s(x, t) unchanged. Hence,
when following motion of points on the surface, we are only concerned with motion along the
direction set by the normal component of the velocity of that point, n̂ (v(s) · n̂). It is this velocity
component that corresponds to movement of the surface normal to itself, thus leading to nonzero
motion through space.

Writing equation (19.74) in a more conventional form leads to the differential equation
satisfied by a point fixed on the moving surface

∂s

∂t
+ v(s) · ∇s = 0. (19.75)

Again, assuming the surface is material means that

v(s) · n̂ = v · n̂, (19.76)

so that motion of the surface normal to itself is identical to that of the fluid in the same direction.
Use of the boundary condition (19.76) in equation (19.75) renders the material invariance
condition

Ds

Dt
=
∂s

∂t
+ v · ∇s = 0. (19.77)

19.6.3 Dynamic and permeable surface
We now consider the kinematic boundary condition for a moving permeable surface that separates
two fluid media (e.g., ocean and atmosphere) or two regions within a single media (e.g., surface
of constant buoyancy within the ocean or within the atmosphere). As before, the kinematic
boundary condition is a statement about the mass transport through the boundary. Whereas
the previous conditions enforced a zero mass transport through the boundary at each point of
the boundary, here we allow for a generally non-zero transport (mass per time). We write this
transport condition as

ρ (v − v(s)) · n̂dS = −Qm dS moving non-material boundary condition. (19.78)

In this equation, dS is an infinitesimal area element on the surface, and Qm measures the mass
per time per surface area (mass flux) crossing the boundary. The minus sign is a convention
to be motivated in the following. We now massage this kinematic boundary condition into
alternative forms.

page 496 of 2158 geophysical fluid mechanics



19.6. KINEMATIC BOUNDARY CONDITIONS

.z
<latexit sha1_base64="7Zw84smi9+PM901zYDrAbiJaNGk=">AAACQ3icbVDJSgNBEO2JW4xbooIHL41BiCBhRtwuQtCLxwhmgSSEnk4nadLdM3TXiHGYf/Gq/+FH+A3exKtgZzlozIOCx3tVVNXzQ8ENuO67k1pYXFpeSa9m1tY3Nreyue2qCSJNWYUGItB1nxgmuGIV4CBYPdSMSF+wmj+4Gfm1B6YND9Q9DEPWkqSneJdTAlZqZ3dNIW76Ej8mx3CEr7Bpx27SzubdojsG/k+8KcmjKcrtnLPX7AQ0kkwBFcSYhueG0IqJBk4FSzLNyLCQ0AHpsYalikhmWvH4/AQfWqWDu4G2pQCP1d8TMZHGDKVvOyWBvpn1RuJcjxmuYK7jy3lyI4LuZSvmKoyAKTq5rBsJDAEehYc7XDMKYmgJoZrb5zDtE00o2IjnrM5kbJTebHD/SfWk6J0Xz+5O86XraahptI8OUAF56AKV0C0qowqi6Ak9oxf06rw5H86n8zVpTTnTmR30B873D4xarwA=</latexit>

s(x, t) = s0

<latexit sha1_base64="36pU+4kgtkxuK1MWFjY6xWPXod4=">AAACYnicbZHLSgMxFIbT8VbHW2sXLnQRLEIFLTPel6IblwpWhU4tmTRtg7kMyRmhDPMgPo1bfQT3PohpnYWXHgh8/P85JOdPnAhuIQg+St7M7Nz8QnnRX1peWV2rVNfvrE4NZS2qhTYPMbFMcMVawEGwh8QwImPB7uOny7F//8yM5VrdwihhHUkGivc5JeCkbuUwMkONoz3cyKJY4ucc7+OCHrOG3c13cUR7GnA0JDAxVN6t1INmMCn8H8IC6qio6261tBH1NE0lU0AFsbYdBgl0MmKAU8FyP0otSwh9IgPWdqiIZLaTTbbL8Y5TerivjTsK8ET9OZERae1Ixq5TEhjav95YnOoxyxVMdWI5TW6n0D/rZFwlKTBFv1/WTwUGjcfZ4h43jIIYOSDUcLccpkNiCAX3A1Ou9n0XZfg3uP9wd9AMT5rHN0f184si1DLaRNuogUJ0is7RFbpGLUTRC3pFb+i99On5XtWrfbd6pWKmhn6Vt/UFMYq26w==</latexit>

⇢ (v � v(s)) · n̂

<latexit sha1_base64="U6RoR8Me4SCtFwQ41dhnirC4/LU=">AAACOHicbVDJSgNBEO2JW4xbogcPXhqD4CnMiNsx6MVjBLPAzBB6Oj1Jk+6eobtGCEM+w6v+h3/izZt49QvsLAdN8qDg8V4VVfWiVHADrvvhFNbWNza3itulnd29/YNy5bBlkkxT1qSJSHQnIoYJrlgTOAjWSTUjMhKsHQ3vJ377mWnDE/UEo5SFkvQVjzklYCU/GBDIg0hiNe6Wq27NnQIvE29OqmiORrfiHAe9hGaSKaCCGON7bgphTjRwKti4FGSGpYQOSZ/5lioimQnz6c1jfGaVHo4TbUsBnqp/J3IijRnJyHZKAgOz6E3ElR4zXMFKJ5KrZD+D+DbMuUozYIrOLoszgSHBk8Rwj2tGQYwsIVRz+xymA6IJBZvritWlko3SWwxumbQuat517erxslq/m4daRCfoFJ0jD92gOnpADdREFCXoBb2iN+fd+XS+nO9Za8GZzxyhf3B+fgF1v6wp</latexit>

n̂

Figure 19.7: Illustrating the boundary condition for a moving permeable surface, such as the interface between
two miscible fluid layers. On this surface, the boundary condition states that ρ (v− v(s)) · n̂ dS = −Qm dS (as per
equation (19.78)). In the special case of an ocean free surface with no overturns, this boundary condition reduces
to the surface kinematic boundary condition (19.94).

Coordinate representation of the permeable surface

The expression (19.60) for v(s) · n̂ holds for a point on an arbitrary surface, even if that surface
is permeable, so that

v(s) · n̂ = −∂s/∂t|∇s| . (19.79)

Furthermore, the projection of the fluid velocity onto the normal direction can be written

Ds

Dt
=
∂s

∂t
+ v · ∇s =⇒ v · n̂ =

1

|∇s|

[
Ds

Dt
− ∂s

∂t

]
. (19.80)

Bringing these results together leads to

ρ (v − v(s)) · n̂dS =
ρ dS

|∇s|
Ds

Dt
=⇒ Qm = − ρ

|∇s|
Ds

Dt
. (19.81)

This equation says that the mass transport crossing the surface is proportional to the material
time derivative of the surface coordinate. The material time derivative vanishes when there is
no mass transport across the surface, which is a result already seen in Section 19.6.2.

In terms of the horizontal projection of the surface area

Assume that the surface is not vertical, so that its normal direction has a nonzero component in
the vertical (e.g., waves that do not overturn). This assumption means that

∂s

∂z
̸= 0, (19.82)

so that we can further massage the boundary condition (19.81) by writing the area factor in the
form

dS

|∇s| =
dS√

(∂s/∂x)2 + (∂s/∂y)2 + (∂s/∂z)2
(19.83a)

=
dS

|∂s/∂z|
√

[(∂s/∂x)/(∂s/∂z)]2 + [(∂s/∂y)/(∂s/∂z)]2 + 1
(19.83b)

=
dS

|∂s/∂z|
√
1 + tan2 ϑ

(19.83c)

=

∣∣∣∣∂z∂s
∣∣∣∣ | cosϑ|dS (19.83d)

=

∣∣∣∣∂z∂s
∣∣∣∣ dA. (19.83e)
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dA = | cos#| dS

Figure 19.8: Illustrating the relation between an infinitesimal area element on a surface, dS, to its horizontal
projection, dA = | cosϑ| dS, according to equation (19.87). The angle, ϑ, must be bounded away from ±π/2, thus
enabling a nonzero horizontal area projection. For the specific case of a surface defined by s = z − η(x, y, t), then
∂s/∂z = 1 and dS =

√
1 + (∇η)2 dA (equation (19.91)).

The equality (19.83c) introduced the angle, ϑ, between the boundary surface and the horizontal
plane. The squared slope of this surface is given by

tan2 ϑ =
∇hs · ∇hs
(∂s/∂z)2

= ∇hsz · ∇hsz (19.84)

with

∇h = x̂
[
∂

∂x

]
y,z

+ ŷ

[
∂

∂y

]
x,z

(19.85)

the horizontal gradient operator on constant z surfaces, and

∇hs = x̂
[
∂

∂x

]
y,s

+ ŷ

[
∂

∂y

]
x,s

(19.86)

the horizontal gradient operator on constant s surfaces, along with z(x, y, s, t) for the vertical
position of the constant s surface.9 The equality (19.83d) made use of a trigonometric identity,
and the equality (19.83e) introduced the horizontal projection of the area,

dA = | cosϑ| dS. (19.87)

See Figure 19.8 for an illustration.

These results bring the kinematic boundary condition (19.81) into the form

ρ (v − v(s)) · n̂dS = −Qm dS (19.88a)

= ρ
Ds

Dt

∣∣∣∣∂z∂s
∣∣∣∣ dA (19.88b)

≡ −Qm dA. (19.88c)

As defined, the flux Qm is the net mass per time per horizontal area crossing the boundary
surface

Qm = −ρ (v − v(s)) · n̂ dS

dA
= −ρ Ds

Dt

∣∣∣∣∂z∂s
∣∣∣∣ . (19.89)

We motivate the minus sign through the ocean free surface case in the following.

9We study such operators in Chapter 63 as part of the mathematical development of generalized vertical
coordinates.
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Kinematic boundary condition at the ocean free surface

Consider the ocean free surface located at

s(x, y, z, t) = z − η(x, y, t) = 0 ocean free surface. (19.90)

For this boundary, ∂s/∂z = 1 so that the area elements are related by

dS = |∇(z − η)| dA =
√
1 + |∇η|2 dA. (19.91)

The normal projection for the velocity of a point fixed on the free surface is given by

v(η) · n̂ = −∂s/∂t|∇s| =
∂η/∂t

|∇(z − η)| =
∂η/∂t√
1 + |∇η|2

=⇒ v(η) · n̂dS = ∂tη dA, (19.92)

so that the mass flux crossing the free surface is

−Qm = ρ (v − v(η)) · n̂. (19.93)

The boundary condition (19.89) thus takes the form

ρ (v − v(η)) · n̂ dS

dA
= ρ

[
D(z − η)

Dt

]
= −Qm =⇒ w + ρ−1Qm =

∂η

∂t
+ u · ∇η. (19.94)

We now motivate the sign convention chosen for equation (19.88c) by considering the special
case of a flat free surface and a resting fluid with v = 0. Adding mass to the ocean raises the free
surface, so that ∂η/∂t > 0. Hence, the chosen sign convention means that Qm > 0 corresponds
to mass added to the ocean.

Kinematic boundary condition on a buoyancy surface

Now consider the interface to be a surface of constant potential density in the ocean (or
analogously a surface of constant specific entropy in the atmosphere). These buoyancy isosurfaces
are also known as isopycnals, and we use the symbol10

s = σ(x, y, z, t) (19.95)

for a particular isopycnal, σ. The mass transport crossing the isopycnal is written

Qm = ρ
Dσ

Dt

∣∣∣∣∂z∂σ
∣∣∣∣ ≡ ρw(σ̇), (19.96)

where we introduced the diapycnal transport velocity

w(σ̇) ≡ Dσ

Dt

∣∣∣∣∂z∂σ
∣∣∣∣ . (19.97)

A key aspect of physical oceanography concerns the development of theories for processes that
cause a non-zero diapycnal transport. Examples include breaking waves, which act to mix matter
across density surfaces; i.e., to entrain water from one density class to another.

10In this book, we use σ as an arbitrary generalized vertical coordinate, here chosen to be an isopycnal.
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19.7 Volume and mass budgets for a bounded fluid column
We close this chapter by deriving the budget for the volume per horizontal area in a column of a
bounded fluid, as well as the budget for the mass per horizontal area in this as shown in Figure
19.9. Such fluid columns are relevant to the study of mass budgets over the full depth of the
ocean. Since the upper boundary of the domain is the free surface, and since the free surface is
a function of time, the region is not strictly Eulerian even though the sides are fixed in space.
Furthermore, the free surface is permeable, as are the sides, so that the region is not material.
The derivation offers experience working with the kinematic boundary conditions, as well as
some exposure to the use of Leibniz’s rule from calculus.

19.7.1 Kinematic free surface equation
We here derive an equation for the free surface evolution, with this equation providing a budget for
the volume per horizontal area in the column. The derivation proceeds by vertically integrating
the mass continuity equation (19.16) over the depth of an ocean column, from z = ηb(x, y) at the
bottom to z = η(x, y, t) at the free surface. Use of the bottom and surface kinematic boundary
conditions renders a kinematic expression for the free surface time tendency.

z = ⌘b
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Figure 19.9: A longitudinal-vertical slice of ocean fluid from the surface at z = η(x, y, t) to bottom at z = ηb(x, y).
The horizontal boundaries of the column at x−∆x/2 and x+∆x/2 are static and are penetrated by zonal mass
transport, F (x). The zonal mass transport is computed by integrating the zonal mass flux, ρ u over the area of the
column sides. A similar transport acts in the meridional direction as well. The ocean bottom at the solid-earth
boundary, z = ηb(x, y), is static with no mass crossing this interface. The ocean surface at z = η(x, y, t) is time
dependent with mass flux, Qm, crossing this interface.

Vertically integrating the continuity equation (19.16) for a compressible fluid renders

−
ˆ η

ηb

1

ρ

Dρ

Dt
dz =

ˆ η

ηb

∇ · v dz (19.98a)

= w(η)− w(ηb) +
ˆ η

ηb

∇h · udz (19.98b)

= w(η)− w(ηb) +∇h ·
[ˆ η

ηb

u dz

]
− u(η) · ∇hη + u(ηb) · ∇hηb (19.98c)

= [w(η)− u(η) · ∇hη]− [w(ηb)− u(ηb) · ∇hηb] +∇h ·
[ˆ η

ηb

udz

]
, (19.98d)
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where we made use of Leibniz’s rule from calculus in order to move the horizontal divergence
outside of the integral. Also note that ∇ · u = ∇h · u since u is the horizontal velocity, and
likewise for ∇ηb and ∇η since ηb and η are both functions of horizontal space and time, and so
have no z dependence.

Use of the surface kinematic boundary condition (19.94) and no-normal flow bottom boundary
condition yield

∂η

∂t
=

Qm

ρ(η)
−∇ ·U −

ˆ η

ηb

1

ρ

Dρ

Dt
dz (19.99)

where

U =

ˆ η

ηb

u dz (19.100)

is the depth integrated horizontal transport. Hence, as deduced from the mass continuity
equation, the ocean free surface time tendency is affected by the passage of mass across the
surface boundary (as normalized by the surface density), the convergence of depth integrated
flow, and the depth integral of the material changes in density. The density term contributes
to a positive sea surface height tendency when density decreases, and vice versa when density
increases. Griffies and Greatbatch (2012) provide a more complete analysis of the sea surface
height budget (19.99) by unpacking the physical processes leading to the material evolution of
density, which they refer to as the non-Boussinesq steric effect.

19.7.2 Budget for mass per horizontal area
The mass per horizontal area in the fluid column is given by

´ η
ηb
ρ dz. Use of Leibniz’s rule, the

bottom kinematic boundary condition, (19.56), surface kinematic boundary condition (19.94),
and the mass continuity equation (19.6), leads to

d

dt

[ˆ η

ηb

ρdz

]
= ρ(η)

∂η

∂t
+

ˆ η

ηb

∂ρ

∂t
dz (19.101a)

= ρ(η)
∂η

∂t
−
ˆ η

ηb

∇ · (ρv) dz (19.101b)

= ρ(η)

[
∂η

∂t
− w(η)

]
+ ρ(ηb)w(ηb)−

ˆ η

ηb

∇h · (ρu) dz (19.101c)

= ρ(η)

[
∂η

∂t
+ u · ∇η − w(η)

]
+ ρ(ηb) [w(ηb)− u(ηb) · ∇ηb]−∇h ·Uρ (19.101d)

= Qm −∇h ·Uρ, (19.101e)

where

Uρ =

ˆ η

ηb

ρudz. (19.102)

Hence, the mass per horizontal area within a column evolves according to

d

dt

[ˆ η

ηb

ρdz

]
= Qm −∇ ·Uρ, (19.103)

with terms on the right hand side representing the convergence of mass onto the column either
through the sides or upper surface. We consider an alternative derivation of this budget in
Exercise 19.3.
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19.8 Exercises
exercise 19.1: Velocity that does not penetrate a curve
Consider a static curve defined by

s(x, y) = x y = constant. (19.104)

Provide an example velocity, v = u x̂+ v ŷ + w ẑ, that has nonzero horizontal components and
that satisfies v · n̂ = 0, where n̂ is the unit normal to the curve. Be sure that your answer has
the proper dimensions for a velocity. Hint: see Section 38.4.5.

exercise 19.2: Center of mass motion
Consider a material fluid region, R(v), with constant mass written as

M =

ˆ
R(v)

ρ dV. (19.105)

Assume Cartesian coordinates throughout this exercise.11

(a) Show mathematically that the center of mass for the region moves with the region’s total
linear momentum

d

dt

[
1

M

ˆ
R(v)

x ρdV

]
=

1

M

ˆ
R(v)

Dx

Dt
ρdV =

1

M

ˆ
R(v)

v ρdV. (19.106)

Precisely describe the reasoning behind each step. Note: a brief solution is sufficient, so
long as the reasoning is sound.

(b) Show mathematically (or precisely describe why) that the time change in the linear
momentum for the region is given by

d

dt

[ˆ
R(v)

ρv dV

]
=

ˆ
R(v)

Dv

Dt
ρdV. (19.107)

Precisely describe the reasoning behind each step. Note: a brief solution is sufficient, so
long as the reasoning is sound.

exercise 19.3: Mass budget for a fluid column
We here provide an alternative derivation of equation (19.103), the budget for the mass per
horizontal area over a column of fluid.

The mass within an arbitrary fluid region is given by

M =

ˆ
R

ρ dV. (19.108)

Consider the fluid mass within the column shown in Figure 19.9. In this column, the vertical
side-walls are fixed in time, the bottom surface, z = ηb(x, y), is at the solid-earth boundary, and
the top, z = η(x, y, t), is the fluctuating ocean free surface. Convince yourself that the mass for
this column can be written

M =

¨ [ˆ η(x,y,t)

ηb(x,y)
ρ dz

]
dx dy, (19.109)

11Note the for a general manifold, the addition of vectors is only defined locally within a tangent space. This
limitation prevents us from integrating general tensors over a volume. However, for Cartesian tensors we can
perform integration in a naive manner just as for scalars.
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where the horizontal (x, y) integrals extend over the horizontal extent of the column. Mass
conservation for this column means that the change in mass arises just through boundary fluxes,
so that

dM

dt
= −

ˆ
ρ∆v · n̂dS, (19.110)

where n̂ is the outward normal to the surface of the fluid region, dS is the area of an infinitesimal
element on the surface, and the minus sign means that fluid leaving the region contributes to a
reduction in mass within the region. The term

∆v = v − v(s) (19.111)

is the velocity of the fluid relative to the velocity of the boundary; e.g., see the kinematic
boundary condition discussion in Section 19.6.3. We also derive a general form of this relation
in equation (20.50), though this exercise can be solved without knowing the details of that
derivation.

(a) Mass transported in the zonal direction (x̂) that crosses the column’s vertical boundary at
x is given by

F (x)(x, y, t) =

ˆ y+∆y/2

y−∆y/2

[ˆ η(x,y′,t)

ηb(x,y′)
u(x, y′, z′, t) ρ(x, y′, z′, t) dz′

]
dy′ (19.112a)

≡
ˆ y+∆y/2

y−∆y/2
Uρ(x, y′, t) dy′, (19.112b)

and similarly for mass transport in the meridional direction

F (y)(x, y, t) =

ˆ x+∆x/2

x−∆x/2

[ˆ η(x′,y,t)

ηb(x′,y)
v(x′, y, z′, t) ρ(x′, y, z′, t) dz′

]
dx′ (19.113a)

≡
ˆ x+∆x/2

x−∆x/2
V ρ(x′, y, t) dx′, (19.113b)

where

Uρ(x, y, t) =

ˆ η(x,y,t)

ηb(x,y)
u(x, y, z′, t) ρ(x, y, z′, t) dz′ = x̂Uρ + ŷ V ρ. (19.114)

What are the physical dimensions [in terms of length (L), mass (M), and time (T)] for the
mass transports, F (x) and F (y)?

(b) Using these expressions for the mass crossing the vertical side boundaries of a fluid column,
take the limit as the horizontal cross-sectional area of the column becomes infinitesimally
small to show that the evolution equation for the mass per unit area of the column is given
by

d

dt

[ˆ η

ηb

ρdz

]
= −∇ ·Uρ +Qm, (19.115)

where Qm is the mass transport entering the ocean through the surface, per horizontal area,
as defined by equation (19.88c), so that

ˆ
Qm dA = −

ˆ
ρ∆v · n̂dS at z = η. (19.116)

The derivation of equation (19.115) is part of this exercise, using methods distinct from
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Figure 19.10: Cross-section of the integration region for Exercise 19.4, with the region extending from the ocean
bottom at z = ηb(x, y) and the free surface at z = η(x, y, t). The sides are assumed to be vertical and rigid.
An infinitesimal column is shown with cross-sectional area dA, extending from the bottom to the surface. The
cross-sectional area for the column is time independent, so that a time derivative passes across the area integral
to act only on the upper limit z = η and the integrand in equation (19.119).

those used in Section 19.7.2.

(c) In words, the mass budget in equation (19.115) says that mass changes in a column of
fluid if there is a convergence of mass into the column across its vertical boundaries (first
term on right hand side), and a mass flux entering the column across the ocean surface
(second term on right hand side). What are the physical dimensions of all terms in equation
(19.115)?

exercise 19.4: Change in linear momentum of a fluid region
Consider a closed ocean basin with zero boundary fluxes of matter; i.e., zero precipitation/e-
vaporation and zero mass fluxes through the solid-earth bottom. Consequently, this region is
bounded by material surfaces and so it maintains constant matter content with fixed mass

M =

ˆ
R

ρ dV. (19.117)

Show that the time change in the linear momentum for this ocean basin is given by

d

dt

[ˆ
R

ρv dV

]
=

ˆ
R

Dv

Dt
ρ dV. (19.118)

This result is identical to that derived in Exercise 19.2. Rather than just repeating the solution
method used there, make use of Leibniz’s rule, the kinematic boundary condition detailed in
Section 19.6.2, and mass conservation.

As noted in the footnote for Exercise 19.2, addition of vectors is only defined locally within a
tangent space when working on a general manifold. This limitation prevents us from integrating
vectors over an arbitrary manifold. However, for Cartesian tensors in Euclidean space, we
can perform integration in a naive manner just as for scalars, thus enabling us to perform the
integration in equation (19.118). Hence, throughout this exercise we use Cartesian tensors in
Euclidean space.

Hint: Refer to Figure 19.10 for a schematic of the integration where we have expanded the
volume integral into the form

d

dt

[ˆ
R

ρv dV

]
=

d

dt

[ˆ (ˆ η

ηb

ρv dz

)
dA

]
, (19.119)

where the horizontal integral extends over the rigid and fixed horizontal area of the basin,
dA = dxdy is the time independent horizontal area element, z = ηb(x, y) is the solid-earth
bottom and z = η(x, y, t) is the ocean free surface. Time dependence appears in the upper
boundary at z = η and within the integrand. Perform the time derivative operation and make
use of mass continuity and the kinematic boundary condition. Also make use of the trigonometry
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presented in Section 19.6.3 (in particular equation (19.87)). Unlike the formulation in Exercise
19.2, there is no use of a material time derivative in this approach. Rather, it is a straightforward
(albeit tedious) use of integration over a domain with fixed horizontal/bottom boundaries and a
time dependent free surface boundary.
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Chapter 20

CONSERVATION EQUATIONS FOR MATERIAL TRACERS

As seen in Chapter 19, the assumption of mass conservation has many implications for the
motion of single-component fluids. In this chapter we extend that discussion to the case of a
fluid comprised of multiple matter constituents referred to as material tracers (e.g., seawater
comprised of fresh water, salt, nitrogen, oxygen, carbon, nutrients, biogeochemicals). In so doing
we develop differential and integral budget equations for extensive properties, such as mass or
tracer content, along with continuity equations for intensive properties, such as mass density
and tracer concentration. The Leibniz-Reynolds transport theorem provides the link between
the differential and integral formulations.

The barycentric velocity is a key element in the formulation of mass budgets with multiple
matter constituents, with the barycentric velocity equal to the center of mass velocity for
a fluid element. As we see in this chapter, the barycentric velocity plays the same role for
multi-component fluids as the fluid parcel velocity does for single-component fluids. Differences
between the barycentric velocity and the velocity of a specific fluid constituent can lead to the
exchange of matter constituents across the boundary of the fluid element, with that exchange
typically represented as diffusion.

The continuity equation describing material tracer concentration is referred to as the tracer
equation. As we see in Section 26.11.3, it is also the equation satisfied (to a high degree of
accuracy) by Conservative Temperature, which is the scalar field used to describe the relative
enthalpy of a fluid element. We thus have many opportunities in this book to encounter the
tracer equation.

reader’s guide to this chapter
The formulation pursued in this chapter is inspired by similar treatments in the chemical

physics literature (e.g., Chapter 11 of Aris (1962), Chapter II of DeGroot and Mazur
(1984), or Section 2.1 of Kreuzer (1981)), who develop a theory for transport processes in
multi-component fluids. For this chapter, we assume an understanding of the Eulerian and
Lagrangian kinematic descriptions detailed in Chapter 17 and the mass conservation analysis
in Chapter 19. Much of the material from this chapter is used for the study of scalar fields
such as potential enthalpy (i.e., Conservative Temperature) and material tracers. Furthermore,
the Leibniz-Reynolds transport theorem of Section 20.2.4 is a kinematic result central to all
finite volume budgets in fluid mechanics.
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20.6 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529

20.1 The tracer equation

As defined in Section 17.2, a fluid element is an infinitesimal region of constant mass that lives
within the moving fluid continuum. Although possessing a constant mass, it generally has
a non-constant material composition. That is, a fluid element is a non-material fluid parcel.
Fluid element boundaries are open to the exchange of matter (i.e., tracers) with adjacent fluid
elements. They are also open to the exchange of thermodynamic properties such as temperature
and specific entropy.

The kinematics of fluid elements share certain features with material fluid parcels. For
example, we can uniquely specify the position of a fluid element’s center of mass by providing
a material coordinate and time. Correspondingly, we can generalize the Reynolds transport
theorem for integration over a constant mass fluid region (Section 20.2.4). We make use of
fluid elements to develop the mass budgets for multi-component fluids such as the ocean and
atmosphere. The constituent mass budgets are commonly referred to as tracer equations.

20.1.1 Mass conservation for each constituent

In this subsection we formulate the mass conservation equation for each constituent within the
fluid. The mass equation is formulated by taking an integral (weak formulation) over a fixed
(Eulerian) region.

Density and velocity for each matter constituent

Consider a fluid with n = 1, N matter constituents. For example, seawater has N = 2 when
concerned just with its freshwater and salt content, whereas N > 2 when also concerned
with other material constituents such as CO2 and biogeochemical species. Now focus on a
fixed (Eulerian) region of the fluid with volume, V , and total mass, M . Inside of the region,
assume we can somehow count the number of molecules of each constituent and determine their
corresponding velocities. This information can be used to construct the molecular center of mass
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velocity for each constituent, v(n), as well as the mass density,

ρ(n) = V −1M (n). (20.1)

In the continuum limit, the volume and mass in the region get tiny (V → dV and M → dM),
yet the mass density remains smooth and finite (see Figure 16.2 and corresponding discussion).
Hence, the constituent velocity and mass density are continuous fields whose values are available
at each point within the continuum fluid.

Integral formulation of the constituent mass budget

Consider an arbitrary region, R, assumed to be fixed in space (an Eulerian region). The mass of
component n within R is given by the integral

M (n) =

ˆ
R

ρ(n) dV, (20.2)

and it changes in time according to the finite volume budget equation (there is no implied
summation on the right hand side)

d

dt

ˆ
R

ρ(n) dV = −
˛
∂R
ρ(n) v(n) · n̂dS. (20.3)

This equation is a constituent form of the finite volume mass budget given for a single-component
fluid by equation (19.9). Since the region, R, is assumed to be fixed in space, we can move the
time derivative across the integral to reveal

ˆ
R

[
∂ρ(n)

∂t
+∇ · (ρ(n) v(n))

]
dV = 0, (20.4)

where we also used the divergence theorem to convert the surface integral to a volume integral.
Arbitrariness of the region means that this integral expression must be satisfied at each point of
the continuum, thus leading to the Eulerian form of the constituent mass continuity equation

∂tρ
(n) +∇ · (ρ(n) v(n)) = 0. (20.5)

This equation can also be written using a material time derivative

D(n)ρ(n)

Dt
= −ρ(n)∇ · v(n) for each of the n = 1, N constituents, (20.6)

where the constituent material time derivative is given by

D(n)

Dt
=

∂

∂t
+ v(n) · ∇. (20.7)

We thus have N statements of mass conservation corresponding to each constituent material
fluid parcel moving according to the velocity, v(n).

20.1.2 Total mass conservation

Summing the Eulerian mass continuity equation (20.5) over all constituents leads to the continuity
equation for the total mass

∂tρ+∇ · (ρv) = 0, (20.8)
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where the total mass density and barycentric velocity are given by

ρ =

N∑
n=1

ρ(n) and v = ρ−1
N∑
n=1

ρ(n) v(n). (20.9)

Introducing the material time derivative following the barycentric velocity, D/Dt = ∂/∂t+ v · ∇,
leads to the equivalent material form for the mass conservation equation

Dρ

Dt
= −ρ∇ · v. (20.10)

The barycenter of a distribution of matter is the center of inertia for that matter. We choose
the term barycentric velocity for v to distinguish it from the molecular center of mass velocity,
v(n), of each material constituent. The barycentric velocity plays a key role in conservation laws
for multi-component fluids, largely since equations (20.8) and (20.10) are identical to the mass
conservation equations that hold for the homogeneous fluid derived in Section 19.2.

20.1.3 The tracer equation

Rather than keep track of each constituent velocity, v(n), and the corresponding material parcels,
it is generally more convenient to focus on the fluid element that moves with the barycentric
velocity. For this purpose, consider again the constituent mass continuity equation (20.5)

(∂t + v
(n) · ∇)ρ(n) = −ρ(n)∇ · v(n), (20.11)

and insert the barycentric velocity to both sides by adding 0 = v − v

[∂t + (v − v + v(n)) · ∇]ρ(n) = −ρ(n)∇ · [v − v + v(n)]. (20.12)

Rearrangment leads to

(∂t + v · ∇)ρ(n) = −ρ(n)∇ · v −∇ · [ρ(n) (v(n) − v)], (20.13)

which can be written
Dρ(n)

Dt
= −ρ(n)∇ · v −∇ · J (n), (20.14)

where we defined the constituent tracer mass flux

J (n) = ρ(n) (v(n) − v), (20.15)

which arises from the difference between the constituent velocity and the barycentric velocity.
The dimensions of J (n) are mass of constituent, n, per time per area.

The material mass conservation equation (20.14) takes on the Eulerian form

∂tρ
(n) +∇ · (v ρ(n)) = −∇ · J (n). (20.16)

Introducing the tracer concentration C(n) according to

C(n) =
ρ(n)

ρ
=
δM (n)

δM
=

mass of constituent n in fluid element

mass of fluid element
, (20.17)

leads to the tracer flux
J (n) = ρC(n) (v(n) − v), (20.18)
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ŷ
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Figure 20.1: A finite sized cube as in Figure 19.1, here used to illustrate the budget of tracer mass over an
Eulerian region. In addition to the advective flux of tracer moving with the barycentric velocity, v, there is a
flux, J , that arises from differences between the barycentric velocity and the constituent velocity. We here only
show fluxes in the ŷ direction, with corresponding fluxes in the x̂ and ẑ directions also contributing to the tracer
budget.

and the flux-form tracer budget

∂t(ρC
(n)) +∇ · (v ρC(n) + J (n)) = 0. (20.19)

In Figure 20.1 we illustrate the contributions to the tracer evolution according to equation
(20.19).

Eulerian and Lagrangian forms of the tracer equation

The flux-form equation (20.19) has a corresponding material time derivative form derived by
expanding the derivatives

C(n) ∂tρ+ ρ ∂tC
(n) + ρv · ∇C(n) + C(n)∇ · (ρv)

= C(n) (∂tρ+∇ · (ρv)) + ρ (∂t + v · ∇)C(n). (20.20)

The first term on the right hand side vanishes through mass continuity in the form of equation
(20.8). The second term on the right hand side is the material time derivative of the tracer
concentration. We are thus led to the equivalent forms for the tracer equation

∂t(ρC
(n)) +∇ · [v ρC(n)] = ρ

DC(n)

Dt
= −∇ · J (n). (20.21)

The same result was also derived in equation (19.50c) when discussing Reynolds transport
theorem for a single-component fluid.

Advective plus non-advective (diffusive) tracer fluxes

The above definitions allow us to decompose the advective tracer flux, defined according to the
tracer velocity, into an advective flux based on the barycentric velocity plus a non-advective flux

ρC(n) v(n) = ρC(n) (v(n) − v + v) = J (n) + ρC(n) v. (20.22)

The non-advective flux, J (n) = ρC(n) (v(n) − v) (equation (20.18)), vanishes when the tracer
velocity equals to the barycentric velocity, v(n) = v. Correspondingly, the non-advective flux
also vanishes for a single-component fluid, since in that case there is only one matter component
and so the constituent velocity equals to the barycentric velocity. We sometimes refer to the
non-advective flux as a diffusive flux since it is common in practice to parameterize this term as a
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downgradient diffusive flux. However, as seen in Section 26.10.2, not all non-advective processes
are downgradient. We also offer further discussion of diffusion due to turbulent processes in
Chapters 68 and 71.

20.1.4 Compatibility between total mass and tracer mass

By construction, the flux-form of the tracer equation (20.19) is compatible with the flux-form
continuity equation

∂t(ρC
(n)) +∇ · [ρvC(n) + J (n)] = 0⇐⇒ ∂tρ+∇ · (ρv) = 0. (20.23)

Compatibility is manifest by summing the tracer equation over all constituents and using the
identities

N∑
n=1

C(n) = 1 and

N∑
n=1

J (n) = 0. (20.24)

Furthermore, through use of the barycentric velocity (20.9), we are ensured that the continuity
equation (20.8) for the total density of a fluid element contains just the barycentric velocity.
There is no contribution from J (n) since

∑N
n=1 J

(n) = 0.

20.1.5 Passive tracers

As defined in equation (20.17), the concentration of a material tracer is the mass of the trace
constituent per mass of a fluid element. Such material tracers modify the barycentric velocity
(20.9) since they carry mass and thus affect the mass density. We here define the idealized or
theoretical construct known as a passive tracer. A passive tracer satisfies the advection-diffusion
equation, but it has zero impact on the velocity and is thus dynamically passive. The passive
tracer is thus analogous to the massless fluid particle of Section 17.2 whose trajectories define
the Lagrangian reference frame. However, the passive tracer is transported both via advection
and diffusion. Hence, we make use of passive tracers to probe the advective and diffusive features
of the flow without modifying the flow. For example, a passive tracer can be used to define
tracer pathways and time scales for transport between fluid regions. Passive tracers enable use
of Green’s function methods for describing their evolution, with some discussion given in Section
69.9, and a more thorough review provided by Haine et al. (2025) for ocean applications.

In Chapter 18 and Section 19.6.2, we discussed the notion of a material fluid object, which is
an object comprised of fluid particles that follow the velocity, v. In a single-component fluid,
such material objects are impenetrable to matter, by construction. For a multi-component fluid,
we can also consider objects that move with the barycentric velocity. However, trace matter
generally crosses the material object through diffusion since v(n) ̸= v. Hence, there is no perfectly
impenetrable fluid object in a fluid with any form of diffusion, including molecular diffusion.
Even so, we can consider a passive tracer that follows the barycentric velocity, and selectively
decide whether that passive tracer is affected by diffusion or not. Such theoretical options are
afforded the passive tracer given that it is a conceptual idealization used to probe the fluid
flow properties. Hence, the passive tracer is not subject to the same physical constraints as a
material tracer.

20.1.6 Summary of some conceptual points

What is a fluid element? How does it maintain constant mass but not constant matter? Here
we aim to review some of the conceptual points that answer these questions, building from our
initial specification of fluid elements and fluid parcels in Section 17.2.
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Revisiting a fluid element

The mass continuity equation (20.10) motivates us to define a fluid element as an infinitesimal
fluid parcel that moves with barycentric velocity, v, and maintains a constant total mass

δM =

N∑
n=1

δM (n). (20.25)

The fluid element does not maintain a constant mass for each constituent, since the fluid element
moves at the barycentric velocity, v, which generally differs from the constituent velocities, v(n).
Consequently, a fluid element boundary is permeable to matter transport that leaves its mass
constant but allows for exchanges of matter constituents with adjacent fluid elements. Hence, if
some matter leaves the fluid element, then an equal amount must enter the element in order to
maintain a constant mass.

The exchange of matter across a fluid element’s boundary can arise from the direct motion of
matter crossing the boundary, or from the motion of the fluid element boundary relative to the
matter. This point is central to resolving conundrums associated with the notion of constituent
matter exchange constrained to retain constant mass.

Conceptual summary of the formulation

The formulation pursued in this section is based on considering the multi-component fluid to be
a continuum with distinct matter constituents (e.g., salt and freshwater for the ocean or water
vapor and dry air for the atmosphere). Furthermore, the mass concentration for each constituent
is represented by a scalar field whose value at any point in space-time gives the mass of tracer
per mass of fluid. We then formulate mass conservation equations (i.e., continuity equations)
for each matter constituent following methods used for the single-component fluid in Chapter
19. By choosing to use the barycentric (center of mass) velocity for describing fluid flow, the
mass continuity equation for the total mass in a fluid element takes on the same form as for
a single-component fluid. The resulting constituent mass budgets (i.e., tracer equations) have
non-advective (diffusive) fluxes since the velocity of each matter constituent is generally distinct
from the barycentric velocity.

To expose a bit of the details, we saw in this section that the tracer equation expresses
the balance of mass for each trace constituent in the fluid. Furthermore, a nonzero tracer flux,
J (n) = ρC(n) (v(n) − v), arises when the barycentric velocity, v, differs from the constituent
velocity, v(n). In that case, matter and thermodynamic properties are exchanged between fluid
elements, with the exchange made without altering the mass of a fluid element. In the presence
of random motion within a turbulent fluid, or in the presence of random interactions with
molecular degrees of freedom, tracer exchange is akin to a random walk. Such exchange is
commonly parameterized by a diffusion process (see Chapter 68). Correspondingly, the mass of
tracers in a fluid element is altered in the presence of differences in tracer concentration between
fluid elements (i.e., tracer concentration gradients). However, the total mass of the element
remains fixed.

How to maintain constant mass

As defined, a fluid element provides a generalization to multi-component fluids of the notion of
a constant mass material fluid parcel that we used in describing a single-component fluid (see
Section 17.2). Later in this chapter we encounter a finite volume extension of the fluid element,
which we refer to as a Lagrangian region. A Lagrangian region has boundaries that follow the
barycentric velocity, v, so that the region maintains constant mass as per our discussion of
Reynolds transport theorem in Section 20.2.6.
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To maintain constant mass, any matter that leaves the fluid element by crossing its boundary
is compensated by an equal mass that enters the boundary. Kinematically, there are two means
for matter to cross a boundary. First, the matter itself can move across the boundary, with the
limiting case being a stationary boundary with matter moving across. Second, the boundary can
move relative to the matter, with the limiting case being stationary matter with the boundary
moving. In either case, by choosing to follow the barycentric velocity, a fluid element’s boundary
(or a corresponding Lagrangian region’s boundary) adjusts so that mass remains constant.

The strategic choice to formulate the kinematics of multi-component fluids using the barycen-
tric velocity is directly analogous to the choice in Newtonian mechanics to describe motion
relative to the center of mass for a system of many moving objects such as planets or point
particles (see Section 11.5). In particular, by describing the motion of a multi-component
fluid using the barycentric velocity, we simplify the kinematics by linking to the kinematics
of single-component fluids while also supporting a generalization in the form of constituent
tracer equations. As seen in Part V of this book, a dynamical description of fluid motion is also
facilitated by working with constant mass fluid elements/regions.

The importance of compatibility

In Section 20.1.4, we introduced the notion of compatibility between the tracer equation and
mass continuity equation. On first encounter, one might consider it a rather trivial consequence
of the formulation. Indeed, mathematically it is rather trivial, as it directly follows from our
choice to describe motion according to the barycentric velocity. However, it is a notion that
can sometimes be overlooked when in the midst of a formulation that decomposes the flow into
mean components and deviations, as occurs with studies of turbulent flows. The key point to
remember is that whatever form the mean-field mass continuity equation takes, one must retain
a clear formulation of mass conservation. Doing so may require modification of the effective
barycentric velocity in the presence of turbulent fluctuations.

As an example, let ρ and v be the mean density and mean velocity, where “mean” can
represent any number of averaging operators, and let primes denote deviations from the means.
The mass continuity equation for the mean density thus takes the form

∂tρ+∇ · (ρv) = 0. (20.26)

Introducing the density-weighted velocity

vH ≡ ρv/ρ = v + ρ′ v′/ρ (20.27)

renders the mean continuity equation

∂tρ+∇ · (ρvH) = 0. (20.28)

The density-weighted velocity, vH, is motivated by the work of Hesselberg (1926) and Favre
(1965), with further details for its use in the full suite of dynamical equations summarized in
Chapter 8 of Griffies (2004). Rather than pursue details here, we use it simply to illustrate
how one may choose to work with averaged equations in a manner that retains a clear sense for
mass conservation. Namely, by introducing vH, which can be considered a modified barycentric
velocity, the mean mass conservation equation (20.28) takes on the same form as the un-averaged
mass equation (20.8). In this manner we see that vH, rather than v, advects the mean fluid
mass density.
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20.1.7 Further study

We used many words in this section to develop the mass budget for fluid elements in a multi-
component fluid. The reason for such verbosity is that the formulation can be confusing on
first encounter. Even so, it is important to keep in mind that the basic notions are quite simple.
Further extension of these ideas incorporates chemical reactions that transfer mass from one
matter constituent to others, while retaining fixed net mass. This extension is relevant for
studies of atmospheric chemistry and ocean bioegeochemistry. Development of these extensions,
using nomenclature similar to that used here, is provided in Chapter 11 of Aris (1962), Chapter
II of DeGroot and Mazur (1984), and Section 2.1 of Kreuzer (1981).

The tracer fluxes introduced when formulating the tracer equation are typically parameterized
by downgradient diffusion. However, as discussed in our study of the ocean entropy budget
in Section 26.10, the transport of a scalar field can arise both from spatial gradients in that
field as well as gradients in other fluid properties. These fluxes arise as a result of fundamental
constraints from the second law of thermodynamics, and as such they are part of the suite of
processes contributing to the transport of scalar properties in a multi-component fluid.

20.2 Budgets for arbitrary fluid regions
Thus far in this chapter we have considered the evolution of mass within a variety of fluid regions,
including infinitesimal and finite domains either moving with the fluid or fixed in space. We have
also considered similar domains in Chapter 19 where the fluid domains were typically material
regions. In this section we synthesize these presentations by considering mass budgets over an
arbitrary finite sized domain within multi-component fluids. The resulting mass equations form
the basis for matter budgets used in geophysical fluid mechanics.

20.2.1 Extensive and intensive fluid properties

Consider a bucket of seawater that has homogeneous temperature and salinity. Removing a
cup of water from this bucket does not alter the temperature or salinity, but it does alter
the enthalpy, salt mass, and freshwater mass. We are thus motivated to characterize physical
properties as extensive or intensive. For the bucket of seawater, temperature and salinity are
intensive quantities, whose value does not change when removing seawater from the bucket.
Further intensive properties include number density (number of particles per volume), mass
density (mass of substance per volume), tracer concentration (mass of tracer per mass of fluid),
temperature, velocity (linear momentum per mass), kinetic energy per mass, entropy per mass,
and enthalpy per mass. An extensive property changes when the size of the sample changes,
with examples including particle number, mass, length, volume, kinetic energy, entropy, enthalpy,
and linear momentum.1

We are concerned in this section with how scalar extensive properties change as a function
of time.2 Determining the evolution of such properties constitutes a budget analysis for the
scalar property. What are the processes responsible for these changes? Where are the changes
coming from? Those are basic questions asked when performing a budget analysis. In addition
to physical and biogeochemical processes active within the fluid, details of the region over which
one performs a budget have an important impact on the budget. Is the region open to matter
and energy transport, or is it closed? Is the region static (Eulerian) or do boundaries move?
If the boundaries move, do they move with the barycentric velocity (Lagrangian) or are they
moving in some other manner?

1We again encounter intensive and extensive properties when studying thermodynamics in Chapter 22.
2We consider budget equations for vector linear momentum in Chapter 24.
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In the following, let Π represent an intensive scalar property of a fluid element so that Π ρ δV
is the corresponding extensive property

Π = intensive fluid property such as tracer concentration (20.29a)

Π ρ δV = extensive fluid property such as tracer mass. (20.29b)

For example, if Π is the tracer concentration in a fluid element (i.e., mass of tracer per mass
of fluid), then the corresponding extensive property, Π ρ δV , is the mass of tracer in the fluid
element. Anticipating our discussion in Section 26.11, then if Π is the Conservative Temperature,
Θ, of a fluid element, then the corresponding extensive property, Θ cp ρ δV , is the potential
enthalpy with cp the specific heat capacity.

We furthermore assume that Π satisfies the scalar conservation equation, written here in
both its material (or advective) form and flux-form

ρ
DΠ

Dt
= −∇ · J ⇐⇒ ∂(ρΠ)

∂t
+∇ · (ρΠv + J) = 0, (20.30)

where J is a flux such as that associated with the tracer equation derived in Section 20.1.3.
Depending on the context, the budget equation (20.30) is sometimes referred to as a conservation
law for Π. Notably, satisfaction of a conservation law does not mean that Π is constant either at
a point in space nor following a fluid particle. Instead, there are two cases of “constancy” that
naturally arise. First, with −∇ · J = 0, the scalar field is constant following a material fluid
particle

−∇ · J = 0 =⇒ DΠ

Dt
= 0. (20.31)

In this case we say that Π is a material invariant or a material constant. Second, if the Eulerian
time derivative vanishes, ∂tΠ = 0, then Π remains constant at a fixed spatial point in the fluid
and we say that Π is in a steady state. Furthermore, recall that the Eulerian reference frame is
stationary with respect to a laboratory frame, with the laboratory frame inertial when connected
by a Galilean transformation to the universal Newtonian reference frame (Section 17.1.2). Hence,
if the flow in one laboratory frame is steady, then flow in all laboratory frames is steady so long
as the laboratory frames are connected by a Galilean transformation (see Section 17.5).

20.2.2 General form of the finite domain integral

We are concerned here with the evolution of extensive fluid properties integrated over an arbitrary
region. Let us make use of the following notation for such integrals

I[R(t), t] =

ˆ
R(t)

Π ρ dV ≡
ˆ
R(t)

φdV, (20.32)

where we introduced the shorthand
φ = ρΠ. (20.33)

The integrand in equation (20.32) is a function of space and time, φ = φ(x, t), and the integration
region is generally a function of time, R(t). In previous sections, R was a material region of
fixed matter content (Section 19.3) or a constant mass fluid region open to the exchange of
matter with the surroundings (Section 20.1). In both of these cases the region was denoted by
R(v) since it moved with the fluid flow. Here we make no a priori assumption about the region.

The total time derivative of I can be written as

dI

dt
=

[
∂I

∂t

]
R

+
dR

dt

[
∂I

∂R

]
t

. (20.34)
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The first term on the right hand side is the time derivative of the integral when holding the
region fixed in space as per an Eulerian time derivative. The second term accounts for changes
due to evolution of the region as weighted by dependence of the integral on the region itself.
How the integral changes in time depends on both the evolution of the fluid property relative to
the chosen region and evolution of the fluid region itself. Equation (20.34) is directly analogous
to the total time derivative of a field in a moving fluid as given by equation (17.9).

20.2.3 Eulerian (static) domain

We first consider an Eulerian domain, which is fixed in space and thus static so that

dI

dt
=

[
∂I

∂t

]
R

=
∂

∂t

[ˆ
R

Π ρ dV

]
=

ˆ
R

[
∂(ρΠ)

∂t

]
dV. (20.35)

Movement of the time derivative across the integral sign is available since the domain boundaries
are static; i.e., the second term on the right hand side of equation (20.34) vanishes. Furthermore,
since the domain is static, the volume element, dV , provides a static partition of the total
domain volume so that dV does not appear inside the time derivative. This case corresponds to
the Eulerian budgets depicted in Figures 19.1, 19.2, and 20.1.

20.2.4 Deriving the Leibniz-Reynolds transport theorem

We now allow the domain boundaries to be time dependent so that both terms in the total
time derivative (20.34) contribute. The resulting Leibniz-Reynolds transport theorem is a general
expression of conservation over an arbitrary region. We derive this theorem here using two
methods, one naive and another a bit more rigorous. Interpretation and application of this
theorem are then presented in Section 20.2.5.

A rectangular region

Consider a one-dimensional domain with time dependent endpoints. Integrals of this type
commonly arise when integrating over the depth of the atmosphere or ocean, in which case the
boundary terms are replaced by the kinematic boundary conditions studied in Section 19.6. The
chain rule for differentiating integrals is known as Leibniz’s rule. It results in the time derivative
acting on the upper integral limit, the lower limit, and the integrand

d

dt

[ˆ x2(t)

x1(t)
φ(x, t) dx

]
=

ˆ x2(t)

x1(t)

∂φ

∂t
dx+

d

dt

[ˆ x2(t)

x1(t)

]
φ(x, t) dx (20.36a)

=

ˆ x2(t)

x1(t)

∂φ

∂t
dx+

dx2(t)

dt
φ(x2, t)−

dx1(t)

dt
φ(x1, t), (20.36b)

with the terms dx1,2/dt the velocities of the endpoints.

We can generalize the one-dimensional result (20.36b) to three dimensions by assuming the
three dimensional domain is expressible by Cartesian coordinates whose extents are mutually
independent. That is, we assume the domain, R(t), is rectangular. In this case we can
immediately generalize equation (20.36b) to

d

dt

[ˆ
R

φdV

]
=

ˆ
R

∂φ

∂t
dV +

˛
∂R
φv(b) · n̂dS, (20.37)
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where we introduced the shorthand for the velocity of a point on the region boundary

v(b) =
dx

dt
. (20.38)

The identity (20.37) is the Leibniz-Reynolds transport theorem.

An arbitrary simply connected region

We now present the derivation for an arbitrary simply connected domain, R(t), thus generalizing
the domain geometry while offering further insight into the transport theorem. For this purpose,
again let the region boundary, ∂R, have an outward unit normal, n̂, and let points on the
boundary move with the velocity, v(b). In Figure 20.2 we depict the region geometry as it evolves
over a time step of size, ∆t. In particular, this figure illustrates the identity3

R(t+∆t/2) = R(t−∆t/2) + [R(t+∆t/2)−R(t−∆t/2)], (20.39)

with the corresponding equation for the region volume given by

ˆ
R(t+∆t/2)

dV =

ˆ
R(t−∆t/2)

dV +

ˆ
R(t+∆t/2)−R(t−∆t/2)

dV. (20.40)

From Figure 20.2 we see that the volume of the time incremented region, R(t+∆t/2)−R(t−∆t/2),
in the limit ∆t→ 0, is given by

lim
∆t→0

1

∆t

ˆ
R(t+∆t/2)−R(t−∆t/2)

dV = lim
∆t→0

1

∆t

[ˆ
R(t+∆t/2)

dV −
ˆ
R(t−∆t/2)

dV

]
(20.41a)

=
d

dt

[ˆ
R(t)

dV

]
(20.41b)

=

˛
∂R(t)

v(b) · n̂dS. (20.41c)

The final equality follows since v(b) · n̂ measures the rate that the boundary is moving normal to
itself, so that its area integral over ∂R(t) measures the rate that the volume of R(t) changes.
It is the analog to the Lagrangian result (19.22) measuring the change in volume of a material
region following the fluid flow.

The above ideas used to derive the volume budget equation (20.41c) are now applied when
φ(x, t) is included within the integral, in which case we consider

d

dt

[ˆ
R(t)

φ(t) dV

]
= lim

∆t→0

1

∆t

[ˆ
R(t+∆t/2)

φ(t+∆t/2) dV −
ˆ
R(t−∆t/2)

φ(t−∆t/2) dV

]
.

(20.42)
Note that for brevity we suppressed the x functional dependence of φ(x, t). Expanding the first
integral on the right hand side around the central time leads to the expression, which is accurate
to O(∆t)2,

ˆ
R(t+∆t/2)

φ(t+∆t/2) dV

3For those familiar with numerical methods, note that we make use of centered finite time differences in this
discussion. Doing so offers a second order accurate expression of the finite difference approximations to the time
derivative, whereas forward or backward differences are only first order accurate. Central differences also provides
an intuitive centering of the time differences around the central time, t.
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Figure 20.2: Illustrating the geometry of the Leibniz-Reynolds transport theorem. The region at time t+∆t/2,
is written as R(t+∆t/2), which results from changing R(t−∆t/2) by the increment R(t+∆t/2)−R(t−∆t/2).
We here depict the case with an expanding boundary that renders a larger volume at t+∆t/2. At each point
along the boundary the velocity of the boundary, v(b), has an outward normal projection, v(b) · n̂. The product
v(b) · n̂∆t measures the distance that the boundary moves over the time increment, ∆t. Hence, area integrating
v(b) · n̂ over the boundary yields the rate that the region volume changes.

=

ˆ
R(t)

[
φ(t) +

∆t

2

∂φ(t)

∂t

]
dV +

ˆ
R(t+∆t/2)−R(t)

[
φ(t) +

∆t

2

∂φ(t)

∂t

]
dV. (20.43)

We have a similar expansion for the second integral in equation (20.42)

ˆ
R(t−∆t/2)

φ(t−∆t/2) dV

=

ˆ
R(t)

[
φ(t)− ∆t

2

∂φ(t)

∂t

]
dV +

ˆ
R(t−∆t/2)−R(t)

[
φ(t)− ∆t

2

∂φ(t)

∂t

]
dV, (20.44)

thus leading to the finite difference

ˆ
R(t+∆t/2)

φ(t+∆t/2) dV −
ˆ
R(t−∆t/2)

φ(t−∆t/2) dV

= ∆t

ˆ
R(t)

∂φ(t)

∂t
dV +

ˆ
R(t+∆t/2)−R(t−∆t/2)

φ(t) dV, (20.45)

which is again accurate to O(∆t)2. Following our derivation of equation (20.41c) leads us to

ˆ
R(t+∆t/2)−R(t−∆t/2)

φ(t) dV = ∆t

˛
∂R(t)

φv(b) · n̂dS, (20.46)

where all terms on the right hand side surface integral are evaluated at the central time, t.
Bringing the pieces together, and taking the limit as ∆t → 0, leads to the Leibniz-Reynolds
transport theorem

d

dt

[ˆ
R(t)

φ(t) dV

]
=

ˆ
R(t)

∂φ

∂t
dV +

˛
∂R(t)

φv(b) · n̂dS, (20.47)

which agrees with the earlier result given by equation (20.37).

20.2.5 Interpreting the Leibniz-Reynolds transport theorem
The Leibniz-Reynolds transport theorem (20.37) is a central kinematic result in fluid mechanics.
In particular, it forms the starting point for all finite volume budgets. Although we made use of
Cartesian coordinates for both derivations, the result is a coordinate invariant measure of how
an extensive fluid property evolves within a region. Hence, by the rules of tensor analysis from

CHAPTER 20. CONSERVATION EQUATIONS FOR MATERIAL TRACERS page 519 of 2158



20.2. BUDGETS FOR ARBITRARY FLUID REGIONS

Chapter 4, the result holds for arbitrary coordinates. Furthermore, we can extend it to multiply
connected domains for which one sums over the distinct sub-domains to render the complete
budget. These results confirm our notions regarding extensive properties, such as fluid mass,
tracer mass, and enthalpy, and how they are budgeted throughout the fluid. Namely, these
quantities are simply counted over the various regions of the fluid.

Comments on the boundary velocity

The appearance of the boundary velocity, v(b), warrants some comment. As defined by equation
(20.38), it measures the velocity of a point on the domain boundary. Notably, the resulting
budget only requires information about the normal component to that velocity, v(b) · n̂. For
example, the domain boundary could be exhibiting arbitrary motion in the direction tangent to
the bounding surface. Yet such tangential motion is of no concern for a budget developed over
the domain since we are only concerned with transport across the boundary. Indeed, information
concerning the tangential component is not available without making dynamical assumptions
that go beyond the kinematics considered here. We encountered the same ideas when studying
the kinematic boundary conditions in Section 19.6.

Transport theorem for region volume

As part of the general derivation, we derived the expression (20.41c) for the volume changes of
the region, which is recovered by setting φ = 1 in the transport theorem (20.37)

d

dt

[ˆ
R

dV

]
=

˛
∂R
v(b) · n̂dS. (20.48)

This result says that the volume for an arbitrary region changes in time so long as there is motion
of the region boundary normal to itself. As noted above, we can compare this expression to that
for a material region given by equation (19.22), with the expressions identical when v(b) ·n̂ = v ·n̂
for a material region. Note that the general volume budget (20.48) holds for both divergent
and non-divergent flows, with further specialization to the non-divergent (incompressible) case
considered in Section 21.6.2.

Transport theorem for a scalar field

We can derive a corollary to the transport theorem (20.37) that proves useful for budget analyses
over moving regions. For this purpose, make use of the flux-form of the scalar conservation
equation (20.30) so that the transport theorem is written

d

dt

[ˆ
R

ρΠdV

]
= −

˛
∂R

[
ρΠ(v − v(b)) + J

]
· n̂dS. (20.49)

Setting Π = 1 gives an expression for the change in mass for the region

d

dt

[ˆ
R

ρdV

]
= −

˛
∂R
ρ (v − v(b)) · n̂dS. (20.50)

The transport theorem (20.49) has a straightforward interpretation. Namely, the left hand side
is the time tendency for the total Π-stuff within the moving region. The right hand side is the
surface area integral of the flux of Π-stuff through the boundary of the region. The first right
hand side term arises from the difference between the barycentric fluid velocity and the velocity
of the boundary, and the second term arises from the non-advective (e.g., diffusive) flux. Both
fluxes are projected onto the outward normal at the boundary and then integrated over the
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Figure 20.3: This figure depicts the contributions to the Leibniz-Reynolds transport theorem (20.49). The
theorem is applied to a domain corresponding to a numerical model grid cell with the top and bottom interfaces
defined by generalized vertical coordinates of Chapters 63, 64, and 65. In particular, the vertical cell faces are
assumed to have fixed positions, so that (v − v(b)) · n̂ = v · n̂ for these cell faces. Hence, the fluxes crossing these
faces are due to advection by the barycentric velocity plus and contributions from non-advective (e.g., diffusive)
fluxes. However, the top and bottom faces of the cell are allowed to move according to the generalized vertical
coordinate surfaces. Hence, transport through these faces must take into account the nonzero velocity of the
boundaries. Note that numerical models generally assume the top and bottom interfaces have a nonzero projection
in the vertical direction so that they never overturn (e.g., Griffies et al. (2020)).

surface area. Hence, the budget is not affected by fluxes tangential to the boundary. Finally,
for the mass budget (20.50), the non-advective flux vanishes since the mass of a fluid element
moves according to the barycentric velocity of Section (20.1.2).

In Figure 20.3 we illustrate the transport theorem (20.49) for the special case of a discrete
numerical model grid cell. This cell has fixed positions for the vertical sides whereas the top and
bottom interfaces are time dependent. This application of the transport theorem provides the
framework for finite volume methods in numerical models (e.g., Griffies et al. (2020)). We offer
further discussion of the kinematics of such general vertical coordinate models in Chapter 64 and
their dynamics in Chapter 65.

20.2.6 Revisiting Reynolds transport theorem

Consider the special case of a region that is moving with the fluid flow, in which case we provide
a more general derivation of the Reynolds transport theorem than originally given for material
regions in Section 19.5. The following results are special cases of the general expression (20.49).

Reynolds Transport Theorem

Let us apply the result (20.37) to a region that follows the fluid flow as defined by the barycentric
velocity, v. For this moving region, the time derivative of the region boundaries in equation
(20.37) is given by the fluid velocity thus leading to

d

dt

[ˆ
R(v)

φdV

]
=

ˆ
R(v)

[
∂φ

∂t
+∇ · (v φ)

]
dV =

ˆ
R(v)

[
Dφ

Dt
+ φ∇ · v

]
dV. (20.51)

CHAPTER 20. CONSERVATION EQUATIONS FOR MATERIAL TRACERS page 521 of 2158



20.2. BUDGETS FOR ARBITRARY FLUID REGIONS

This result is the Reynolds transport theorem. The derivation given here is more general than
that in Section 19.5, with that derivation assuming the region to be material (i.e., no matter
crosses the region boundary). For the present derivation we only assumed that the region
boundaries move so that (v − v(b)) · n̂ = 0, where again v is the barycentric velocity. We did
not assume the region boundaries are material. We can thus make use of Reynolds transport
theorem (20.51) for constant mass regions of a multi-component fluid so long as (v−v(b)) · n̂ = 0.
Furthermore, the region boundary is generally permeable via the non-advective (diffusive) tracer
fluxes.

Alternative form of Reynolds Transport Theorem

We can put the Reynolds Transport Theorem (20.51) into another useful form by reintroducing
φ = ρΠ and making use of mass continuity

1

ρ

Dρ

Dt
= −∇ · v. (20.52)

Doing so yields the rather tidy result

d

dt

[ˆ
R(v)

Π ρdV

]
=

ˆ
R(v)

[
Dφ

Dt
+ φ∇ · v

]
dV Reynolds (20.51) (20.53a)

=

ˆ
R(v)

[
D(ρΠ)

Dt
+ ρΠ∇ · v

]
dV φ = ρΠ (20.53b)

=

ˆ
R(v)

[
Π

(
Dρ

Dt
+ ρ∇ · v

)
+ ρ

DΠ

Dt

]
dV product rule (20.53c)

=

ˆ
R(v)

DΠ

Dt
ρdV. mass continuity (20.10)

(20.53d)

Heuristically, this result follows since ρ dV is a constant when following the flow, so that passage
of the time derivative across the material integral only picks up the material derivative of Π.

We can take the result (20.53d) one more step by inserting the material form of the scalar
conservation equation (20.30) so that

d

dt

[ˆ
R(v)

Π ρdV

]
= −

˛
∂R(v)

J · n̂dS, (20.54)

which is a special case of the general transport theorem (20.49) found by setting (v−v(b)) · n̂ = 0
along the region boundary. This result says that the change in Π-stuff within a region moving
with the barycentric velocity arises only from the area integrated non-advective flux crossing
normal to the boundary. It is a finite volume generalization of the mass conservation statement
for a fluid element as discussed in Section 20.1.3. We can set Π = 1 to render a statement of
mass conservation for a Lagrangian region

d

dt

[ˆ
R(v)

ρdV

]
= 0, (20.55)

where the non-advective flux, J , vanishes for the mass.

page 522 of 2158 geophysical fluid mechanics



20.3. BRUTE FORCE ILLUSTRATION OF LEIBNIZ-REYNOLDS

20.2.7 Summary of the time derivatives acting on integrals
We here summarize the variety of time derivatives acting on integrals of scalar fields

d

dt

ˆ
R

ρΠdV =


´
R
∂(ρΠ)
∂t dV = −

¸
∂R(ρvΠ+ J) · n̂dS Eulerian R´

R(v) ρ
DΠ
Dt dV = −

¸
∂R(v) J · n̂dS Lagrangian R(v)

−
¸
∂R [ρΠ(v − v(b)) + J ] · n̂dS arbitrary R,

(20.56)

with the scalar fields assumed to satisfy the flux-form conservation equation

ρ
DΠ

Dt
= −∇ · J ⇐⇒ ∂t(ρΠ) +∇ · (ρvΠ+ J) = 0. (20.57)

As discussed in Section 17.1.1, the partial differential equation (20.57) is referred to as the strong
formulation of the scalar budget, whereas the integral expressions in equation (20.56) provide a
variety of weak formulations. We thus see how the Leibniz-Reynolds transport theorem provides
the mathematical framework to move between the strong form and weak form of the scalar
bugets.

20.3 Brute force illustration of Leibniz-Reynolds
The Leibniz-Reynolds transport theorem

d

dt

[ˆ
R

ρΠdV

]
= −

ˆ
∂R

[
ρΠ(v − v(b)) + J

]
· n̂dS, (20.58)

is an incredibly useful and elegant expression of the scalar budget over an arbitrary domain.
Correspondingly, we make great use of it throughout this book. To further our understanding,
we here consider the scalar budget for an ocean domain such as in Figure 20.4. Rather than
make direct use of Leibniz-Reynolds, we use a brute force approach by expanding the volume
integral according to

d

dt

[ˆ
R

ρΠdV

]
=

d

dt

[ˆ
A(t)

dA

ˆ η

ηb

ρΠdz

]
. (20.59)

In this equation,
´
A(t) dA is an integral over the horizontal area of the domain, with the lateral

boundaries of the domain generally a function of time. This exercise requires the use of various
kinematic boundary conditions and provides further practice with the Leibniz rule.
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Figure 20.4: A depiction of fluid layers in which we formulate the budget for the total mass of scalar (e.g., tracer
or potential enthalpy). The scalar mass within the layer, such as that one denoted by R, is modified by dia-surface
transport across interior layer interfaces, as well as transport across the surface and bottom boundaries. Note
that an arbitrary layer might never intersect the bottom or surface boundaries. However, the layers depicted here
each intersect boundaries, with such layers requiring extra care in formulating their budgets.
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20.3.1 Leibniz’s rule plus kinematic boundary conditions

Performing the time derivative in equation (20.59) and using Leibniz’s rule yields

d

dt

[ˆ
R

ρΠdV

]
=

ˆ
A(t)

[∂tη (ρΠ)z=η] dA+
dA

dt

[ˆ η

ηb

ρΠdz

]
bounds

+

ˆ
A(t)

dA

ˆ η

ηb

∂(ρΠ)

∂t
dz.

(20.60)
The first term on the right hand side arises from time dependence to the free surface. This term
is present even if the horizontal boundaries are rigid. The second term on the right hand side is
evaluated along the lateral boundaries of the domain. If the boundaries are fixed in time, as in
a rectangular box of seawater or a periodic channel, then dA/dt = 0. The more general case
has a lateral boundary that is time dependent such as along a beach where fluid moves up and
down the sloping shoreline. However, in that case the thickness of fluid vanishes at the lateral
boundary, η − ηb = 0, thus again revealing that the second term on the right hand side drops
from the budget to render

d

dt

[ˆ
R

ρΠdV

]
=

ˆ
A(t)

[∂tη (ρΠ)z=η] dA+

ˆ
A(t)

dA

ˆ η

ηb

∂(ρΠ)

∂t
dz. (20.61)

For the second term on the right hand side of equation (20.61) we make use of the scalar
equation (20.57) and Leibniz’s rule to write

ˆ η

ηb

∂(ρΠ)

∂t
dz = −

ˆ η

ηb

∇h · (ρΠu+ Jh) dz −
ˆ η

ηb

∂(ρΠw + Jz)

∂z
dz (20.62a)

= −∇h ·
ˆ η

ηb

(ρΠu+ Jh) dz +∇(η − z) · (ρΠv + J)z=η

+∇(z − ηb) · (ρΠv + J)z=ηb (20.62b)

where we wrote J = Jh + ẑ J
z. The surface terms (z = η) combine with the ∂tη term appearing

in equation (20.61) to yield

ρΠ

[
∂η

∂t
+ u · ∇η − w

]
= ΠQm, (20.63)

where we used the surface kinematic boundary condition (19.94) to introduce the surface
boundary mass flux Qm. The bottom kinematic boundary condition eliminates the advective
contribution at the bottom, z = ηb, via the no normal flow condition (19.56)

∇(z − ηb) · v = w − u · ∇ηb = 0 at z = ηb(x, y). (20.64)

Finally, when integrated over the horizontal extent of the domain, the horizontal convergence
term from equation (20.62b) vanishes. The reason it vanishes is because either the thickness
of fluid vanishes at the horizontal boundaries (as along a beach); there is a no flux boundary
condition if the boundary is a vertical wall; or the domain is periodic.

20.3.2 Summarizing the result

Bringing the results together yields the budget equation

d

dt

[ˆ
R

ρΠdV

]
=

ˆ
z=η

(ΠQm +∇(η − z) · J) dA+

ˆ
z=ηb

∇(z − ηb) · J dA. (20.65)
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We now use the identity (19.83e) between horizontal area element, dA = dx dy, and area element
on the surface

n̂dS = −∇(η − z) dA at z = η (20.66a)

n̂dS = −∇(z − ηb) dA at z = ηb, (20.66b)

to write
d

dt

[ˆ
R

ρΠdV

]
= −

ˆ
z=η

(−ΠQm + n̂ · J)dS −
ˆ
z=ηb

n̂ · J dS, (20.67)

where
Qm dA = Qm dS = −ρ (v − v(η)) · n̂dS (20.68)

according to equation (19.88c). The budget for fluid mass is realized by setting Π to a constant
and thus dropping the non-advective flux

d

dt

[ˆ
R

ρdV

]
=

ˆ
z=η

Qm dS = −
ˆ
z=η

ρ (v − v(η)) · n̂dS. (20.69)

The manipulations in this section have succeeded in bringing the scalar and mass budgets into
the form of the Leibniz-Reynolds transport theorem (20.58). The process of doing so required
far more tedium as compared to the elegance of merely starting from equation (20.58). Even
so, our efforts provide a useful means to ground the formalism by unpacking the many steps
summarized by Leibniz-Reynolds. Furthermore, many of these steps are encountered in practical
calculations of finite volume budgets.

20.4 Boundary conditions

We here study the boundary conditions relevant at the variety of boundaries encountered by a
fluid. To be specific, consider Π to be a tracer concentration,

Π = C, (20.70)

though note that the formalism holds for an arbitrary scalar satisfying the budget equation

∂t(ρC) +∇ · (ρC v + J) = 0. (20.71)

We continue to focus on a fluid layer such as shown in Figure 20.4, paying particular interest to
fluid layers that intersect surface (as for the ocean) and/or bottom boundaries (as for the ocean
or atmosphere). We commonly think of this layer as defined by isosurfaces of generalized vertical
coordinates whose layers are monotonically stacked in the vertical according to the discussion
from Sections 63.9.1 and 64.2. However, the treatment given here allows for the layers to be
non-monotonic in the vertical (e.g., overturns are allowed), so that these results can be used for
the water mass transformation analysis discussed in Chapter 73. For example, the layers can
be defined by surfaces of constant Conservative Temperature or salinity within the ocean, with
these fields generally exhibiting regions of non-monotonic vertical stratification.

The Leibniz-Reynolds transport theorem (20.49) provides the starting point

d

dt

[ˆ
R

ρC dV

]
= −

ˆ
∂R

[
ρC (v − v(b)) + J

]
· n̂dS, (20.72)

The left hand side of equation (20.72) is the time tendency for the mass of tracer within the
region, such as the region R shown in Figure 20.4. This tendency is affected by transport across
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the layer boundaries, with three boundaries considered here. We ignore interior sources, though
note that the formalism can be readily extended in their presence.

20.4.1 Interior layer boundary conditions
The boundary transport across interior layer interfaces,

interior boundary transport = [ρC (v − v(b)) + J ] · n̂dS, (20.73)

measures the tracer mass transport due to advective fluxes across the moving layer boundaries
(first term) and sugbrid scale fluxes (second term). The advective flux is sometimes known as
the dia-surface transport, with the kinematics of this transport discussed in Section 64.3.

20.4.2 Solid-earth boundary conditions
At the static material bottom boundary, the no-normal flow condition means that

v · n̂ = 0. (20.74)

Consider the velocity of a point attached to the layer interface, v(b), and focus on where the
interface intersects the bottom boundary. At this point, v(b) tracks the position of the interface
as it intersects the bottom boundary. By construction, the movement of this intersection point is
tangential to the bottom boundary so that it too is orthogonal to the boundary outward normal
direction

v(b) · n̂ = 0. (20.75)

Hence, the only contribution to the tracer budget at the bottom boundary comes through the
non-advective flux, J

bottom boundary transport = −J · n̂dS. (20.76)

This equation says that if there is any transport through the bottom boundary (left hand side),
then it induces a non-advective transport within the ocean whose normal component at the
boundary equals to the bottom transport (right hand side).

Geothermal heating is the canonical solid-earth transport in the ocean. Assuming a known
geothermal heat flux, Qgeo-heat, it leads to a non-advective ocean boundary flux

Qgeo-heat = −cp J(Θ) · n̂, (20.77)

where cp is the ocean heat capacity and Θ is the Conservative Temperature (discussed in Section
26.11 and Chapter 72). Furthermore, if we assume the non-advective flux is parameterized as
the downgradient diffusive flux (as in equation (72.54)), then the geothermal boundary condition
(20.77) takes the form

Qgeo-heat = cp ρ (K · ∇Θ) · n̂, (20.78)

where K is the diffusion tensor (Chapters 68 and 71).
For those cases where the geothermal heating vanishes, or more generally for tracers that

have zero bottom boundary flux, then the tracer must satisfy the following no-normal flux
(Neumann) boundary condition

no flux bottom boundary = (K · ∇Θ) · n̂ = 0. (20.79)

In the case where diffusion next to the boundary is isotropic, as per molecular diffusion, then we
reach the simpler result

no flux bottom boundary = ∇C · n̂ = 0. (20.80)
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Namely, in this case, tracer isosurfaces are oriented normal to the boundary as depicted in Figure
20.5. Notably, this kinematic boundary condition holds at each point in time. For the dynamical
tracers like temperature and salinity, this boundary condition affects flow near the boundary by
modifying the density field and thus the pressure.
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Figure 20.5: In the absence of a bottom boundary tracer flux (e.g., geothermal heating), and in the presence of
isotropic downgradient diffusion, the isosurfaces of tracer, C, intersect solid boundaries normal to the boundary
as per equation (20.80): ∇C · n̂ = 0, where n̂ is the outward normal direction. This constraint holds at each time
instance.

20.4.3 Upper ocean surface boundary conditions

Let us write the upper ocean surface boundary tracer transport as

QC dS = net tracer mass per time crossing ocean surface. (20.81)

The surface boundary transport is generally comprised of two terms: a non-advective term just
like at the solid-earth in Section 20.4.2, plus an advective term afforded since the ocean surface
is permeable. If we assume that the tracer transported via the advected matter is either a
dissolved tracer, such as salinity, or a thermodynamic tracer, such as Conservative Temperature,
then we can write the net tracer flux as

QC = Cm Qm + Qnon-adv
C , (20.82)

where Qnon-adv
C is the non-advective tracer flux, Cm is the tracer concentration within the mass

transported across the surface, and Qm the mass per time per surface area of matter that crosses
the boundary, as defined according to the kinematic boundary condition (19.78)

Qm = −ρ n̂ · (v − v(η)) surface ocean boundary. (20.83)

As for the solid-earth boundary condition, specification of QC requires information concerning
the flux of tracer mass into or out of the ocean, and this flux equals to the net flux on the ocean
side of the surface

QC = Cm Qm + Qnon-adv
C ≡ −[ρC (v − v(b)) + J ] · n̂ = C Qm − J · n̂, (20.84)

We thus see that the surface transport of tracer mass induces the following non-advective flux
within the ocean at z = η

−J · n̂ = QC − C Qm = Qnon-adv
C + (Cm − C)Qm. (20.85)

Figure 20.6 offers a schematic to summarize these results. We make use of these results when
discussing the surface ocean boundary conditions in Sections 72.5 and 73.8.3.
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QC = CQm � J · n̂

Figure 20.6: A schematic of an infinitesimal region of the ocean surface boundary at z = η(x, y, t), with z < η
the ocean region. Qm dS is the mass transport (mass per time) that crosses the interface and carries a tracer
concentration, Cm. QC dS is the tracer mass transport that crosses the ocean surface. Continuity across the
z = η boundary means that the tracer mass transport at z = η − ϵ (ocean side) equals to that at z = η + ϵ
(atmospheric side), with ϵ > 0 a tiny number. The tracer concentration at the interface, C(z = η), is not
determined by kinematics. Many analyses and numerical model applications approximate C(z = η) as the bulk
tracer concentration within the upper few meters of the ocean, depending on details of the upper ocean turbulence.
However, as vertical grid spacing is refined to be finer than roughly a meter, this assumption must be reconsidered.

20.5 Evolution of region mean tracer
We here consider an application of the formalism developed in this chapter by deriving evolution
equations for the averaged tracer concentration as defined by

⟨C⟩ = 1

M

ˆ
R

ρC dV with M =

ˆ
R

ρdV, (20.86)

where the region domain, R, is arbitrary.

20.5.1 Formulation
Use of the product rule leads to

d[⟨C⟩M ]

dt
=M

d⟨C⟩
dt

+ ⟨C⟩ dM
dt

=M
d⟨C⟩
dt
− ⟨C⟩

˛
∂R
ρ (v − v(b)) · n̂dS, (20.87)

where the second equality made use of the mass budget (20.50). Inserting the transport theorem
(20.49) for the left hand side yields

M
d⟨C⟩
dt

= −
˛
∂R

[
ρ (C − ⟨C⟩) (v − v(b)) + J

]
· n̂dS. (20.88)

The first term on the right hand side vanishes if the averaged tracer concentration equals to the
boundary concentration. That is, the region averaged tracer concentration is unchanged if the
boundary fluxes of mass have a tracer concentration that matches the region average.

20.5.2 Application to a numerical ocean model grid cell
If the region is an ocean model grid cell that is adjacent to the ocean surface (see Figure 20.3 or
20.6), then use of the surface boundary condition (20.84) leads to

M
d⟨C⟩
dt

=

ˆ
z=η

(C − ⟨C⟩)Qm dA−
ˆ
∂Rint

ρ (C − ⟨C⟩) (v − v(b)) · n̂dS −
˛
∂R
J · n̂dS, (20.89)

where ∂Rint is the interior boundary to the grid cell. As noted above, the first term on the right
hand side vanishes if C(z = η) = ⟨C⟩. This situation is commonly assumed for temperature in
the surface grid cell of an ocean model. That is, the temperature of evaporation, precipitation,
and river runoff is commonly taken as the temperature in the surface model grid cell. In contrast,
C(z = η) = 0 is commonly the case for material tracers such as salt, whose concentration is
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commonly close to zero within boundary water fluxes.

20.6 Exercises
exercise 20.1: Equation for tracer mass per fluid volume
In some treatments it can be suitable to define a volumetric tracer concentration as the mass of
tracer per volume of fluid

ϕ =
mass of constituent n in fluid element

volume of fluid element
= C ρ, (20.90)

where C is the mass concentration defined by equation (20.17) and satisfying the tracer equation
(20.21). Derive the corresponding equation satisfied by ϕ.

exercise 20.2: Evolution of the integrated density weighted position
In Exercise 19.2 we developed an evolution equation for the center of mass motion for a region
with fixed mass. Here we derive a slightly more general result holding for an arbitrary region, R,
within the fluid. Namely, for Cartesian coordinates, use the Leibniz-Reynolds transport theorem
(20.37) as well as the mass continuity equation (19.6) to derive the identity

d

dt

ˆ
R

ρx dV =

ˆ
R

ρv dV +

˛
∂R
ρx [(v − v(b)) · n̂] dS, (20.91)

where x is the position vector for a point within the fluid. Notice that for a mass conserving
Lagrangian region (i.e., a region that moves with the fluid flow), the boundary term vanishes
since in this case (v − v(b)) · n̂ = 0, which then reduces equation (20.91) to equation (19.106)
derived in Exercise 19.2.
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Chapter 21

NON-DIVERGENT FLOWS

In this chapter, we study the kinematics of a non-divergent flow velocity field, ∇·v = 0. In many
areas of fluid mechanics, a non-divergent velocity1 is said to describe an incompressible flow,
with this term motivated by the case of flow within a constant density or incompressible fluid.
In other areas of fluid mechanics, non-divergent flows are referred to as solenoidal, in analog to
the non-divergent or solenoidal magnetic field occurring in classical electrodynamics. As seen
when studying the Boussinesq ocean in Chapter 29, a fluid with a non-divergent flow can still
experience compressibility effects and the associated density variations. That is, the study of a
Boussinesq ocean concerns the incompressible flow of a compressible fluid, thus exemplifying the
important distinction between a fluid property versus a flow property.

reader’s guide to this chapter
We presume an understanding of the kinematics of mass conservation from Chapter 19

as well as many of the results from Cartesian tensor analysis in Chapter 2. This chapter
introduces many concepts and tools of use in the remainder of the book.

21.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 532
21.2 Introduction to non-divergent flow . . . . . . . . . . . . . . . . . . . . . . 532
21.3 Kinematic boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 533
21.4 Streamfunction for two-dimensional flow . . . . . . . . . . . . . . . . . . 533

21.4.1 Streamfunction isolines are streamlines . . . . . . . . . . . . . . . 534
21.4.2 Streamfunction is constant on material boundaries . . . . . . . . 534
21.4.3 The streamfunction and fluid transport . . . . . . . . . . . . . . . 534
21.4.4 Gauge symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 535
21.4.5 Exact differential formulation . . . . . . . . . . . . . . . . . . . . 535
21.4.6 Concerning the Helmholtz decomposition . . . . . . . . . . . . . 536
21.4.7 A caveat: transport with curl-free + divergent flow . . . . . . . . 537

21.5 Vector streamfunction for three-dimensional flow . . . . . . . . . . . . . 537
21.5.1 Gauge symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 537
21.5.2 The streamfunction and transport through a surface . . . . . . . 537
21.5.3 Scalar streamfunctions and transport . . . . . . . . . . . . . . . . 538
21.5.4 Concerning a harmonic velocity potential . . . . . . . . . . . . . 539
21.5.5 The vertical gauge streamfunction . . . . . . . . . . . . . . . . . 540

21.6 Evolution of volume and area . . . . . . . . . . . . . . . . . . . . . . . . . 541
21.6.1 Material volumes and areas . . . . . . . . . . . . . . . . . . . . . 541
21.6.2 Arbitrary volume and area . . . . . . . . . . . . . . . . . . . . . . 542

21.7 Meridional-depth circulation . . . . . . . . . . . . . . . . . . . . . . . . . 543
21.7.1 The zonally integrated transport is non-divergent . . . . . . . . . 544

1A somewhat trivial example of a non-divergent fluid flow is given by v(x, y, z) = u(y, z) x̂+v(x, z) ŷ+w(x, y) ẑ.
There are many further flows that are non-divergent, such as realized by the Boussinesq ocean studied in Chapter
29.
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21.7.2 Meridional-depth streamfunction . . . . . . . . . . . . . . . . . . 545
21.7.3 Verifying that Ψ is a streamfunction . . . . . . . . . . . . . . . . 545
21.7.4 Generalizing to arbitrary domains . . . . . . . . . . . . . . . . . . 546
21.7.5 Ψ(y, z) does not generally delineate particle pathlines . . . . . . . 546

21.8 Kinematic free surface equation . . . . . . . . . . . . . . . . . . . . . . . 547
21.8.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547
21.8.2 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547

21.9 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 548

21.1 Loose threads
• Need more work for the general Ψ in Section 21.7.4 to prove that it is a streamfunction.

21.2 Introduction to non-divergent flow
For many purposes in fluid mechanics, we can make the simplifying assumption regarding the
fluid kinematics whereby the volume of a fluid element is approximated as a constant. In
particular, this situation holds for the Boussinesq ocean discussed in Chapter 29. Recalling the
expression

1

δV

D(δV )

Dt
= ∇ · v (21.1)

from Section 18.10.1, we see that a constant volume for a fluid element constrains the velocity
field to be non-divergent

1

δV

D(δV )

Dt
= 0 =⇒ ∇ · v = 0. (21.2)

Flow satisfying ∇ · v = 0 is said to be incompressible since the volume of a fluid element is
materially invariant. We illustrate this situation in Figure 21.1.

Figure 21.1: Illustrating volume continuity for a non-divergent velocity flow in a pipe. On the left the pipe has a
relatively large diameter whereas on the right the pipe is narrower. A plug of water on the left moves through the
pipe and becomes longer when it moves into the narrower region so that the volume of the plug remains the same.
Correspondingly, the speed of the flow increases when moving into the narrower portion of the pipe.

A slightly less onerous constraint arises from the anelastic approximation, whereby

∇ · (ρv) = 0. (21.3)

The anelastic approximation is sometimes motivated for the atmosphere. However, it is less
commonly used for atmospheric dynamics than the Boussinesq ocean is used for the ocean. We
thus focus on the Boussinesq case here, whereby ∇ · v = 0.

The non-divergence constraint (21.2) reduces by one the number of functional degrees of
freedom possessed by the velocity field. What that means in practice is that we need one fewer
velocity component to determine the flow since one component can be diagnosed from the other
two components. This property manifests by our ability to introduce a streamfunction to specify
the velocity, as further developed in this chapter.
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21.3 Kinematic boundary conditions

For non-divergent flow, there are slight modifications to the boundary conditions detailed in
Section 19.6. Whereas the material conditions remain identical, the non-material conditions are
applied with a constant reference density, ρo, rather than the local in situ density, ρ. The reason
is that we switch from specifying a mass transport condition as per equation (19.78) to a volume
transport condition

ρo (v − v(s)) · n̂dS = −Qm dS = −Qm dA moving non-material boundary condition, (21.4)

where the second equality introduced the mass flux per unit horizontal area, Qm, according to
equation (19.88c). Correspondingly, the kinematic boundary condition (19.94) applied at the
ocean free surface takes on the form

ρo
D(z − η)

Dt
= −Qm =⇒ w +

Qm

ρo
=
∂η

∂t
+ u · ∇η. (21.5)

Making use of the non-divergence condition on the velocity allows us to write this equation in
the equivalent forms2

∂tη −Qm/ρo = (ẑ −∇η) · v = ∇(z − η) · v = ∇ · [(z − η)v]. (21.6)

In Section 21.8 we derive the kinematic free surface equation (21.81), which also shows that
∂tη −Qm/ρo is a total divergence.

21.4 Streamfunction for two-dimensional flow

Vertical stratification of buoyancy plus the effects from planetary rotation inhibit vertical motion
in geophysical flows. Therefore, as an idealization it is sometimes useful to assume the geophysical
fluid flow is horizontal (two-dimensional) as well as non-divergent. The non-divergent constraint
for two-dimensional flow can be satisfied by writing the horizontal velocity in the form

u = ∇× (z∇ψ) = ẑ ×∇ψ = ẑ ×∇hψ = −x̂ ∂ψ
∂y

+ ŷ
∂ψ

∂x
, (21.7)

where
∇h = x̂ ∂x + ŷ ∂y (21.8)

is the horizontal gradient operator. The constraint ∇h · u = 0 is satisfied since the partial
derivative operators commute

∂2ψ

∂x∂y
=

∂2ψ

∂y∂x
. (21.9)

We refer to ψ as the streamfunction, with this name motivated by the following considerations.3

2In equation (21.6), we set z = η after applying the gradient operator in the penultimate expression and the
divergence in the final expression.

3In this section we could choose to relax notation by dispensing with the z subscript on the horizontal gradient
operator, ∇h, since we are here concerned only with two-dimensional horizontal flow. Even so, we find it useful to
be pedantic as doing so clearly distinguishes the two-dimensional formulations in this section from the analogous
three-dimensional case considered in Section 21.5.

CHAPTER 21. NON-DIVERGENT FLOWS page 533 of 2158



21.4. STREAMFUNCTION FOR TWO-DIMENSIONAL FLOW

21.4.1 Streamfunction isolines are streamlines
At any fixed time instance, the exact differential of the streamfunction is

dψ =
∂ψ

∂x
dx+

∂ψ

∂y
dy = v dx− u dy, (21.10)

where the second equality follows from equation (21.7). Instantaneous lines along which ψ is a
constant satisfy

dψ = 0 =⇒ dx

u
=

dy

v
. (21.11)

Furthermore, the normal direction to constant ψ lines

n̂ =
∇hψ
|∇hψ|

=
v x̂− u ŷ
|u| (21.12)

is normal to the velocity
u · ∇hψ = u v − v u = 0. (21.13)

Consequently, at each time instance, lines of constant ψ are streamlines, which means (following
Section 17.7.2) that curves of constant ψ define integral curves for the instantaneous velocity
field. This property motivates the name streamfunction. Furthermore, through each point of a
two-dimensional non-divergent flow and at any particular time instance, there is one and only
one streamline passing through that point.

21.4.2 Streamfunction is constant on material boundaries
As a corollary to the results from Section 21.4.1, we know that the streamfunction is a spatial
constant when evaluated along static material boundaries where u · n̂ = 0. This property follows
from equation (21.13). We can also see it from

0 = u · n̂ = (ẑ ×∇hψ) · n̂ = (n̂× ẑ) · ∇hψ = t̂ · ∇hψ, (21.14)

where t̂ a unit vector pointing tangent to the boundary. The operator t̂ · ∇hψ is the derivative of
ψ computed along the boundary tangent at any given boundary point. Hence, t̂ · ∇hψ = 0 means
that ψ is a spatial constant along the boundary. Even though spatially constant, ψ along the
boundary is generally a function of time.

We emphasize that a constant streamfunction along a boundary, t̂ · ∇hψ = 0, is distinct from
a vanishing normal derivative at the boundary. Indeed, the streamfunction for a two-dimensional
non-divergent flow generally has a nonzero normal derivative at boundaries, n̂ · ∇hψ ̸= 0.

21.4.3 The streamfunction and fluid transport
Consider an arbitrary curve in the fluid with endpoints x1 and x2 as depicted in Figure 21.2.
At any particular time instance, the difference in streamfunction between these two points is
given by

ψ(x2)− ψ(x1) =

ˆ x2

x1

dψ =

ˆ x2

x1

[
dx

∂ψ

∂x
+ dy

∂ψ

∂y

]
=

ˆ x2

x1

∇hψ · dx =

ˆ x2

x1

∇hψ · t̂ ds. (21.15)

For the final equality we wrote
dx = t̂ ds, (21.16)

where
ds = |dx| (21.17)
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is the element of arc length along the curve, and t̂ is the unit tangent vector that points in the
direction along the curve from x1 to x2. Now introduce the unit normal vector along the curve
according to

t̂ = n̂× ẑ, (21.18)

where n̂ points to the left when facing in the t̂ direction. We thus have

ψ(x2)− ψ(x1) =

ˆ x2

x1

∇hψ · (n̂× ẑ) ds =
ˆ x2

x1

(ẑ ×∇hψ) · n̂ds =

ˆ x2

x1

u · n̂ds, (21.19)

with the final equality an expression for the net area transport of fluid normal to the curve
(dimensions of area per time). As the chosen curve connecting the points is arbitrary, we conclude
that the difference in streamfunction values between two points measures the transport across any
curve connecting the points. Correspondingly, the stronger the gradient in the streamfunction,
the larger the transport since

|u| = |∇hψ|. (21.20)

Given the connection between the transport between two points and the value of the stream-
function at those two points, we are motivated to name ψ the transport streamfunction.

x1
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Figure 21.2: Depicting the transport between two points in a two-dimensional fluid. The transport is the line
integral,

´ x2

x1
u · n̂ds, from point x1 to x2, with the unit normal, n̂, pointing to the left when facing in the

direction of the local unit tangent vector, t̂. By construction, t̂× n̂ = ẑ, where ẑ points vertically out of the page.
For a two-dimensionally non-divergent flow, ∇h ·u = 0, the transport between any two points is the streamfunction
difference at these two points,

´ x2

x1
u · n̂ ds = ψ(x1)− ψ(x2). This result holds regardless the path taken between

these two points, so long as the path remains simple; i.e., it does not intersect itself.

21.4.4 Gauge symmetry

For a two-dimensional non-divergent flow, the constraint ∇h ·u = 0 reduces the functional degrees
of freedom from two (the two velocity components (u, v)) to one (the streamfunction). However,
the streamfunction is arbitrary up to a constant, k, since

ψ′ = ψ + k ⇒ u′ = u. (21.21)

So the value of the streamfunction at a particular point has no unambiguous physical meaning.
Rather, only the difference in streamfunction between two points is physically relevant. The
ability to add a constant to the streamfunction is termed a gauge symmetry.

21.4.5 Exact differential formulation

We here connect our discussion of velocity streamfunction to the discussion of exact differentials
in Section 2.8. For that purpose introduce the differential

A · dx ≡ (u× ẑ) · dx = v dx− u dy. (21.22)
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By construction
ẑ · (∇h ×A) = 0 since ∇h · u = 0, (21.23)

which means that A · dx is an exact differential (Section 2.8.1). Consequently, we can write

A · dx = (u× ẑ) · dx = ∇hψ · dx = dψ, (21.24)

which then leads to the results derived earlier in this section where ψ is the transport stream-
function.

21.4.6 Concerning the Helmholtz decomposition
We close the discussion in this section by tidying up some mathematical niceties concerning the
Helmholtz decomposition studied in Section 9.8. For two-dimensional flows the decomposition
takes the form

u = ẑ ×∇hΓ +∇hΦ, (21.25)

for some functions Γ and Φ. For non-divergent flows, Φ is constrained to be harmonic4

∇ · u = 0 =⇒ ∇2
h Φ = ∇h · ∇hΦ = 0. (21.26)

As summarized in Table 21.1, it is sufficient to make use of just a streamfunction, ψ, for vortical
flow and just a velocity potential, ϕ, for irrotational flow.5 In the following we verify why it is
sufficient to make use of this truncated version of the Helmholtz decomposition for non-divergent
two-dimensional flows.

non-divergent vortical flow non-divergent irrotational flow
∇h · u = 0 ∇h · u = 0
∇h × u ̸= 0 ∇h × u = 0
u = ẑ ×∇hψ u = ∇hϕ

ẑ · (∇h × u) = ∇2
h ψ ∇2

h ϕ = 0.

Table 21.1: Summarizing some mathematical properties of non-divergent two-dimensional velocity fields, ∇·u = 0.
The streamfunction is ψ whereas the harmonic velocity potential is ϕ.

Non-divergent vortical flow

Return to the exact differential formulation from Section 21.4.5. In that formulation we noted
that ∇h · u = 0 means that the differential A · dx = (u × ẑ) · dx is exact. Making use of the
Helmholtz decomposition (21.25) renders

A · dx = (u× ẑ) · dx (21.27a)

= [(ẑ ×∇hΓ)× ẑ +∇hΦ× ẑ] · dx (21.27b)

= [∇hΓ +∇hΦ× ẑ] · dx. (21.27c)

To reveal the exactness of the right hand side requires the harmonic property of Φ so that we
can write

ẑ · [∇h × (∇hΦ× ẑ)] = −∇2
h Φ = 0 =⇒ ∇hΦ× ẑ ≡ ∇hΥ, (21.28)

in which case
A · dx ≡ v dx− udy = d(Γ + Υ) ≡ dψ. (21.29)

4Recall our discussion of harmonic functions in Sections 2.2.2 and 6.5.1.
5The vorticity, ∇h × u, is a measure of the spin in the fluid and is the focus of Part VII of this book.
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We conclude that for non-divergent vortical flow, we lose no generality by working just with the
streamfunction, ψ, of Section 21.4.3. There is no need to also include a harmonic function.

Non-divergent irrotational flow

Consider now non-divergent and irrotational flow. The irrotational condition holds so long as Γ
is harmonic

ẑ · [∇h × (ẑ ×∇hΓ)] = ∇2
h Γ = 0. (21.30)

Consequently, we can write
ẑ ×∇hΓ = ∇hγ, (21.31)

in which case
u = ẑ ×∇hΓ +∇hΦ = ∇h (γ +Φ) ≡ ∇hϕ. (21.32)

Hence, for non-divergent irrotational flow, it is sufficient to work just with the harmonic velocity
potential, ϕ.

21.4.7 A caveat: transport with curl-free + divergent flow
Consider a horizontal velocity that has a non-zero divergence, ∇ · u ̸= 0, and yet it has a zero
curl, ∇× u = 0. The zero curl allows us to write u = ∇hϕ, with ϕ the velocity potential. Hence,
dΦ = ∇hϕ ·dx is an exact differential and so its closed loop integral vanishes:

¸
dΦ = 0. However,

there is no connection between velocity potential and transport. That is, we cannot conclude
anything about the net transport across a closed curve based on properties of ϕ.

21.5 Vector streamfunction for three-dimensional flow
A three-dimensional non-divergent velocity, ∇·v = 0, can be specified by a vector streamfunction

v = ∇×Ψ. (21.33)

The constraint ∇ · v = 0 is trivially satisfied since the divergence of the curl vanishes

∇ · (∇×Ψ) = 0. (21.34)

21.5.1 Gauge symmetry
For three-dimensional non-divergent flow, the constraint ∇ · v = 0 reduces the three functional
degrees of freedom down to two, meaning that one of the velocity components can be diagnosed
from the other two. Gauge symmetry manifests through the ability to add the gradient of an
arbitrary function to the streamfunction, Ψ, without altering v:

Ψ′ = Ψ+∇λ⇒ v′ = v, (21.35)

which follows since ∇ × ∇λ = 0. Hence, the vector streamfunction has no absolute physical
meaning since it can be modified by adding an arbitrary gauge function.

21.5.2 The streamfunction and transport through a surface
The volume transport (volume per time) of fluid crossing a surface is defined by the area integral

T(S) =

ˆ
S

v · n̂dS, (21.36)
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where n̂ is the outward unit normal vector on the surface. Introducing the vector streamfunction
and making use of Stokes’ Theorem (Section 2.6) then leads to

T(S) =

ˆ
S

v · n̂dS =

ˆ
S

(∇×Ψ) · n̂dS =

‰
∂S

Ψ · t̂ ds, (21.37)

where t̂ ds is the oriented arc distance increment along the boundary of S, and

∂S is the oriented

line integral around the boundary ∂S. Hence, the volume transport of fluid through the surface
depends only on the vector streamfunction on the perimeter of the surface. Furthermore, if
the transport through the surface vanishes (e.g., no-flux material surface such as a solid earth
boundary), then on the surface the vector streamfunction can be written as the gradient of an
arbitrary scalar field, Ψ = ∇χ, since

‰
∂S

Ψ · t̂ds =
‰
∂S
∇χ · t̂ ds =

‰
∂S
∇χ · dx =

‰
∂S

dχ = 0. (21.38)

Because Ψ has a connection to fluid transport, we sometimes refer to it as the transport
streamfunction, just as for the streamfunction ψ in two-dimensional non-divergent flows (Section
21.4.3).

21.5.3 Scalar streamfunctions and transport

We can expose the two degrees of freedom of the vector streamfunction by writing it as the
product of a scalar field and the gradient of another scalar field

Ψ = γ∇ψ (21.39)

so that the velocity is given by6

v = ∇×Ψ = ∇γ ×∇ψ. (21.40)

By construction the velocity satisfies

v · ∇γ = v · ∇ψ = 0, (21.41)

so that the velocity is parallel to surfaces of constant γ and ψ. Correspondingly, the velocity
streamlines are intersections of the γ and ψ isosurfaces, as depicted in Figure 21.3. We thus
refer to γ and ψ as the two scalar streamfunctions for the three dimensional non-divergent flow.
However, note that γ and ψ have different dimensions. By convention, we choose γ to have
dimensions of length, so that it is not a traditional streamfunction, whereas ψ has the traditional
streamfunction dimensions of length squared per time.

As a check that the formalism is sensible, consider the special case of two-dimensional flow
so that all streamlines are in the horizontal x-y plane. Taking γ = z then renders

Ψ = z∇ψ and v = ∇×Ψ = ẑ ×∇ψ, (21.42)

which agrees with the scalar streamfunction in equation (21.7) for two dimensional non-divergent
flow.

The volume transport through a surface defined by the two streamfunction isosurfaces takes

6Equation (21.40) is sometimes referred to as Euler’s form, for, as noted on page 21 of Truesdell (1954), it
was Euler who originally proved its validity.
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Figure 21.3: Isosurfaces of constant scalar streamfunctions, γ and ψ, for a three dimensional non-divergent flow.
Streamlines are defined by the intersections of the γ and ψ isosurfaces, as shown by four streamlines along the
corners of this particular volume. The volume transport of fluid through the surface, S, is determined by the line
integral,


∂S
γ dψ = −


∂S
ψ dγ = (γ1 − γ2) (ψ2 − ψ1), around the boundary circuit.

the form

T(S) =

ˆ
S

v · n̂dS =

‰
∂S

Ψ · t̂ ds =
‰
∂S
γ∇ψ · t̂ds =

‰
∂S
γ dψ = −

‰
∂S
ψ dγ. (21.43)

To reach the penultimate step we set

dψ = ∇ψ · dx = ∇ψ · t̂ds, (21.44)

and for the final step we used the identity

‰
∂S
γ dψ =

‰
∂S

d(γ ψ)−
‰
∂S
ψ dγ = −

‰
∂S
ψ dγ. (21.45)

This identity follows from ‰
∂S

d(γ ψ) = 0, (21.46)

which holds since d(γ ψ) is an exact differential and its line integral vanishes when computed
around a closed path.7 The volume transport for the particular surface shown in Figure 21.3 is
given by

T(S) =

‰
∂S
γ dψ = γ1 (ψ2 − ψ1) + γ2 (ψ1 − ψ2) = (γ1 − γ2) (ψ2 − ψ1). (21.47)

Hence, the volume transport through a streamtube defined by isosurfaces of γ and ψ is given by
the product of the difference between the isosurfaces.

21.5.4 Concerning a harmonic velocity potential

As for the two-dimensional case discussed in Section 21.4.6, we consider the relevance of an
arbitrary harmonic velocity potential, χ, so that the velocity takes the form

v = ∇× Γ+∇χ with ∇2χ = 0. (21.48)

7The identity (21.46) follows from the fundamental theorem of calculus, whereby the closed loop integral of
an exact differential vanishes.
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Since ∇ · ∇χ = 0 we can write ∇χ as the curl of another vector

∇ · ∇χ = 0 =⇒ ∇χ = ∇×Λ, (21.49)

in which case the velocity takes the form

v = ∇× Γ+∇χ = ∇× (Γ+Λ) ≡ ∇×Ψ. (21.50)

Consequently, just as for the two-dimensional case, we are at liberty to work with the transport
streamfunction Ψ if that suits our needs. Otherwise, we can work with the harmonic potential,
χ, which is commonly used when the velocity is both non-divergent and irrotational, such as for
our studies of surface gravity waves in Chapter 52.

21.5.5 The vertical gauge streamfunction

To explicitly reveal the two functional degrees of freedom possessed by the non-divergent velocity
field, we establish that the velocity field can be constructed from the following vertical gauge
streamfunction8

Ψvg = x̂Ψvg

1 + ŷΨvg

2 , (21.51)

which has a zero vertical component, Ψvg

3 = 0. In addition to proving that v = ∇×Ψvg, we
show that Ψvg provides a measure of the horizontal volume transport of fluid beneath a chosen
depth. It is this property of Ψvg that makes it commonly used for studies of ocean mesoscale
eddy parameterizations, such as in Section 69.5.1.

Proof that v = ∇×Ψvg

In terms of the vertical gauge streamfunction, the velocity components are given by

u = −∂Ψ
vg

2

∂z
and v =

∂Ψvg

1

∂z
and w =

∂Ψvg

2

∂x
− ∂Ψvg

1

∂y
. (21.52)

Vertically integrating the u, v equations from the bottom at z = ηb(x, y) up to an arbitrary
geopotential leads to9

Ψvg(x, y, z, t) =

ˆ z

ηb(x,y)
u(x, y, z′, t) dz′ × ẑ ≡ U(x, y, z, t)× ẑ, (21.53)

where

U(x, y, z, t) =

ˆ z

ηb(x,y)
u(x, y, z′, t) dz′ (21.54)

is the horizontal transport of fluid from the bottom up to a chosen vertical position above the
bottom. We trivially see that u = −∂Ψvg

2 /∂z and v = ∂Ψvg

1 /∂z. It takes a bit more work to
verify that this streamfunction also renders w through noting that

∂Ψvg

2

∂x
= u(ηb) ∂xηb −

ˆ z

ηb

∂xu dz
′ and

∂Ψvg

1

∂y
=

ˆ z

ηb

∂yv dz
′ − v(ηb) ∂yηb, (21.55)

8There are occasions in which it is suitable to use either Ψ = x̂Ψ1 + ẑΨ3 or Ψ = ŷΨ2 + ẑΨ3. In this section
we focus on the vertical gauge (21.51) since that is more commonly used in applications.

9We expose the functional dependencies in equations (21.53) and (21.54), as it can be useful when first
encountering these equations. Otherwise, we typically use a more terse notation.
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so that

∂Ψvg

2

∂x
− ∂Ψvg

1

∂y
= u(ηb) · ∇ηb −

ˆ z

ηb

[
∂u

∂x
+
∂v

∂y

]
dz′ = w(ηb) +

ˆ z

ηb

∂w

∂z′
dz′ = w(z), (21.56)

where we used the bottom kinematic boundary condition (19.56) to write u(ηb) · ∇ηb = w(ηb).
We conclude that knowledge of the vector streamfunction (21.53), which just has two functional
degrees of freedom, contains all the information of the three velocity components.

We close by noting that the transport through the solid-earth bottom, z = ηb(x, y), vanishes
according to equation (21.37) discussed below. We can trivially verify this result for the vertical
gauge since

Ψvg(z = ηb) = 0, (21.57)

so that

∂S Ψvg · t̂ds = 0 on the bottom.

Comments on the vertical gauge streamfunction

Consider a streamfunction with nonzero components in all three directions

Ψ = x̂Ψ1 + ŷΨ2 + ẑΨ3. (21.58)

Following Section 21.5.1, introduce a gauge transformation so that

Ψ = Ψ+∇λ. (21.59)

Is it possible to remove one of the components of Ψ? For example, can we find a λ so that Ψ is
a horizontal vector and is thus a vertical gauge streamfunction? For that to occur we need, at
each time instance, to satisfy

∇λ(x, y, z) = −ẑΨ3(x, y, z). (21.60)

This equation is not generally solvable since the gradient of a function, λ(x, y, z), has vector
components in all three directions rather than just in the vertical. We conclude that the vertical
gauge streamfunction is not the result of a gauge transformation from a streamfunction of the
form (21.58). Even so, it is a legitimate streamfunction, as noted by the above proof that
v = ∇×Ψvg.

21.6 Evolution of volume and area
In this section we develop kinematic equations for the evolution of volume and area within a
non-divergent flow, starting with a material region and then considering an arbitrary region.

21.6.1 Material volumes and areas
As shown by equation (21.2), the volume of a fluid element remains constant in a non-divergent
flow. Correspondingly, a fluid region moving with the velocity field maintains a constant volume

d

dt

ˆ
R(v)

dV =

ˆ
R(v)

D(δV )

Dt
=

ˆ
R(v)

(∇ · v) dV =

˛
∂R(v)

v · n̂dS = 0. (21.61)

The appearance of a material time derivative on the inside of the integral arises since the integral
is computed following fluid particles whose trajectories define integral curves of the flow (see
Section 20.2.7). Likewise, following from the area element equation (18.135), the area of a region
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moving with a two-dimensional non-divergent flow remains materially constant

d

dt

ˆ
S(v)

dS =

ˆ
S(v)

D(δS)

Dt
=

ˆ
S(v)

(∇ · u) dS =

˛
∂S(v)

u · n̂ds = 0. (21.62)

This area preservation property is illustrated in Figure 21.4, in which a two-dimensional non-
divergent flow is seen to deform an initially square patch of fluid while retaining a constant area
for the patch.

Figure 21.4: Illustrating the rotation and straining of fluid patches in a two-dimensional circular and non-
divergent flow with non-dimensional velocity, v = f(|x|) ẑ×x = f(|x|) (x ŷ−y x̂) = f(|x|) ϑ̂, where x = x x̂+y ŷ
is the position vector for a fluid particle relative to the origin (at center of the panels), and ϑ̂ is the angular unit
vector pointed counter-clockwise relative to the positive x-axis (see Section 4.22). As discussed in Section 21.6,
the area of each fluid patch remains fixed as it moves with the non-divergent flow. The top row shows a rigid
rotational flow (pure rotation with zero strain) with f(|x|) = 1, with time increasing to the right and with the
right-most column showing the rigid rotating fluid flow. The bottom row shows the result from a rotating and
straining flow with f(|x|) =

√
x2 + y2. Thanks to Kentaro Hanson for providing the Python notebook to generate

the grid advection panels.

21.6.2 Arbitrary volume and area

We make use of the Leibniz-Reynolds transport theorem from Section 20.2.4 to develop the
evolution equation for the volume of an arbitrary region. In particular, equation (20.48) gives

d

dt

[ˆ
R

dV

]
=

˛
∂R
v(b) · n̂dS. (21.63)

This result holds for both divergent and non-divergent flows. But for non-divergent flows we can
go one step further by noting that

0 =

ˆ
R

∇ · v dV =

˛
∂R
v · n̂dS. (21.64)

Importantly, this result holds only when integrating around the boundary of the closed volume,
∂R. It does not necessarily mean that v · n̂ = 0 holds at every point along the boundary. Indeed,
when the boundary is time dependent, then v · n̂ ̸= 0 generally holds along the boundary.

Making use of equation (21.64) allows us to write

d

dt

[ˆ
R

dV

]
=

˛
∂R
v(b) · n̂dS = −

˛
∂R

(v − v(b)) · n̂dS. (21.65)
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This result is identical to the mass budget equation (20.50) for the special case of a constant
reference density appropriate for a Boussinesq ocean. The dia-surface transport, (v−v(b)) · n̂ dS,
measures the volume per time crossing the boundary of the region, whether that region has a
static or moving boundary. For example, if the boundary is the ocean free surface, then we can
make use of the surface kinematic boundary condition (21.4).

21.7 Meridional-depth circulation

Geophysical fluid flow is generally three-dimensional. However, it is sometimes useful to
summarize aspects of that flow by integrating the mass transport over one of the directions. A
common approach is to integrate over the zonal direction either between two solid-wall boundaries
(as in an ocean basin) or over a periodic domain (as in the atmosphere or within the Southern
Ocean). Doing so leaves a two-dimensional transport in the meridional-depth plane

V ρ =

ˆ x2

x1

ρ v dx and W ρ =

ˆ x2

x1

ρw dx, (21.66)

where
x1 = x1(y, z) and x2 = x2(y, z) (21.67)

are expressions for the zonal boundaries as a function of (y, z), with Figure 21.5 offering a
schematic. In some cases the zonal direction is periodic, as in the case of the global zonally
integrated circulation in the atmosphere or for the Drake Passage latitudes in the Southern Ocean.
In such cases we can dispense with x1 and x2 as the integration extends around the periodic
domain. In other cases the basin has zonal boundaries, as in the Atlantic and Indian-Pacific
oceans, and as depicted in Figure 21.5.
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z = ⌘air

Figure 21.5: Geometry needed to compute the meridional-depth streamfunction. The zonal boundaries are
written x = x1(y, z) and x = x2(y, z), which are generally functions of latitude and vertical position. The bottom
is written as z = ηb(x, y) and the vertical position of an arbitrary constant depth surface is written z = constant.
We also display the constant zonal positions, xrock1,2 , which are fully within the rock, as well as the bottom position,
ηrockb , which is also within the rock. These rock coordinates allow us to dispense with much of the kinematic
formalities needed to compute the streamfunction, with fluid flow taken as zero inside the rock.

In this section we derive a streamfunction for the zonally integrated flow, with a streamfunction
available when the zonally integrated flow is non-divergent. We focus on the meridional-depth
streamfunction, with extention in Section 64.11 to the case of a circulation partitioned according
to generalized vertical coordinates.
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21.7.1 The zonally integrated transport is non-divergent

In Section 5.1.3 we introduced the geometry of surfaces specified by the zonal position as in
equation (21.67). There, we noted that by writing the functions x1(y, z) and x2(y, z), we must
assume that the normal direction along the boundary everywhere has a nonzero and single-signed
projection in the x̂ direction. If that is indeed the case (we dispense with this assumption below),
then we can write the normal direction as

n̂i =
∇(x− xi)
|∇(x− xi)|

=
x̂− ŷ ∂yxi − ẑ ∂zxi

|
√
1 + (∂yxi)2 + (∂zxi)2|

, (21.68)

for boundaries i = 1, 2. Furthermore, the no-normal flow boundary condition at the bottom
(Section 19.6.1) takes on the form

v · n̂i = 0 =⇒ u = v ∂yxi + w ∂zxi at x = xi(y, z). (21.69)

We make use of this boundary condition in this section to prove that the zonally integrated flow
is non-divergent.

To see how to create a streamfunction, consider the zonal integrated area transport for a
non-divergent flow10

V (y, z, t) =

ˆ x2(y,z)

x1(y,z)
v(x′, y, z, t) dx′ and W (y, z, t) =

ˆ x2(y,z)

x1(y,z)
w(x′, y, z, t) dx′. (21.70)

Taking the meridional derivative of the meridional transport, and making use of Leibniz’s rule
and the non-divergence condition, leads to

∂V

∂y
=

∂

∂y

[ˆ x2

x1

v(x′, y, z) dx

]
(21.71a)

= v(x2) ∂yx2 − v(x1) ∂yx1 +
ˆ x2

x1

∂v

∂y
dx (21.71b)

= v(x2) ∂yx2 − v(x1) ∂yx1 −
ˆ x2

x1

[
∂u

∂x
+
∂w

∂z

]
dx (21.71c)

= −[u− v ∂yx− w ∂zx]x=x2 + [u− v ∂yx− w ∂zx]x=x1 −
∂

∂z

ˆ x2

x1

w(x′, y, z) dx (21.71d)

= −∂W
∂z

. (21.71e)

To reach the final equality we made use of the no-normal flow boundary condition in the form
of equation (21.69), so that the boundary terms vanish identically. We thus conclude that the
zonally integrated transport is non-divergent

∂V

∂y
+
∂W

∂z
= 0. (21.72)

10The case for a steady compressible flow follows analogously since in that case ∇ · (ρv) = 0, in which case we
would consider (ρ v, ρw) rather than (v, w).
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21.7.2 Meridional-depth streamfunction
As a consequence of the non-divergence condition (21.72), we can introduce a meridional-depth
streamfunction

Ψ(y, z, t) = −
ˆ z

ηrockb

V (y, z′, t) dz′ = −
ˆ z

ηrockb

[ˆ x2(y,z′)

x1(y,z′)
v(x′, y, z′, t) dx′

]
dz′, (21.73)

whose derivatives specify the zonally integrated flow. An idealized version of the meridional-depth
circulation is shown in Figure 21.6, with this circulation in the form of an overturning cell.
Note that the z dependence for the streamfunction (21.73) arises just from the upper limit
of the vertical integral. Furthermore, the lower limit of z = ηrock

b is a spatial constant that is
chosen so that the lower limit on the integral is beneath the fluid anywhere in the full domain,
with the convention that there is zero transport for any region below the fluid bottom (i.e.,
no fluid transport in rock). This specification for the lower integration limit ensures that the
streamfunction has its spatial dependence just on (y, z). We further discuss this extension into
the rock in Section 21.7.4.

y

z

Ψ

Figure 21.6: An idealized depiction of a steady meridional-depth overturning circulation for the zonally
integrated flow. Shown here are streamlines (isolines of constant Ψ) for the zonally integrated flow between two
solid boundaries or over a zonally periodic domain. The flow is assumed to be non-divergent, as per equation
(21.72). In the upper reaches of the fluid, flow moves northward (positive y), with downward motion as it reaches
the northern boundary, then southward motion at depth and eventual return towards the surface near the southern
boundary.

21.7.3 Verifying that Ψ is a streamfunction
It is a useful exercise to verify that Ψ as defined by equation (21.73) is indeed a streamfunction
for the zonally integrated flow. Suppressing the time dependence for notational brevity, we first
show that

∂Ψ

∂z
= − ∂

∂z

[ˆ z

ηrockb

V (y, z′) dz′

]
= −V (y, z), (21.74)

where we used Leibniz’s rule and noted that only the upper integration limit is a function of z.
For the meridional derivative we have

∂Ψ

∂y
= −
ˆ z

ηrockb

∂V (y, z′)

∂y
dz′ =

ˆ z

ηrockb

∂W (y, z′)

∂z′
dz′ =W (y, z), (21.75)

where we used the non-divergent condition (21.72), and we also set

W (z = ηrock
b ) = 0, (21.76)

which follows from our convention that ηrock
b is below the deepest fluid region. Also, we are able

to move the ∂/∂y derivative across the lower limit of the integral since ηrock
b is a constant. We

have thus shown that Ψ is a streamfunction since its derivatives equal to the zonally integrated
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flow.

To evaluate the streamfuction (21.73) at the ocean surface, z = η(x, y, t), we follow a method
similar to how we deal with the bottom. Namely, introduce a constant ηair that is larger than
any value of η(x, y, t) and with the convention that the transport is zero in regions above the
ocean surface. In this case the streamfunction computed across the full depth of the domain is
given by minus the net meridional transport across the chosen latitude

Ψ(y, z = ηair) = −
ˆ ηair

ηrockb

V dz′ = −
ˆ ηair

ηrockb

[ˆ x2

x1

v dx

]
dz′. (21.77)

Volume conservation means that this transport vanishes in the steady state but it is generally
nonzero in the presence of transients or boundary volume fluxes.

21.7.4 Generalizing to arbitrary domains
The method of extending the integration into the rock, and thus transforming a spatially
dependent integration limit to a constant, serves to capture the flow while simplifying the
practical calculation of the streamfunction. Indeed, it is a necessary method for computing the
streamfunction in realistic domains such as those where the zonal boundaries are not monotonic
functions of latitude or depth. A further generalization is found by introducing zonal rock
coordinate values, xrock

1,2 , which are fully outside of the ocean fluid domain as depicted in Figure
21.5. Making use of these values allows us to write the streamfunction (21.73) in the equivalent
form

Ψ(y, z, t) = −
ˆ xrock2

xrock1

[ˆ z

ηb(x′,y)
v(x′, y, z′, t) dz′

]
dx′. (21.78)

Relative to equation (21.73), we moved the zonal integral to the outside and vertical integral to
the inside. Reference to Figure 21.5 offers a pictural explanation for why this integral is identical
to equation (21.73). The streamfunction expression (21.78) offers a more suitable framework for
studying circulation partitioned according to surfaces of constant generalized vertical coordinate
rather than constant depth. That formulation requires kinematics arising from generalized
vertical coordinates, and so its discussion is postponed until Section 64.11.

21.7.5 Ψ(y, z) does not generally delineate particle pathlines
In Section 17.7 we showed that a fluid particle pathline equals to a streamline when the flow
is steady, and then in Section 21.4.1 we showed that streamfunction isolines are streamlines.
One might then be led to infer that for a steady flow, the meridional-depth streamfunction
delineates fluid particle pathlines in the y-z plane. That inference, however, is generally wrong.
The reason is that that zonal integration removes spatial degrees of freedom that can hide crucial
flow properties.

Two examples are the Ferrel Cell in the atmosphere (Andrews et al., 1987) and overturning
circulation in the Southern Ocean (Döös and Webb, 1994) (see Karoly et al. (1997) for a unified
discussion of their streamfunctions). For both of these circulations, fluid particles in the fluid
interior are mostly confined to constant potential density or specific entropy surfaces. Since these
surfaces are not flat, and generally have slopes in the zonal direction, then closed north-south
motion on such surfaces can appear as closed isolines when projected into the meridional-depth
plane. The accumulation of such motions on vertically stacked potential density surfaces creates
a single closed meridional-depth streamfunction contour. This closed streamfunction contour
suggests that fluid particle motion extends from near the top of the fluid column to near the
bottom of the fluid column. In fact, no such motion occurs for a single fluid particle since the
potential density surfaces generally do not extend from the top to bottom of the column.
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This example motivates the study of overturning circulation as projected onto potential
density coordinates (for the ocean) or isentropic coordinates (for the atmosphere). The associated
circulation streamfunctions expose flow properties that are complementary to the meridional-
depth streamfunction. We postpone the development of such streamfunctions until Section 64.11,
after developing the kinematics of generalized vertical coordinates.

21.8 Kinematic free surface equation
We here derive the volume budget over a column of fluid. This budget provides a kinematic
expression for the free surface evolution in a non-divergent flow.

21.8.1 Derivation
Vertically integrate the constraint, ∇·v = 0, over the depth of an ocean column, from z = ηb(x, y)
at the bottom to z = η(x, y, t) at the free surface and use the bottom and surface kinematic
boundary conditions. This calculation yields

0 =

ˆ η

ηb

∇ · v dz (21.79a)

= w(η)− w(ηb) +
ˆ η

ηb

∇ · u dz (21.79b)

= w(η)− w(ηb) +∇ ·
[ˆ η

ηb

udz

]
− u(η) · ∇η + u(ηb) · ∇ηb (21.79c)

= [w(η)− u(η) · ∇η]− [w(ηb)− u(ηb) · ∇ηb] +∇ ·
[ˆ η

ηb

udz

]
, (21.79d)

where we made use of Leibniz’s Rule to move the horizontal divergence outside of the integral.
We now make use of the surface kinematic boundary condition (21.5) and the bottom no-flow
condition

w(η)− u · ∇η = −Qm/ρo + ∂tη z = η (21.80a)

w = u · ∇ηb z = ηb (21.80b)

to render the free surface equation for a fluid with a non-divergent flow

∂tη = Qm/ρo −∇ ·U , (21.81)

where

U =

ˆ η

ηb

u dz (21.82)

is the depth integrated horizontal transport. For the special case of a steady state with zero
boundary mass flux, the depth integrated flow is non-divergent

∇ ·U = 0 if Qm = 0 and ∂η/∂t = 0. (21.83)

21.8.2 Comments

Comparing to the surface kinematic boundary condition

Recall that we can write the surface kinematic boundary condition for a non-divergent flow in
the special form of equation (21.6). Comparing to the free surface equation (21.81) renders the
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identity
∂tη −Qm/ρo = −∇ ·U = ∇ · [(z − η)v], (21.84)

where the final expression is evaluated at z = η after evaluating the divergence.

Concerning the evolution of sea level

Comparing the free surface equation (21.81) holding for a non-divergent flow to the free surface
equation (19.99) holding for a divergent flow indicates that the non-divergent case is missing a
contribution from the material changes in density

∂η

∂t
=
Qm

ρo
−∇ ·U Boussinesq ocean (∇ · v = 0) (21.85a)

∂η

∂t
=

Qm

ρ(η)
−∇ ·U −

ˆ η

ηb

1

ρ

Dρ

Dt
dz non-Boussinesq ocean (∇ · v ̸= 0). (21.85b)

The material time changes to density arise from mixing and boundary fluxes of buoyancy. The
particular absence of an impact from surface buoyancy fluxes means that the free surface in
a Boussinesq ocean is not impacted by global thermal expansion, such as that arising from
ocean warming. Greatbatch (1994) and Griffies and Greatbatch (2012) provide a recipe for
diagnostically addressing this formulational limitation, thus enabling a study of global mean sea
level with Boussinesq ocean models.

21.9 Exercises
exercise 21.1: Non-divergent and irrotational flow in polar coordinates
Consider the following two-dimensional velocity field written using polar coordinates (Section
4.22)

u(r, ϑ) = r̂U (1− a2/r2) cosϑ− ϑ̂U (1 + a2/r2) sinϑ, (21.86)

with U and a constants.

(a) Show that the flow is non-divergent, ∇ · u = 0.

(b) Show that the flow is irrotational, ∇× u = 0.

exercise 21.2: Non-divergent flow and trajectories
This exercise is based on Q1.8 of Johnson (1997). Consider a fluid particle trajectory given by

X(T ) = X0 e
αT x̂+ Y0 e

β T ŷ + Z0 e
γ T ẑ = X(T ) x̂+ Y (T ) ŷ + Z(T ) ẑ, (21.87)

where X0 is the initial particle position, and α, β, γ are constants with dimensions of inverse
time.

(a) Show that the Eulerian velocity field, v, is steady so that it is independent of time, v(x).

(b) What condition ensures that the flow is non-divergent, ∇ · v = 0?

exercise 21.3: Streamlines for cellular flow
Sketch the velocity field for this streamfunction

ψ(x, y) = A sin(k x) sin(l y), (21.88)
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where (k, l) are the zonal and meridional components to the wavevector, respectively. Hint:
assume any convenient value for k,l and the amplitude, A, but indicate what values were chosen.
Furthermore, show vectors so that the sense of the flow is clear.

exercise 21.4: Zero net area transport through static closed curve
For a two-dimensional non-divergent flow, show that there is zero net area transport of fluid
crossing an arbitrary static and simply connected closed curve. Consequently, the area remains
unchanged for any closed region moving with the fluid flow. Note that in two space dimensions,
the area transport of fluid across a line has dimensions L2 T−1, thus representing an area
transport.

exercise 21.5: Zero net volume transport through static closed surface
For a three-dimensional non-divergent flow, show that there is zero net volume transport of fluid
crossing an arbitrary static and simply connected closed surface within the fluid interior. Note
that in three space dimensions, the transport of fluid across a surface has dimensions L3 T−1,
thus representing a volume transport.

exercise 21.6: Net fluid transport across an arbitrary surface
Consider flow in a container with static sides/bottom. Draw an arbitrary static surface, S,
within the fluid from one side of the container to the other as in Figure 21.7. Integrate the fluid
volume transport over the surface,

´
S
v · n̂dS.

(a) For a non-divergent flow, show that the volume transport,
´
S
v · n̂dS, vanishes. That is,

the net volume transport across the surface is zero.

(b) Specialize the above result to a horizontal surface so that we see there is zero integrated
vertical volume transport across the surface,

´
S
w dxdy = 0. Discuss these results. Note:

see Section 64.3.8 for the more general case of a non-static surface.

(c) Rework part (a) for the case of a compressible fluid so that fluid elements conserve their
mass rather than their volume, in which case mass continuity is given by equation (19.10)

1

ρ

Dρ

Dt
= −∇ · v. (21.89)

Again, we are to compute the volume transport across a surface, but now for the case of a
compressible flow rather than non-divergent flow.

𝒮
∇ ⋅ v = 0

z

v ⋅ n̂

Figure 21.7: Schematic for exercise 21.6, whereby we show that the net flow vanishes across a static surface, S,
that extends from one boundary to the other within a non-divergent flow.
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exercise 21.7: Rigid-body rotation
Consider a velocity field corresponding to a time-independent rigid-body rotation on a plane

u = Ω ẑ × x = Ω(−y x̂+ x ŷ), (21.90)

where Ω > 0 is a constant rotation rate.

(a) Compute the relative vorticity, ω = ∇× u.

(b) Compute the streamfunction u = ẑ × ∇ψ. Draw streamfunction contours; i.e., lines of
constant streamfunction. Put arrows to orient the flow along the streamlines.

(c) Describe the geometry of material lines. Hint: since the velocity field is time-independent,
material parcel trajectories are coincident with streamlines.

exercise 21.8: Alternative form of meridional-depth streamfunction
In equation (21.73), we introduced the meridional-depth overturning streamfunction

Ψ(y, z, t) = −
ˆ z

ηmin
b

V (y, z′, t) dz′. (21.91)

Show that an alternative streamfunction is given by

Γ(y, z, t) =

ˆ y

ys

W (y′, z, t) dy′, (21.92)

where ys is a constant latitude southward of the southern-most latitude where fluid exists. That
is, show that

∂Γ

∂y
=W and

∂Γ

∂z
= −V. (21.93)

exercise 21.9: Volume transport through streamtube ends
Recall our discussion of streamtubes in Section 17.7.2 (see in particular Figure 17.5). Show
that for a non-divergent flow field, the volume transport (volume per time) through the two
streamtube ends balances ˆ

S1

v · n̂1 dS +

ˆ
S2

v · n̂2 dS = 0, (21.94)

where n̂1 and n̂2 are the outward normals at the two end caps S1 and S2. Since the end caps
have oppositely directed outward normals, equation (21.94) says that the volume transport
entering one streamtube end equals to that leaving the other end. Furthermore, the area of the
streamtube is inversely proportional to the local normal velocity, so that flow speeds up when
moving through a narrower region of the tube.

The identity (21.94) holds whether the flow is steady or not. Yet for an unsteady flow,
streamlines and pathlines are not generally equivalent. So although the volume transport through
the two ends is the same, the material contained in that transport is not necessarily the same.
That is, the pathlines of fluid particles are not necessarily parallel to streamlines, so that fluid
particles can generally cross the streamtube boundaries.

exercise 21.10: Area average of free surface time tendency
Consider a non-divergent ocean flow bounded by a free upper surface and a solid bottom. Let
z = ηb(x, y) be the vertical position of the static bottom, and z = η(x, y, t) be the position of
the transient free surface, so that the thickness of the layer is h = −ηb + η (see Figure 21.8).
The horizontal extent of the layer is a function of time, and is defined by a vanishing thickness
h = −ηb + η = 0 (e.g., ocean water reaching the shoreline). Assume no material crosses either
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∇ ⋅ v = 0
̂z

z = η(x, y, t)

z = ηb(x, y)

h = η − ηb

ℛ

Figure 21.8: Schematic for exercise 21.10 with z = η(x, y, t) the free surface at the top of the fluid. This exercise
shows that the area integrated time tendency for the free surface vanishes in the absence of mass transport across
the free surface.

the surface or bottom boundaries, so that both boundaries are material surfaces. Show that the
free surface has a time derivative, ∂η/∂t, whose area average vanishes. Discuss this result.

exercise 21.11: Volume integral of the non-divergent Cartesian velocity field
Consider a non-divergent ocean flow in Cartesian coordinates bounded by a free upper surface
and a solid bottom over a domain R. Let z = ηb(x, y) be the vertical position of the static
bottom, and z = η(x, y, t) be the position of the transient free surface as in Figure 21.8. Prove
that the domain integral of the velocity is given by

ˆ
R

v dV =

ˆ
z=η

x (v · n̂) dS =

ˆ
z=η

x (∂tη −Qm/ρo) dx dy. (21.95)

Hint: make use of the results from Section 2.7.7 and then use the kinematic boundary conditions
from Section 21.3. Note that to enable this exercise we assume Cartesian coordinates, which is
required when integrating a vector.

exercise 21.12: Verifying that Ψ is a streamfunction
In Section 21.7.3 we verified that the meridional-depth streamfunction, Ψ, is indeed a stream-
function when it is written in the form of equation (21.73). Provide an analogous derivation to
show that the alternative expression in equation (21.78) is indeed also a streamfunction. Hint:
the derivation closely follows that in Section 21.7.3.
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Thermodynamics is a phenomenological discipline focused on relations between macroscopic
properties of physical systems, in particular how those properties change as the system transitions
from one state to another. Thermodynamics is a necessary ingredient for understanding the
stability, evolution, and transformation of macroscopic systems, with such topics at the heart
of geophysical fluid mechanics. In this part of the book we develop elements of equilibrium
thermodynamics relevant to a multi-component fluid. We limit concern to a single phase of
matter (liquid or gas), noting that a more complete treatment relevant to geophysical fluids
must consider multiple phases and their transitions.

We focus on classical thermodynamics, which means we are generally concerned with
macroscopic states of a fluid system; i.e., a macrostate that is specified by a few macroscopic
properties such as temperature, pressure, and matter concentration. For our purposes, a
macrostate is synonymous with thermodynamic state. This nomenclature must be modified when
discussing statistical mechanics and quantum mechanics, whereby the complementary notion of
a microstate takes on a far more central role than considered in this book.

The name “thermodynamics” suggests that the discipline concerns how heat moves through
a system. Indeed, that topic formed the focus of the subject in the 19th century, as exemplified
by Maxwell (1872). However, treatments following the formulation from Gibbs generally focus
on energy and entropy, from which temperature is derived. Energy and entropy are logically
distinct concepts that together form the basis for thermodynamics. Energy is a concept borrowed
from mechanics. Internal energy refers to the energy of microscopic degress of freedom, with
this energy the concern of Chapter 22, where we focus on transitions between thermodynamic
equilibrium states in the absence of gravity. In Chapter 23 we extend the equilibrium theory to
include a geopotential, with this study directly relevant to geophysical fluid mechanics.

Our study of thermodynamics is incompletely addressed in this part of the book. Further
treatment concerns the melding of thermodynamics with the mechanics describing macroscropic
fluid motion. After introducing the basics of momentum and mechanical energy for macroscopic
motion in Chapter 24, we return to thermodynamics in Chapter 26 as applied to a moving
fluid. That study necessarily moves beyond the restrictions of equilibrium thermodynamics
considered in Chapters 22 and 23, but only slightly. The key assumption we make in Chapter
26 is that each fluid element is locally within thermodynamic equilibrium. The assumption
of local thermodynamic equilibrium allows us to bring forward the key facets of equilibrium
thermodynamics to the nonequilibrium thermodynamics required for moving fluids.

Thermodynamics is a deep subject whose subtleties rarely cease to puzzle and amaze both
the novice and expert. For some perspective, consider the following reflections from two giants
of physics on the enduring and profound nature of thermodynamics.

Thermodynamics is a funny subject. The first time you go through it, you do not understand
it at all. The second time you go through it, you think you understand it, except for one
or two points. The third time you go through it, you know you do not understand it, but
by that time you are so used to the subject it does not bother you anymore. Attributed to
Arnold Sommerfeld, unknown source

A theory is the more impressive the greater the simplicity of its premises, the more different
kinds of things it relates, and the more extended is its area of applicability. Therefore the
deep impression which classical thermodynamics made upon me. It is the only physical
theory of universal content concerning which I am convinced that, within the framework of
the applicability of its basic concepts, it will never be overthrown. Einstein (1949)



Chapter 22

EQUILIBRIUM THERMODYNAMICS

We here study equilibrium thermodynamics following classical treatments, with emphasis on
the needs for atmosphere and ocean fluid mechanics. Thermodynamics is conceptually subtle
but technically straightforward, thus making this chapter relatively long on words yet short on
equations.

chapter guide

Our treatment follows Callen (1985), Reif (1965), chapter 2 of Landau and Lifshitz
(1980), and chapter 2 of Ebeling and Feistel (2011). Mathematical tools required for
thermodynamics include the basics of partial differential calculus from Chapter 2.
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22.1 Conceptual foundations
In our study of equilibrium thermodynamics, we are concerned with macroscopic fluid systems
whose evolution tends toward states in which its properties are determined by intrinsic factors
rather than depending on memory of previous external influences. These particular macrostates
are known as thermodynamic equilibria. One aim for thermodynamics is the determination of a
new thermodynamic equilibrium after the removal of a constraint. When a constraint is removed,
the system moves through a sequence of macrostates as it evolves towards its new equilibrium,
with the time evolution through such macrostates referred to as a process. Any macrostate is
comprised of a huge number of microscopic degrees of freedom; i.e., microstates. The allure of
thermodynamics is that we can describe macroscopic systems, and the process of moving from
one thermodynamic equilibria to another, using just a handful of macroscopically measurable
properties.

22.1.1 Thermodynamic equilibrium

Equilibrium thermodynamics is the study of physical systems in thermodynamic equilibrium
and how these systems transit from one thermodynamic equilibrium state to another through
quasi-static processes. We explore the defining characteristics of thermodynamic equilibrium
within this chapter. At a basic level, a system in thermodynamic equilibrium could remain in
that state for all time, with details of the equilibrium dependent on the constraints imposed on
the system. When such constraints are removed, then a system generally transitions to another
equilibrium state. Note that “for all time” is a loaded term. More precisely, we mean “for a time
extremely long compared to any time scale relevant to the physical system under consideration”.

A system in thermodynamic equilibrium experiences no time changes to the system’s macro-
scopic properties. However, all mechanical steady states are not necessarily in thermodynamic
equilibrium. For example, consider a region of fluid with nonzero heat fluxes yet with no heat
flux convergence so the temperature of the region does not change. As we see in this chapter, a
temporally constant temperature is a signature of a macroscopic steady state, whereas the flow
of heat is the sign of thermodynamic disequilibrium. The distinction is sometimes subtle and
always important.

To provide motivation for the study of thermodynamic equilibrium, consider an isolated
system, defined as a physical system that does not exchange heat, matter, or mechanical forces
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with its surroundings, though possibly experiencing body forces such as from gravity.1 Given
sufficient time, all isolated systems will reach their thermodynamic equilibrium consistent with
the constraints on that system. Geophysical fluids are routinely exposed to mechanical and
thermal interactions with their surrounding environment, and as such as they are not isolated.
Even so, it is useful to understand the basic properties of isolated systems and their corresponding
thermodynamic equilibrium, as doing so provides the starting point for understanding how
systems deviate from thermodynamic equilibrium. Furthermore, a fundamental assumption
of thermodynamics applied to moving fluids (Chapter 26) is that each fluid element is in a
local thermodynamic equilibrium, even while the macroscopic fluid does not reach a global
thermodynamic equilibrium. Hence, we are motivated to study equilibrium thermodynamics
since it forms the foundations for a study of moving fluids, even when those moving fluids are
globally far from thermodynamic equilibrium.

22.1.2 Exchanges between thermodynamic systems

In the study of thermodynamics it is important to characterize how a physical system interacts
with its surrounding environment through mechanical, thermal, and material interactions and
exchanges. Infinitesimal fluid elements, and their accumulation into finite fluid regions, constitute
the physical systems we are concerned with in this book.2 We are concerned with systems that
routinely interact mechanically with their surroundings so that the systems are mechanically
open; i.e., they feel pressure from the surrounding environment. Hence, we here focus on
characterizing how a physical system interacts thermally and materially with its surroundings.

• thermally open (diabatic) and materially open: An open physical system exchanges
matter, thermodynamic properties, and mechanical forces with its surrounding environment.
All naturally occuring fluid systems are open in this manner.

• thermally open (diabatic) and materially closed: We have occasion to consider
a thermodynamic system that is mechanically and thermally open yet materially closed.
Such systems maintain a fixed matter content yet exchange thermal and mechanical energy
with their surrounding environment.

• thermally closed (adiabatic) and materially closed: We sometimes consider a
thermodynamic system that is both materially and thermally closed and yet mechanically
open. In fluid mechanics, such systems constitute material fluid parcels (Section 17.2),
defined as infinitesimal regions that maintain fixed matter and thermal properties yet move
according to the mechanical forces acting on the parcel. A perfect fluid is a continuum of
infinitesimal material fluid parcels.

Again, each of the above interactions is mechanically open, so that the system is exposed
to mechanical forces, either contact forces such as pressure and friction or body forces such as
gravity and Coriolis. For pedagogical purposes we first study thermodynamics of fluid elements
that are thermally open yet materially closed and then extend to fluid elements that are both
thermally and materially open. As a somewhat overloaded terminology, “adiabatic” in fluid
mechanics is often used for a fluid element that is both thermally closed and materially closed.
However, we maintain the distinction in our treatment to maintain consistency with the physics
literature.

1We define body and contact forces in Section 24.2 when studying Newton’s second law.
2See Section 17.2.4 for a reminder of how we define fluid elements.
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22.1.3 Extensive and intensive properties
We characterize thermodynamic properties according to whether they are extensive or intensive.
Extensive properties scale with the size of the system, with examples including mass, internal
energy and entropy. Mathematically, we say that extensive properties scale with a power 1 with
the size of the system (we return to this point in Section 6.8).

A homogeneous fluid is one in which all intensive properties are identical, with temperature,
pressure, and chemical potential the canonical examples. This characteristic of intensive
properties contrasts to extensive properties. Hence, intensive properties do not scale with the
size of a system. That is, intensive properties are scale invariant and thus scale with power
0 as the size of the system changes. Intensive properties describe possible gradients within a
thermodynamic system. In the absence of an externally imposed force field such as gravity,
intensive properties are uniform for systems in thermodynamic equilibrium (we show this property
in Sections 22.2.8 and 23.1.2). However, as discussed in Section 23.1, hydrostatic balance is
realized in thermodynamic equilibrium for a fluid in an externally imposed gravity field, in which
case pressure is not uniform.

Extensive and intensive properties come as conjugate pairs in thermodynamics, whereby
intensive properties always multiply their conjugate extensive property (e.g., pressure-volume and
temperature-entropy) when appearing in the various forms of the first law of thermodynamics.
In this chapter, extensive properties are labeled with a superscript e (except for the mass and
volume), with this label not a tensor index. In Section 22.5 we introduce the internal energy
per mass and entropy per mass, as doing so is most convenient when studying thermodynamic
systems of fixed mass. In this manner we can convert the extensive properties to their specific
(per mass) form in which case we drop the e superscript. It is the specific form of extensive
properties that provides a straightforward transfer to the study of constant mass fluid elements.

22.1.4 Thermodynamic configuration space
The configuration space of a thermodynamic system is not specified by coordinates in geographical
space. Rather, it is specified by a suite of continuous thermodynamic properties and then
studying how those properties change for processes arising from the removal of constraints. In
this manner, we conceive of thermodynamic properties as defining coordinates for a point within
thermodynamic configuration space.3 Each point in thermodynamic configuration space is a
thermodynamic equilibrium state, whereas non-equilibrium thermodynamic states.

We observe that one commonly encounters thermodynamic configuration space diagrams
with orthogonal axes specifying values of thermodynamic properties. However, there is no notion
of distance or angle between points in thermodynamic configuration space since there is no
metric structure.4 Mathematically, we say that thermodynamic configuration space comprises a
differentiable manifold.5

22.1.5 Reversible processes and quasi-static processes
In our study of classical point particle mechanics in Section 14.2, we noted that the particle
motion time reversal symmetric in the absence of dissipation.6 That is, for mechanically

3We follow Section 4.2 of Callen (1985) in this presentation of thermodynamic configuration space.
4See Section 4.1 for a discussion of the metric tensor used in geographic space.
5A summary of the mathematical structure of equilibrium thermodynamics can be found in this online tutorial

from Salamon et al. Note that there are some formulations of thermodynamics that do introduce a metric through
properties of the entropy. In so doing, these formulations transform the differentiable manifold to a Riemannian
manifold. There are tradeoffs when doing so, with Andresen et al. (1988) offering a survey of the tradeoffs. Here,
we follow the approach of Gibbs as articulated in the books by Reif (1965) and Callen (1985).

6We extend the point particle discussion to a perfect fluid in Section 25.8.12.
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reversible processes, there is no physical means to distinguish the time direction. Consequently,
an animation of the motion looks sensible when viewed either forward or backward in time.

We here extend the notion of mechanical reversibility to thermodynamic processes. Namely,
a thermodynamically reversible process can traverse a path through thermodynamic configuraton
space in either direction. It follows that a reversible process continuously moves between
thermodynamic equilibria, which in turn means that a reversible process traces out a continuous
path through thermodynamic configuration space. As seen in Section 22.2.7, the net entropy of
a physical system plus its surrounding environment remains unchanged by reversible processes,
whereas irreversible processes are characterized by an increase in the net entropy.

Like a reversible process, a quasi-static process moves continuosly between thermodynamic
equilibrium states, so it traces out a path in thermodynamic configuration space. However, a
quasi-static process can be either reversible or irreversible. If a quasi-static process is irreversible,
then its path in thermodynamic configuration space is in a direction that increases the net
entropy of the system plus environment, whereas if it is reversible then the path leaves the
net entropy unchanged. In this manner, all reversible processes are quasi-static, and yet some
quasi-static processes are irreversible.7

A quasi-static process is fully defined by its continuous path through thermodynamic
configuration space. Hence, it does not involve time or rates of change. Evidently, a quasi-static
process is not a real physical process. However, we can use a real physical process to approximate
a quasi-static process, so long as the quasi-static process has a monotonically nondecreasing
entropy. For example, consider a quasi-static path that moves from point A to point B in
thermodynamic configuration space. Approximating this path with a real physical process
involves intermediate states that are not in necessarily thermodynamic equilibrium, so that the
intermediate states are not representable by points in a thermodynamic configuration space.
The accuracy of the approximation is a function of the rate to which thermodynamic equilibrium
is approached, which itself is a function of the degree to which constraints are modified as the
real physical system moves from A to B.

We are afforded the means to unambiguously measure thermodynamic properties (e.g.,
temperature, pressure, chemical potential) only when a physical system is in thermodynamic
equilibrium. Hence, when a system traverses a quasi-static path through thermodynamic
configuration space, its properties are well defined, whereas when a system is out of equilibrium
the properties are fuzzy. This importance placed on thermodynamic equilibrium is of clear
concern when applying thermodynamics to a moving geophysical fluid, in which case the fluid
is generally far from equiliibrium. We return to this important point in Chapter 26 where we
introduce the hypothesis of local thermodynamic equilibrium, which is the foundation upon which
equilibrium thermodynamics is extended to continuous media such as a fluid.

22.1.6 Internal energy and total energy
As discussed in Chapter 16, there are a huge number of microscopic (molecular) degrees of
freedom that are averaged over when describing a fluid as a continuous media. Internal energy
embodies the energy of microscopic degrees of freedom not explicitly considered in a macroscopic
continuum treatment. Internal energy is not readily accessed or harnessed, which contrasts to
the mechanical energy of the macroscopic motion.

For a simple ideal gas (Section 23.4), internal energy arises from the translational kinetic
energy of molecular motion, as well as degrees of freedom associated with rotation and vibration.
Kinetic theory studies of a simple ideal gas suggests that we conceive of internal energy as thermal
energy. That is, we idealize molecules as point masses whose kinetic energy is directly related to

7Some authors do not make a distinction between a quasi-static process and a reversible process. Our treatment
follows Callen (1985) (see his sections 4.2 and 4.3) and Reif (1965) (see his sections 2.9 and 2.10), whereby
reversible processes are subsets of quasi-static processes.
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temperature, and with the internal energy of an ideal gas directly proportional to temperature.
However, for a general fluid, particularly for liquids, the internal energy is far more than a
measure of the kinetic energy of molecules, as real molecules exhibit intermolecular potential
energy arising from molecular interactions. In general, the concept of internal energy is rather
slippery. We are thus motivated to sidestep internal when getting serious about quantitative
notions, such as when studying energetics of fluid flow in Chapter 26. We do so by appealing to
the conservation of total energy as postulated in Section 22.1.7. Even so, to lay the foundations
we largely focus on internal energy in this chapter.

22.1.7 Postulates of thermodynamics
Thermodynamics is not a first principles theory, though it does have its roots in statistical
mechanics. We follow Callen (1985) by building thermodynamics from a set of postulates from
which deductive results are derived. The following postulates render a logical basis for the
subject, with the bulk of this chapter exemplifying these postulates and developing implications.

⋆ thermodynamic equilibrium: There exists states of thermodynamic equilibrium that
are completely characterized macroscopically by a few extensive properties, including
internal energy, volume, and mass (or mole number). For each thermodynamic equilibrium
there exists a scalar intensive property, called the thermodynamic temperature, or more
brielfly the temperature, that is uniquely defined. Furthermore, the termpature has the
same value for two systems in thermodynamic equilibrium with one another.

⋆ zeroth law of thermodynamics: When two systems, A and B, are each separately in
thermodynamic equilibrium with a third system, C, then the systems A and B are also in
thermodynamic equilibrium with one another.

⋆ maximum entropy: Entropy is an extensive property of a macrostate. The values assumed
by the other extensive properties are those that maximize the entropy over the manifold
of constrained thermodynamic equilibrium states. This postulate is fundamental to how
we determine properties of thermodynamic equilibria.

⋆ entropy increases: The entropy of a composite macroscopic system is additive over the
constituent subsystems. Furthermore, entropy is a continuous and differential function that
is a monotonically increasing function of the internal energy. This postulate is fundamental
to how we use thermodynamics for composite systems such as a fluid.

⋆ total energy is conserved: The total energy of a thermodynamic system is locally
(in space and time) conserved while undergoing a thermodynamic process. This property
constitutes the first law of thermodynamics. For a macroscopic fluid, total energy is the
sum of the internal energy arising from microscopic degrees of freedom plus the mechanical
energy of macroscopic degrees of freedom. In this chapter, as well as Chapter 23, we are
mostly concerned with internal energy, whereas Chapters 24 and 26 extend the discussion
to include mechanical energy. Space and time locality of total energy conservation means
that physical processes are not allowed in which total energy disappears from one point in
space or time only to reappear at a distant point. As a corollary, we are afforded a local
budget equation for total energy, whereby energy is transferred from one form to another
and with particular forms of this budget equation a topic of Chapter 26. Note that energy
is well defined for both microstates and macrostates, whereas entropy is only defined for
macrostates.

⋆ third law of thermodynamics: Internal energy and entropy are extensive scalar
quantities that are finite for finite systems and bounded from below. In the limit of
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zero thermodynamic temperature for single-phase systems (single state of matter), the
derivatives of entropy with respect to extensive variables disappear asymptotically. Many
take the zero temperature limit to have zero entropy, though statistical fluctuations break
this assumption (see page 51 of Ebeling and Feistel (2011) for discussion). We have little
direct use for the third law, though it takes on an important role when considering quantum
statistical mechanics.

The two postulates concerning entropy (entropy maximum and entropy increasing) constitute
the second law of thermodynamics. Statistical mechanics reveals the statistical nature of entropy
and the second law. In Sections 22.2.8 and 23.1.2, we see how it provides the basis for determining
properties at thermodynamic equilibrium, and for how systems approach equilibrium. We make
further use of the second law in Chapter 26 to constrain certain processes acting in a multi-
component fluid.

22.2 Materially closed systems
We here apply the foundational concepts from Section 22.1 to develop the thermodynamics of a
physical system that is materially closed.

22.2.1 First law of thermodynamics
The first law of thermodynamics for a materially closed system establishes a relationship between
infinitesimal changes of internal energy of a physical system, the work done to or by the system,
and the thermal energy transferred between the system and its surrounding environment. The
first law takes on the mathematical form

dIe = d̄W+ d̄Q ⇐= materially closed. (22.1)

In this equation, dIe is the exact differential of the internal energy; d̄W is the change in internal
energy due to work applied to the system (working); and d̄Q is the internal energy change
due to thermal energy transferred to the system (heating). We only have occasion to study
mechanical work in this book, though note that there are other forms such as those arising from
electromagnetic forces.

The first law of thermodynamics is a statement of energy conservation for a physical system,
where energy changes arise from working and heating applied to the system or by the system.
We are only interested in changes to the energy, with the absolute value of the energy of no
concern. We focus on the internal energy by ignoring the mechanical energy associated with
moving fluids. This assumption is relaxed in Chapter 26, where we include mechanical energy of
macroscopic motion (Section 26.4) along with internal energy, thus forming the total energy of a
moving fluid.

22.2.2 The nature of working and heating
Working and heating are both path-dependent thermodynamic processes that transform a
system from one thermodynamic state to another. That is, working and heating represent path
functions whose value depends on their history. They are mathematically represented by inexact
differentials as denoted by the d̄ symbol. It is remarkable that the first law in equation (22.4)
shows that the sum of two inexact differentials equals to an exact differential which, in the
absence of macroscopic motion, is the exact differential of the internal energy.

The internal energy is a state function that is a property of the thermodynamic state of a
system and not a function of the path history taken to reach that state. The term thermodynamic
potential is synonymous with state function. It follows that if the internal energy change occurs
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in the absence of heating then the working process must occur as a path independent process.
The converse holds if internal energy changes without any working. Furthermore, the first law
(22.4) allows us to decompose changes to internal energy according to mechanical and thermal
contributions. However, it is not possible to perform that decomposition for the internal energy
itself.

Working and heating denote actions applied to a system (verbs) rather than properties of a
system (nouns). They are energy in transition that arise at the boundary of a thermodynamic
system. We raise this somewhat pedantic yet subtle point since the terms “work” and “heat” are
often used instead of “working” and “heating”. Indeed, we will often make use of that language
in this book. However, such usage should be used with care as it can spuriously lead one to
seek information concerning the “work content” or “heat content” of a physical system; i.e., to
incorrectly consider work and heat as state properties (i.e., nouns). Rather, in thermodynamics
we only consider the work imparted to change a system’s energy (working), or likewise the
thermal energy used to change a system (heating).

These conceptual points are particularly relevant when asking questions about the heat
transported by a fluid (with dimensions energy per time and SI units of Watt = Joule per
second). One is then led to analyze a heat budget, in which it is tempting to define the “heat
content” of a fluid element or fluid region according to its temperature, mass, and heat capacity.
But the notion of heat content spuriously conflates a thermodynamic process whereby a system
moves from one state to another (heating) with a thermodynamic state property (e.g., enthalpy,
which is a property of the state; see Section 22.6.4). Furthermore, any definition of heat content
is ambiguous due to the arbitrariness of the temperature scale; i.e., heat content based on the
Celsius scale is distinct from that based on the Kelvin scale. Therefore, when working with heat
transport, care should be exercised if also including the notion of heat content. One way to detect
an error is to ask whether a particular conclusion is modified by changing the temperature scale.
If so, then one should revisit assumptions of the analysis since the results might be unphysical.

22.2.3 Mechanical work from pressure
As forces do work on a physical system they change its internal energy and mechanical energy.
We are here concerned only with the effects on internal energy, though note that mechanical
changes that alter internal energy are generally balanced by compensating changes to mechanical
energy (see Section 26.7). One way to perform mechanical work is via changes to the volume of
a fluid element through the action of pressure (a contact force per area) on the boundary of the
fluid element. For example, if a fluid element increases its volume, it must do work against the
surrounding environment to overcome the compressive force from pressure.

When volume changes occur quasi-statically, then we can write the pressure work in the
mathematical form

d̄W = −p dV, (22.2)

where p is the pressure that acts on the boundaries of the fluid element. The assumption that
the mechanical process is quasi-static allows us to unambiguously define pressure acting on
the system, and thus to write equation (22.2) for the work. The negative sign arises since the
compression of a fluid element into a smaller volume, dV < 0, requires positive mechanical work
be applied to the fluid element, d̄W > 0. The mathematical form of pressure work derives from
the general form of mechanical work given by

work = force× distance = force/area× distance× area = force/area× volume. (22.3)

Stated alternatively, we note that pressure is a force per unit area acting on a surface, and the
product of the surface area and its normal displacement is the volume swept out during a time
increment.
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We offer the following points in regards to this form of mechanical work.

• Pressure is an intensive property that measures the intensity of a force (per area) that
is conjugate to the extensive property, V . In general, work applied to a thermodynamic
system, thus leading to a change in the internal energy, takes on the form of an intensive
property multiplying the change of an extensive property.

• From a mathematical perspective, pressure is the integrating factor that connects the
inexact (path dependent) differential d̄W to the exact differential dV . We studied the
mathematics of inexact differentials in Section 2.8.

• For a quasi-static process, pressure changes the internal energy of a fluid through the
pressure work according to equation (22.2). As seen in Section 26.3, pressure also changes
the kinetic energy of a moving fluid by changing the fluid speed. When combining the
internal energy and mechanical energy budgets in Section 26.7, we see how pressure affects
the total energy of a fluid element.

• Surface tension acting on fluid interfaces can give rise to mechanical work. However, we
generally ignore surface tension in this book since it is negligible for scales larger than a
few centimeters (see Section 25.11).

22.2.4 Entropy and the quasi-static transfer of internal degrees of freedom
The internal energy of a thermodynamic system can change when the molecular degrees of
freedom are energized. For a materially closed system whose internal energy changes in a
quasi-static manner, we consider the thermal energy change as relates to entropy changes via

d̄Q = T dSe materially closed system. (22.4)

T is the thermodynamic temperature (measured relative to absolute zero) and it is an intensive
variable whereas Se is the extensive form of entropy. Entropy is an extensive state function
so that T provides the integrating factor connecting the inexact differential d̄Q to the exact
differential dSe. A nonzero d̄Q in a geophysical fluid can arise from radiative fluxes external to
the fluid element; internal sources from viscous friction; and the exchange of thermal energy
through the mixing of fluid properties. Since heating has dimensions of energy, the entropy has
dimensions of energy per temperature.

22.2.5 Gibbs’ fundamental thermodyanamic relation
We summarize the discussion of this section by writing the first law for quasi-static materially
closed processes

dIe = −pdV + T dSe ⇐= quasi-static materially closed processes. (22.5)

This equation is known as the Gibbs relation or more commonly the fundamental thermodyanamic
relation for quasi-static materially closed processes moving from one thermodynamic equilibrium
state to another. This relation suggests that we interpret minus the pressure as the amount of
internal energy required to add one unit of volume to the system while holding entropy fixed.
Likewise, temperature is the internal energy required to add one unit of entropy to the system
while holding volume fixed.

The fundamental thermodynamic relation (22.5) is an integrable differential equation, with
a solution found by performing a path integral within thermodynamic configuration space. The
solution provides one of the extensive properties, such as internal energy or entropy, as a function
of the other extensive properties. However, we generally do not require this solution since it is
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the differentials, as determined by the Gibbs relation, that are sufficient for determining practical
thermodyanamic properties such as temperature, pressure, and chemical potential.

All differentials within the fundamental thermodynamic relation (22.5) are exact differentials
of state functions. This property is a result of assuming the thermodynamic processes are
quasi-static, in which case we can determine the integrating factors pressure and temperature
to thus replace the inexact differentials d̄W and d̄Q with exact differentials. Even with the
quasti-static restriction, equation (22.5) offers great utility (with its extension to materially
open systems given in Section 22.5). Since we are only concerned with quasi-static changes to
fluid elements in this book, the fundamental thermodynamic relation (22.5) provides the central
expression of the first law of thermodynamics for our purposes.

It follows from the first law expression in equation (22.5) that the internal energy is a natural
function of volume and entropy

dIe = −p dV + T dSe =⇒ Ie = Ie(V, Se). (22.6)

Conversely, the entropy for a materially closed system is naturally a function of volume and
internal energy

T dSe = dIe + p dV =⇒ Se = Se(V, Ie). (22.7)

We see that both of the extensive state functions, Ie and Se, are functions of extensive properties,
with such dependence having implications for the scaling discussed in Section 22.3.1. Furthermore,
we note that both Ie and Se are functions of the volume of a system, but not of the shape. This
behavior is strictly only appropriate for fluids, and it ignores effects from interfaces. Both of
these assumptions are suitable for our study of geophysical fluids.

22.2.6 Partial derivatives

The fundamental thermodynamic relation (22.6) appears in terms of internal energy, which is
written as a natural function of the extensive properties volume and entropy. We arrive at two
partial derivative identities by expanding the exact derivative of internal energy

dIe =

[
∂Ie

∂V

]
Se,M

dV +

[
∂Ie

∂Se

]
V,M

dSe (22.8)

and then identifying this expression with the fundamental thermodynamic relation (22.6) to
reveal [

∂Ie

∂Se

]
V,M

= T (22.9)[
∂Ie

∂V

]
Se,M

= −p. (22.10)

Each equation relates an intensive property (right hand side) to the partial derivative of internal
energy with respect to an extensive property. Furthermore, since each of the extensive properties
is a homogeneous function of degree one, then it follows that the intensive properties are
homogeneous functions of degree zero. That is, the intensive properties, T and p, do not scale
with the size of the system. Rather, intensive properties are scale invariant. We arrive at
analogous partial derivative identities for entropy, Se(V, Ie), by expanding its exact differential
and then comparing to equation (22.7) [

∂Se

∂Ie

]
V,M

=
1

T
(22.11)
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[
∂Se

∂V

]
Ie,M

=
p

T
. (22.12)

Recall that partial derivatives are defined with the complement variables held fixed during
the differentiation. Hence, so long as we are clear about functional dependence, extra subscripts
such as those exposed in equations (22.9)-(22.10) are not needed for the partial derivatives.
Nonetheless, traditional thermodynamic notation exposes all of the subscripts in order to remain
explicit about the dependent and independent variables. Such notation, though clumsy, can
be essential when in the midst of manipulations with thermodynamic potentials and their
derivatives.

22.2.7 Entropy and thermodynamic processes
A reversible process can, at each stage, go either forward or backward in time so that there is
symmetry in time. In the absence of non-conservative forces (e.g., dissipation such as friction),
Newton’s dynamical laws are reversible. For example, one observes nothing unphysical about
the motion of an ideal pendulum with time moving backward rather than forward.8

From a thermodynamic perspective, a reversible process does not alter the net entropy of
a physical system plus its surrounding environment. Reversible thermodynamic processes are
quasi-static and yet not all quasi-static processes are reversible. For example, a process that
involves friction can evolve quasi-statically and yet frictional processes, as with any dissipative
process, increases entropy. When the net entropy changes, we say the process occurs irreversibly,
with the second law of thermodynamics stating that the net entropy change is positive. Quasi-
static is a property of how a system changes, whereas reversibility is a statement about how
both the system and its surrounding environment change. Any natural process is irreversible,
with irreversibility providing an arrow for the evolution of physical systems; i.e., it breaks the
symmetry between past and future.

The entropy differential for a quasi-static process in a materially closed system is given by
dSe = d̄Q/T , with T > 0 (recall T is the Kelvin thermodynamic temperature) so that the entropy
differential has the same sign as the heating differential, and entropy for a materially closed
system remains unchanged in the absence of heating. The idealization of a heat bath allows us
to perform reversible heating; i.e., heating without change in net entropy for a thermodynamic
system plus the heat bath. Heat baths are held at a fixed temperature, which is the idealization
of the case when the surrounding environment is arbitrarily larger than the thermodynamic
system under consideration. Now imagine exchanging heat between a thermodynamic system
and a series of heat baths to progressively alter the system’s temperature by differential, dT .
In each exchange of heat, the entropy of the system plus heat bath is constructed to remain
unchanged since we are exchanging an equal magnitude of entropy between them

dSenet = dSesystem + dSebath = d̄Q/T − d̄Q/T = 0. (22.13)

To reverse the process, we merely reverse the heat exchanges between the thermodynamic system
and the heat baths.

As noted above, when any thermodynamic process occurs irreversibly there is a net increase
in entropy of the universe, which is a statement of the second law of thermodynamics. In
statistical mechanics, entropy is computed by counting the number of microstates accessible to
any given macrostate. Reversible processes do not modify the number of accessible microstates
so there is zero change in the entropy. In contrast, irreversible processes increase entropy by
increasing the number of accessible microstates.

8We briefly discussed time-reversal symmetry in Section 14.2. We also consider time symmetry for the perfect
fluid equations (Euler equations) in Section 25.8.12.
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22.2.8 Properties of thermodynamic equilibrium

Consider two systems labelled9 by α and β that are separately in thermodynamic equilibrium with
internal energies, Ieα, I

e
β , and volumes, Vα, Vβ . Allow these two systems to interact mechanically

and thermally, but do not allow for any exchange of matter. Furthermore, assume that the
interactions conserve the total internal energy and volume of the combined system so that the
system maintains the following constraints during the interaction process

d(Ieα + Ieβ) = 0 and d(Vα + Vβ) = 0. (22.14)

When the composite system reaches thermodynamic equilibrium, the entropy maximum postulate
forming the second law of thermodynamics (Section 22.1.7) means that

dSe = d(Seα + Seβ) = 0 (22.15)

for the combined composite system. Importantly, this condition holds only at equilibrium,
whereas the constraints (22.14) hold throughout the process of reaching equilibrium. From
equation (22.7) we know that entropy is naturally a function of volume and internal energy so
that

dSe =

[
∂Seα
∂Ieα

]
Vα,Mα

dIeα +

[
∂Seα
∂Vα

]
Ieα,Mα

dVα +

[
∂Seβ
∂Ieβ

]
Vβ ,Mβ

dIeβ +

[
∂Seβ
∂Vβ

]
Ieβ ,Mβ

dVβ (22.16a)

=
1

Tα
dIeα +

pα
Tα

dVα +
1

Tβ
dIeβ +

pβ
Tβ

dVβ (22.16b)

=

[
1

Tα
− 1

Tβ

]
dIeα +

[
pα
Tα
− pβ
Tβ

]
dVα, (22.16c)

where we used the partial derivative identities (22.11) and (22.12) for the second equality, and
the constraints (22.14) for the final equality. Again, dSe = 0 at thermodynamic equilibrium, and
this condition holds for arbitrary and independent dIeα and dVα. We are thus led to the thermal
and mechanical equilibrium conditions

Tα = Tβ and pα = pβ at thermodynamic equilibrium. (22.17)

That is, the temperature and pressure are uniform when the composite system reaches thermo-
dynamic equilibrium.10

To understand how the two systems thermally approach thermodynamic equilibrium, assume
the volumes of the two systems are fixed so that there is no mechanical work from pressure.
Furthermore, assume the two systems are initially separated by an adiabatic wall with initial
temperatures T init

α > T init
β . Now allow for the flow of heat by switching from an adiabatic wall to

a diathermal wall. Since the temperature differs for the two systems, they are mutually out of
equilibrium. Heat flows in a manner to bring the two systems into equilibrium, during which
time entropy of the composite system increases. At the new equilibrium, temperature is uniform
and entropy has reached its maximum within the constraints imposed on the composite system.
At a time instant after the wall changes from adiabatic to diathermal, the infinitesimal entropy
change takes the form

dSe =

[
1

T init
α

− 1

T init
β

]
dIeα > 0, (22.18)

9The labels α and β are not tensor labels. Instead, they merely label the system under consideration.
10As seen in Chapter 23, pressure at thermodynamic equilibrium is not a uniform constant for a system within

a gravity field.
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where the inequality follows from the second law of thermodynamics (Section 22.1.7). If
T init
α > T init

β , then an increase in entropy requires dIeα < 0, which means that heat leaves the
system α and flows to the system β. Hence, as the composite system approaches thermodynamic
equilibrium, heat flows from the region with higher temperature to the region with lower
temperature. This result, deduced from the second law of thermodynamics, accords with
common experience.

Further to the time scale for equilibration, we note that mechanical equilibrium (pressure
equality) generally arises much sooner than thermal equilibrium (temperature equality). The
reason is that mechanical equilibrium is facilitated by force imbalances that lead to macroscopic
motion (e.g., acoustic waves), whereas thermal equilibrium arises from microscopic motion (e.g.,
molecular diffusion). This time scale separation means that real fluid systems are far closer to
mechanical equilibrium than thermal equilibrium.

22.3 Characterizing materially open systems
A thermodynamic system is generally open to the transfer of matter across its boundaries. We
here summarize methods used to characterize systems and processes that allow for the movement
of matter, with extensive use of Euler’s theorem for homogeneous functions as presented in
Section 6.8.

22.3.1 Homogeneous functions
Following Section 6.8, consider a suite of Q independent variables, X1, X2, ...XQ, and an arbitrary
function of these variables, F (X1, X2, ...XQ). We say that this function is a homogeneous function
of degree γ if the following property holds

F (λX1, λX2, ...λXQ) = λγ F (X1, X2, ...XQ), (22.19)

with λ an arbitrary scalar. The left hand side is the function evaluated with each of the
independent variables scaled by the same number, λ. The right hand side is the function
evaluated with the unscaled variables, but multiplied by the scale raised to the power γ. As
proved in Section 6.8, Euler’s theorem for homogeneous functions states that

Q∑
q=1

Xq

[
∂F (X1, X2, ...XQ)

∂Xq

]
Xr ̸=q

= γ λγ−1 F (X1, X2, ...XQ). (22.20)

The simplest homogeneous function are those of degree γ = 0, with examples including
intensive thermodynamic propertie, meaning these properties are scale invariant. For example, a
bucket of homogeneous water has the same temperature whether or not we remove an arbitrary
sample of the water. In contrast, as discussed below, extensive thermodynamic properties are
homogeneous functions of degree γ = 1.

Both the internal energy, Ie, and entropy, Se, are extensive properties of a fluid system.
Consequently, the transfer of matter across the system boundaries leads to an additive change
in Ie and Se. The internal energy and entropy thus have their natural functional dependencies
(22.6) and (22.7) extended to include the matter content

Ie = Ie(V, Se,Mn) and Se = Se(V, Ie,Mn), (22.21)

where the Mn argument is shorthand for M1,M2...MN for the N matter constituents.11

11Note that in this subsection the subscript refers to the matter constituents, n = 1, ...N , whereas in Section
22.3.1 we used q = 1., , , Q to label the number of independent variables.
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What happens when we scale the system by an arbitrary parameter λ? Under this scale
operation, the extensive variables, Ie, Se, as well as the volume, V , and masses, Mn, scale by
the same scale factor. The relation (22.21) thus leads to the scaling

λ Ie(V, Se,Mn) = Ie(λV, λ Se, λMn) and λ Se(V, Ie,Mn) = Se(λV, λ Ie, λMn), (22.22)

thus revealing that Ie(V, Se,Mn) and Se(λV, λ Ie, λMn) are homogeneous functions of degree
one. Making use of Euler’s theorem (22.20) with γ = 1 leads to

Ie(V, Se,Mn) = V

[
∂Ie

∂V

]
Se,Mn

+ Se
[
∂Ie

∂Se

]
V,Mn

+
N∑
n=1

Mn

[
∂Ie

∂Mn

]
V,Se,Mm ̸=n

(22.23a)

Se(V, Ie,Mn) = V

[
∂Se

∂V

]
Ie,Mn

+ Ie
[
∂Se

∂Ie

]
V,Mn

+
N∑
n=1

Mn

[
∂Se

∂Mn

]
V,Ie,Mm ̸=n

. (22.23b)

These are very special expressions for the internal energy and entropy that are of great use
throughout thermodynamics.

22.3.2 Chemical potential and the Euler form
We can further massage the results (22.23a) and (22.23b) by making use of the partial derivative
identities from Section 22.2.6 to render

Ie = −p V + T Se +
N∑
n=1

Mn

[
∂Ie

∂Mn

]
V,Se,Mm ̸=n

(22.24)

T Se = p V + Ie +
N∑
n=1

T Mn

[
∂Se

∂Mn

]
V,Ie,Mm ̸=n

. (22.25)

Self-consistency requires [
∂Ie

∂Mn

]
V,Se

= −T
[
∂Se

∂Mn

]
V,Ie,Mm ̸=n

, (22.26)

which motivates defining the chemical potential

µn ≡
[
∂Ie

∂Mn

]
V,Se,Mm ̸=n

= −T
[
∂Se

∂Mn

]
V,Ie,Mm ̸=n

(22.27)

thus leading to

Ie = T Se − p V +
N∑
n=1

µnMn ⇐⇒ T Se = Ie + p V −
N∑
n=1

µnMn. (22.28)

These are the Euler forms for the internal energy and entropy.
By definition, the chemical potential, µn, is an intensive property that measures the change in

the internal energy, Ie, when altering the mass, Mn, of the constituent n, while fixing the entropy,
volume, and mass of the other components. Equivalently, it is minus the temperature weighted
change in the entropy, Se, when altering the mass, Mn while fixing the volume, internal energy,
and mass of the other components. We can define a chemical potential for a single component
system, in which it is the change arising from altering the mass of the system. Despite its name,
the chemical potential does not necessarily refer to the existence of chemical reactions, though
we note that it does appear prominently in the thermodynamics of chemical reactions (Atkins
and de Paula, 2006).
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22.3.3 Molar mass and molar chemical potential

It is sometimes convenient to write the mass of a constituent as the product of the number of
moles, Nn, and the mass per mole, Mn (the molar mass), so that

Mn = NnMn no implied sum. (22.29)

In this way, an infinitesimal mass change is given by

dM =
N∑
n=1

dMn =
N∑
n=1

d(NnMn) =
N∑
n=1

Mn dNn, (22.30)

so that mass changes are signalled by changes in the number of moles. We furthermore note the
identity (no implied sum)

Mn µn =Mn

[
∂Ie

∂Mn

]
V,Se,Mm ̸=n

= NnMn

[
∂Ie

∂(NnMn)

]
V,Se,Nm ̸=n

= Nn µ̃n, (22.31)

where we defined the molar chemical potential determined according to mole number

µ̃n =

[
∂Ie

∂Nn

]
V,Se,Nm ̸=n

= Mn µn. (22.32)

We are similarly led to the identities (no implied sum)

Mn dµn = Nn dµ̃n and µn dMn = µ̃n dNn. (22.33)

22.3.4 Chemical work and the Gibbs-Duhem relation

Changes to the matter composition of a system changes the internal energy through chemical
work, written as d̄C. If the changes to the matter composition occur quasi-statically then the
chemical work is written

d̄C =
N∑
n=1

µn dMn =
N∑
n=1

µ̃n dNn (22.34)

so that the chemical potential is the integrating factor connecting the inexact differential
measuring the chemical work to the exact differential change in matter content. The chemical
potential is the energy absorbed or released due to an infinitesimal change in the matter content.
As shown in Section 23.1.2, matter in a mixture tends to move from regions of high chemical
potential to lower chemical potential, thus motivating the name “potential” in analog to the
gravitational potential.

The inclusion of chemical work brings the first law of thermodynamics to the form

dIe = d̄W+ d̄Q+ d̄C materially open (22.35a)

dIe = −p dV + T dSe +
N∑
n=1

µn dMn quasi-static and materially open. (22.35b)

Use of the quasi-static form of the first law (22.35b) along with the differential of the result

CHAPTER 22. EQUILIBRIUM THERMODYNAMICS page 569 of 2158



22.3. CHARACTERIZING MATERIALLY OPEN SYSTEMS

(22.28) leads to the Gibbs-Duhem relation12

Se dT − V dp+

N∑
n=1

Mn dµn = 0. (22.36)

As a corollary we see that for processes occuring at constant temperature and pressure that

N∑
n=1

Mn dµn =

N∑
n=1

Nn dµ̃n = 0 constant T, p. (22.37)

22.3.5 Gibbs potential

We offer a formal study of thermodynamic potentials in Section 22.6. Among those, we find
Gibbs potential of particular use for geophysical fluid mechanics and thus introduce it here

Ge = Ie − T Se + p V =
N∑
n=1

µnMn. (22.38)

The reason that the Gibbs potential is so useful is that it is a natural function of temperature,
pressure, and matter content,

Ge = Ge(T, p,Mn), (22.39)

with T, p,Mn readily measured fluid properties. This convenient functional dependence is
confirmed by taking the differential, dGe, and using the fundamental thermodynamic relation
(22.35b) to find

dGe = −Se dT + V dp+

N∑
n=1

µn dMn. (22.40)

In turn, we can derive the following partial derivatives,[
∂Ge

∂T

]
p,Mn

= −Se and

[
∂Ge

∂p

]
T,Mn

= V and

[
∂Ge

∂Mn

]
p,T,Mm ̸=n

= µn (22.41)

along with the second derivative identities[
∂µn
∂p

]
T,Mn

=
∂

∂p

]
T,Mn

[
∂Ge

∂Mn

]
p,T,Mm ̸=n

=
∂

∂Mn

]
p,T,Mm ̸=n

[
∂Ge

∂p

]
T,Mn

=

[
∂V

∂Mn

]
p,T,Mm ̸=n

(22.42a)[
∂µn
∂T

]
p,Mn

=
∂

∂T

]
p,Mn

[
∂Ge

∂Mn

]
p,T,Mm ̸=n

=
∂

∂Mn

]
p,T,Mm ̸=n

[
∂Ge

∂T

]
p,Mn

= −
[
∂Se

∂Mn

]
p,T,Mm ̸=n

.

(22.42b)

The second derivative identities are particular examples of Maxwell relations, wtih Maxwell
relations the result from commutativity of the partial derivative operation.

22.3.6 Extensive functions of (T, p,Mn)

Just as for the internal energy and entropy, the Gibbs function, Ge(T, p,Mn), is an extensive
function. Since the temperature and pressure are both intensive properties, we follow the scale

12In Exercise 22.1 we work through the derivation of Gibbs-Duhem (22.36) in a bit more detail.
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analysis from Section 22.3.1 to arrive at the Euler form of the Gibbs function

Ge(T, p,Mn) =

N∑
n=1

Mn

[
∂Ge

∂Mn

]
p,T,Mm ̸=n

=

N∑
n=1

µnMn, (22.43)

which is consistent with the definition (22.38). Indeed, any extensive property written as a
function of (T, p,Mn) can be written in the same fashion. For example, the internal energy,
entropy, and volume take the form

Ie(T, p,Mn) =
N∑
n=1

Mn

[
∂Ie

∂Mn

]
p,T,Mm ̸=n

=
N∑
n=1

Nn

[
∂Ie

∂Nn

]
p,T,Nm ̸=n

(22.44a)

Se(T, p,Mn) =
N∑
n=1

Mn

[
∂Se

∂Mn

]
p,T,Mm ̸=n

=
N∑
n=1

Nn

[
∂Se

∂Nn

]
p,T,Nm ̸=n

(22.44b)

V (T, p,Mn) =
N∑
n=1

Mn

[
∂V

∂Mn

]
p,T,Mm ̸=n

=
N∑
n=1

Nn

[
∂V

∂Nn

]
p,T,Nm ̸=n

. (22.44c)

The partial derivatives, [∂(Ge, Ie, Se, V )/∂Nn]p,T,Nm ̸=n
, are intensive properties known as the

partial Gibbs potential, partial internal energy, partial entropy, and partial volume. These relations
mean that we can regard each of the extensive quantites as the sum of contributions from each
of the material components as determined by their partial properties. For the particular case of
a single matter component we have

Ge(T, p,M) =M

[
∂Ge

∂M

]
p,T

= µM (22.45a)

Ie(T, p,M) =M

[
∂Ie

∂M

]
p,T

= N

[
∂Ie

∂N

]
p,T

(22.45b)

Se(T, p,M) =M

[
∂Se

∂M

]
p,T

= N

[
∂Se

∂N

]
p,T

(22.45c)

V (T, p,M) =M

[
∂V

∂M

]
p,T

= N

[
∂V

∂N

]
p,T

. (22.45d)

22.4 Thermodynamic equilibrium with matter flow

Consider a single-component fluid (N = 1) that consists of two regions or systems, labelled by
α and β, with each of these two systems separately in thermodynamic equilibrium. Assume
the composite system is enclosed in a container with fixed volume, Vα + Vβ = V . Allow the
two systems to interact thermally, mechanically, and materially. What are the properties of
thermodynamic equilibrium for the composite system, α⊕ β?

To answer this question, we follow the procedure in Section 22.2.8, here here considering the
case where matter flows between the systems in addition to thermal transfer and mechanical
interactions. Such processes occur as the composite system approaches thermodynamic equilib-
rium. Initially, the α and β systems are separately in thermodynamic equilibrium with internal
energies, (Ieα, I

e
β), volumes, (Vα, Vβ), and masses, (Mα,Mβ). During the process of reaching

thermodynamic equilibrium, the internal energy, volume, and mass of the composite system
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remains constant so that13

d(Ieα + Ieβ) = 0 and d(Vα + Vβ) = 0 and d(Mα +Mβ) = 0. (22.46)

From equation (22.21) we know that entropy is a natural function of volume, internal energy,
and mass of each matter constituent. With only a single matter constituent we have

dSe =
1

Tα
dIeα +

pα
Tα

dVα −
µα
Tα

dMα +
1

Tβ
dIeβ +

pβ
Tβ

dVβ −
µβ
Tβ

dMβ (22.47a)

=

[
1

Tα
− 1

Tβ

]
dIeα +

[
pα
Tα
− pβ
Tβ

]
dVα −

[
µα
Tα
− µβ
Tβ

]
dMα, (22.47b)

where we used the partial derivative identities (22.11), (22.12), and (22.27). As before, dSe = 0
at thermodynamic equilibrium, and this condition holds for arbitrary and independent dIeα,
dVα, and dMα. We are thus led to the thermal, mechanical, and material conditions for
thermodynamic equilibrium

Tα = Tβ and pα = pβ and µα = µβ. (22.48)

That is, the temperature, pressure, and chemical potential are uniform when the composite
system reaches thermodynamic equilibrium. Note that this thermodynamic equilibrium condition
means that each term in the Gibbs-Duhem relation (22.36) separately vanishes. Furthermore,
since the Gibbs potential equals to the mass times the chemical potential for a single component
system (equation (22.43)), equality of the chemical potentials at equilibrium means that

µα = µβ =⇒ Ge
α

Mα
=

Ge
β

Mβ
. (22.49)

As for the direction of heat flow discussed in Section 22.2.8, we can determine the direction
for matter flow as α⊕ β approaches thermodynamic equilibrium. For this purpose, assume the
temperature and volumes are already uniform, but the matter content initially differs. At the
instance the two systems start interacting, the entropy differential is given by

T dSe = −(µα − µβ) dMα > 0, (22.50)

where T is the equilibrium temperature of the two systems, and where the inequality holds
according to the second law of thermodynamics (Section 22.1.7). If µα > µβ , then this inequality
requires dMα < 0. Hence, in the process of approaching thermodynamic equilibrium, matter
flows from regions of high chemical potential to regions of low chemical potential. This behavior
allows us to consider the chemical potential in a manner directly akin to temperature. That
is, temperature differences measure the potential for heat to be fluxed, and likewise chemical
potential differences measure the potential for matter to be fluxed. The chemical potential is
central to the study of changes in matter states (e.g., solid to liquid, liquid to gas), as well as for
chemical reactions (e.g., Guggenheim, 1967; Atkins and de Paula, 2006).

22.5 Materially open systems with fixed total mass
In our study of geophysical fluids, we make use of a continuum of fluid elements. Each fluid
element is open mechanically, thermally, and materially while maintaining constant mass
as it quasi-statically evolves through local thermodynamic equilibrium states. Hence, when

13We here assume there is no macroscopic mechanical energy, so that the total energy is the internal energy. In
Section 26.8 we relax this assumption by considering macroscopic motion.

page 572 of 2158 geophysical fluid mechanics



22.5. MATERIALLY OPEN SYSTEMS WITH FIXED TOTAL MASS

formulating the equations of linear irreversible thermodynamics in Chapter 26, we make use
of thermodynamic equations written in their “per unit mass” form. Here we present these
equations, as well as extend our understanding of the formalism.

22.5.1 Matter concentrations

We generally make use of matter or tracer concentration as written

Cn =Mn/M =⇒
N∑
n=1

Cn = 1, (22.51)

with the constant mass constraint
∑N

n=1Cn = 1 meaning that only N − 1 of the concentrations
are linearly independent. Recall that we previously made use of tracer concentrations in Section
20.1 when developing the tracer equation.

22.5.2 Fundamental thermodynamic relation per unit mass

We scale away the mass of the system by setting the scale factor λ =M−1 in our discussion in
Section 22.3.1 of how extensive properties scale. The result is the specific (per mass) versions of
the extensive properties

Ie =M I (22.52a)

Se =M S (22.52b)

V =M/ρ =M νs (22.52c)

Mn =M Cn, (22.52d)

where
νs = 1/ρ (22.53)

is the specific volume and the total mass, M , is held fixed. In the equality (22.52d), Cn is the
mass fraction or concentration of species n in the fluid (Section 22.5.1). Substituting the specific
quantities (22.52a)-(22.52d) into the fundamental thermodynamic relation (22.35b) leads to the
fundamental thermodynamic relation in terms of specific thermodynamic quantities

dI = T dS− p dρ−1 +
∑
n

µn dCn. (22.54)

This is the form of the fundamental thermodynamic relation most commonly used in this book.
Again, this relation holds for quasi-static processes where the total mass of the system is fixed,
thus making it relevant for our study of constant mass fluid elements in Chapter 26.

22.5.3 Seawater as a binary fluid

The atmosphere is a multi-component and multi-phase fluid that is well approximated as a
mixture of water vapor and dry air. However, we do not consider moist atmospheric processes in
this book nor do we consider phases changes. In contrast, there are many occasions in this book
that require us to consider seawater as a binary fluid system of salt dissolved in fresh water so
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that their concentrations satisfy the constraint14

Csalt + Cwater = 1 =⇒ dCwater = −dCsalt. (22.55)

We are thus able to write the Gibbs fundamental thermodynamic relation (22.54) in the form

dI = T dS− p dρ−1 + µwater dCwater + µsalt dCsalt (22.56a)

= T dS− p dρ−1 + µdC, (22.56b)

where
C = Csalt (22.57)

is the concentration of salt (mass of salt per mass of seawater), and

µ = µsalt − µwater (22.58)

is the relative chemical potential, often referred to as the seawater chemical potential. We
return in Section 22.58 to discuss how the chemical potentials are computed according to partial
derivatives of the Gibbs potential, which is the preferred method for the ocean and atmosphere.

The absolute salinity S, with units parts per thousand (gram per kilogram), is related to
Csalt via

S = 1000Csalt. (22.59)

The range of absolute salinity in the ocean (roughly 0 ≤ S ≤ 40) is more convenient than the
range of Csalt, making salinity more commonly used in oceanography.

22.5.4 Further study
Chapters 1 and 2 of Olbers et al. (2012) provide a more complete suite of thermodynamic
relations for seawater.

22.6 Thermodynamic potentials
Internal energy and entropy are referred to as state functions (functions only of the current state)
as well as thermodynamic potentials, and they are related by equation (22.28), here written in
its specific form as appropriate for constant mass fluid elements

I = T S− p νs +
N∑
n=1

µnCn ⇐⇒ T S = I+ p νs −
N∑
n=1

µnCn. (22.60)

Each thermodynamic potential is a natural function of certain other thermodynamic properties,
as determined by the fundamental thermodynamic relation.

It is useful to have access to a suite of thermodynamic potentials (internal energy, entropy, en-
thalpy, Gibbs potential, Helmbolz free energy) that have different natural functional dependencies,
which in turn yield distinct expressions for the fundamental equation of state. Thermodynamic
potentials are related mathematically through a Legendre transformation. Motivation for their
introduction comes from the distinct laboratory and environmental conditions whereby the

14Salt in the ocean is largely comprised of chloride ions, sodium ions, sulphate ions, magnesium ions, calcium
ions, potassium ions, and hydro-carbonate ions. The composition of the principal ions in seawater is roughly a
constant, thus allowing us to be concerned only with the “salt” content and concentration rather than that for
the individual components. In turn, we can accurately consider seawater as a two-component fluid comprised of
fresh water and salt. See Section 1.4 of Kamenkovich (1977), Section 3.1 of Gill (1982), Section 1.2 of Olbers et al.
(2012), or Section 1.4 of Vallis (2017) for more details.
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controlling parameters may differ. In this section we introduce the variety of thermodynamic
potentials commonly used for fluid mechanics, and exhibit their natural functional dependencies.

In this section, we specialize to the case of a binary fluid, which is most commonly the case
for the ocean and atmosphere. If there are more than two matter constituents, then the term
µdC appearing in these formula become

∑N
n=1 µn dCn. Partial derivatives are also modified

accordingly. We choose the binary case since it is typically sufficient for the earth’s atmosphere
and ocean.

As a point of practice, it is important to commit to a single choice for the thermodynamic
potential when manipulating thermodynamic equations. The reason is that functional depen-
dencies change when switching to a different thermodynamic potential, thus exposing oneself to
mistakes when swapping formulations midstream.

22.6.1 Equations of state
Equations (22.9), (22.10), and (22.27) provide expressions for intensive properties, T , p, and µn,
in terms of the partial derivatives of the internal energy in terms of extensive functions Se, V ,
and Mn. Hence, we can write T , p, and µn in the functional form

T = T (Se, V,Mm) and p = p(Se, V,Mm) and µn = µn(S
e, V,Mm). (22.61)

These equations are known as equations of state. Knowledge of all the equations of state is
equivalent to knowledge of the fundamental thermodynamic relation (22.35b). In the following,
we develop similar equations of state based on other thermodynamic potentials.

22.6.2 Internal energy
Recall the fundamental thermodynamic relation (22.56b) written for a binary fluid

dI = T dS− p dνs + µ dC. (22.62)

Equation (22.62) identifies the specific internal energy, I, as a natural function of specific entropy,
S, specific volume, νs, and matter concentration, C

I = I(S, νs, C). (22.63)

Knowledge of the fundamental thermodynamic relation (22.62) allows us to derive a variety of
thermodynamic relations via partial differentiation. For example, we can identify[

∂I

∂S

]
νs,C

= T and

[
∂I

∂νs

]
S,C

= −p and

[
∂I

∂C

]
S,νs

= µ, (22.64)

which are the specific (per mass) forms of equations (22.9), (22.10), and (22.27).

We see that equations (22.64) provide a relation between T, p, µ as derivatives of a function,
the internal energy, which is itself a function I(S, νs, C). Hence, we may consider T, p, µ each as
a function of (S, νs, C), and thus write the equations of state

T = T (S, νs, C) and p = p(S, νs, C) and µ = µ(S, νs, C), (22.65)

which are the equations of state (22.61) written in terms of specific (per mass) quantities. In
turn, the exact differentials of the intensive properties are

T = T (S, νs, C) =⇒ dT =

[
∂T

∂S

]
νs,C

dS+

[
∂T

∂νs

]
C,S

dνs +

[
∂T

∂C

]
S,νs

dC (22.66)
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p = p(S, νs, C) =⇒ dp =

[
∂p

∂S

]
νs,C

dS+

[
∂p

∂νs

]
C,S

dνs +

[
∂p

∂C

]
S,νs

dC (22.67)

µ = µ(S, νs, C) =⇒ dµ =

[
∂µ

∂S

]
νs,C

dS+

[
∂µ

∂νs

]
C,S

dνs +

[
∂µ

∂C

]
S,νs

dC. (22.68)

22.6.3 Entropy
Rearrangement of the fundamental thermodynamic relation (22.62) leads to the exact differential
for specific entropy

dS =
1

T
dI+

p

T
dνs −

µ

T
dC. (22.69)

In this form, specific entropy has the functional dependence

S = S(I, νs, C), (22.70)

whose knowledge provides yet another form of the fundamental equation of state. This functional
dependence, along with equation (22.69), lead to the following identities[

∂S

∂I

]
νs,C

=
1

T
and

[
∂S

∂νs

]
I,C

=
p

T
and

[
∂S

∂C

]
I,νs

= −µ
T
. (22.71)

As for internal energy in Section 22.6.2, equation (22.71) provides a relation between T, p, µ
as derivatives of a function, the entropy, which is itself a function S(I, νs, C). Hence, we may
consider T, p, µ as each a function of (I, νs, C) to thus write the equations of state

T = T (I, νs, C) and p = p(I, νs, C) and µ = µ(I, νs, C). (22.72)

22.6.4 Enthalpy
Thus far we have worked only with the fundamental thermodynamic relation (22.62). We now
introduce the specific enthalpy

H = I+ p νs = T S+
N∑
n=1

µnCn, (22.73)

where the second equality made use of equation (22.60). Specializing to the case of a binary
fluid, such as the ocean or atmosphere, and use of the fundamental thermodynamic relation
(22.62), leads to the exact differential for enthalpy

dH = dI+ d(p νs) (22.74a)

= T dS− p dνs + µ dC + p dνs + νs dp (22.74b)

= T dS+ νs dp+ µ dC. (22.74c)

Recalling that for quasi-static processes, T dS equals to the thermal energy added to a fluid
element. Hence, for processes occuring at constant pressure and constant matter content,
changes in enthalpy are determined by the thermal energy added to the system. This connection
motivates the name heat function sometimes applied to enthalpy (e.g., page 4 of Landau and
Lifshitz (1987)).

Equation (22.74c) provides the fundamental thermodynamic relation with enthalpy rather
than internal energy. Consequently, the Legendre transformation (22.73) renders a functional
dependence for enthalpy

H = H(S, p, C), (22.75)
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which in turn leads to the following partial derivative identities[
∂H

∂S

]
p,C

= T and

[
∂H

∂p

]
S,C

= νs and

[
∂H

∂C

]
S,p

= µ. (22.76)

As for internal energy in Section 22.6.2, equations (22.76) provide a relation between T, νs, µ
as derivatives of a function, the enthalpy, which is itself a function H(S, p, C). Hence, we may
consider T, νs, µ as each a function of (S, p, C) to thus render the following equations of state

T = T (S, p, C) and νs = νs(S, p, C) and µ = µ(S, p, C). (22.77)

Enthalpy’s functional dependence (22.75) is more convenient for studies of geophysical fluids
than that for internal energy, I(S, νs, C), or for entropy S(I, νs, C).

• In the laboratory or field, we generally have direct mechanical means for measuring pressure
in a fluid, whereas specific volume requires indirect methods involving the equation of
state for density discussed in Section 30.3.

• Correspondingly, the interaction between fluid elements typically occurs at near constant
pressure. Hence, fluid elements exchange both their entropy and enthalpy when the
exchange occurs as constant pressure.

• Specific entropy remains constant on a fluid element in the absence of mixing or other
irreversible effects. Correspondingly, enthalpy remains constant for constant pressure
motion without mixing. Conversely, in the presence of mixing at constant pressure, fluid
elements mix their specific enthalpy, specific entropy, and tracer concentration.

22.6.5 Helmholtz free energy

The Helmholtz free energy is defined by the Legendre transformation

F = I− T S = −p νs +
N∑
n=1

µnCn, (22.78)

where the second equality made use of equation (22.60). The exact differential of the Helmholtz
free energy is given by

dF = dI− d(T S) (22.79a)

= dI− T dS− SdT (22.79b)

= −SdT − pdνs + µdC, (22.79c)

where we used the fundamental thermodynamic relation (22.56b) for the final equality. Isothermal
and constant concentration processes render the changes to the free energy equal to the pressure
work applied to the system.

The Helmholtz free energy has the functional dependence

F = F(T, νs, C), (22.80)

which then leads to the partial derivatives identities[
∂F

∂T

]
νs,C

= −S and

[
∂F

∂νs

]
T,C

= −p and

[
∂F

∂C

]
T,νs

= µ. (22.81)
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As for internal energy in Section 22.6.2, equations (22.81) provide a relation between S, p, µ as
derivatives of a function, the Helmholtz free energy, which is itself a function F(T, νs, C). Hence,
we may consider S, p, µ each as a function of (T, νs, C) to render the equations of state

S = S(T, νs, C) and p = p(T, νs, C) and µ = µ(T, νs, C). (22.82)

22.6.6 Gibbs potential

The Gibbs potential is defined by the Legendre transformation

G = I+ p νs − T S = H − T S =

N∑
n=1

µnCn, (22.83)

where the final equality made use of equation (22.60). The exact differential of the Gibbs
potential is given by

dG = dH − d(T S) (22.84a)

= T dS+ νs dp+ µdC − T dS− SdT (22.84b)

= −SdT + νs dp+ µdC, (22.84c)

where we made use of the fundamental thermodynamic relation (22.74c) written in terms of
enthalpy. The Gibbs potential has the functional dependence

G = G(T, p, C), (22.85)

which leads to the partial derivatives identities[
∂G

∂T

]
p,C

= −S and

[
∂G

∂p

]
T,C

= νs and

[
∂G

∂C

]
T,p

= µ. (22.86)

As for internal energy in Section 22.6.2, equations (22.86) provide a relation between S, νs, µ as
derivatives of a function, the Gibbs potential, which is itself a function G(T, p, C). Hence, we
may consider S, νs, µ each as a function of (T, p, C) to render the following functional relations

S = S(T, p, C) and νs = νs(T, p, C) and µ = µ(T, p, C). (22.87)

The form of the fundamental dependencies (22.85), and the associated equations of state
(22.87), are often used in fluid mechanics and physical chemistry. The reason is that temperature,
pressure, and concentration are readily measured in the laboratory and the environment. We
can thus readily measure the partial derivatives of G, and the functional dependence (22.87)
provides a convenient means to express S, νs, and µ (e.g., see the adiabatic lapse rate discussion
in Section 23.2).

Given its convenient functional dependence, the Gibbs potential plays a central role in
developing the thermodynamics of seawater as formulated by Feistel (1993) and codifed by IOC
et al. (2010). We thus endeavor to exhibit how quantities (e.g., response functions as in Section
22.7) can be computed based on knowledge of the Gibbs potential and its partial derivatives.
For example, use of equation (22.86) renders the expression for the enthalpy

H = G+ T S = G− T
[
∂G

∂T

]
p,C

. (22.88)
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22.6.7 Chemical potential and the Gibbs potential

Throughout this section we have displayed equations for the chemical potential of a binary fluid
in terms of the partial derivatives of the thermodynamic potentials, such as equation (22.86)
using the Gibbs potential. Here we consider some details that lead to further understanding of
the partial derivatives. We start by writing the chemical potential of fresh water and salt as
contained within seawater in terms of the partial derivatives of the extensive Gibbs potential

µwater =

[
∂Ge

∂Mwater

]
T,p,Msalt

and µsalt =

[
∂Ge

∂Msalt

]
T,p,Mwater

. (22.89)

The total mass of a sample of seawater is given by M =Mwater+Msalt. Consequently, to compute
these partial derivatives requires us to alter the mass of the sample as we hold the mass of one
component fixed while varying the mass of the other component. This sort of partial derivative
is less convenient for our purposes since we prefer to work with constant mass samples, such
as we encounter with constant mass fluid elements. For that purpose we introduce the specific
Gibbs potential, in which case the chemical potential of fresh water is

µwater =

[
∂Ge

∂Mwater

]
T,p,Msalt

=

[
∂(M G)

∂Mwater

]
T,p,Msalt

= G+M

[
∂G

∂Mwater

]
T,p,Msalt

. (22.90)

The specific Gibbs potential is a natural function of T, p, Cn, and since Cwater + Csalt = 1 we can
write the Gibbs potential in terms of just one of the concentrations, typically chosen as Csalt.
We are thus led to

µwater = G+M

[
∂G

∂Mwater

]
T,p,Msalt

(22.91a)

= G+M

[
∂G

∂Cwater

]
T,p

[
∂Cwater

∂Mwater

]
Msalt

(22.91b)

where the concentration partial derivative is given by[
∂Cwater

∂Mwater

]
Msalt

=

[
∂

∂Mwater

]
Msalt

[
Mwater

Mwater +Msalt

]
=
Csalt

M
, (22.92)

thus leading to the chemical potential of fresh water within seawater

µwater = G+ Csalt

[
∂G

∂Cwater

]
T,p

= G− Csalt

[
∂G

∂Csalt

]
T,p

. (22.93)

We are thus able to work with the specific Gibbs function for a constant mass fluid element
and compute its concentration partial derivative. Similar manipulations lead to the chemical
potential for salt within seawater

µsalt = G+ Cwater

[
∂G

∂Csalt

]
T,p

= G+ (1− Csalt)

[
∂G

∂Csalt

]
T,p

. (22.94)

We are thus led to the seawater chemical potential

µ = µsalt − µwater =

[
∂G

∂Csalt

]
T,p

, (22.95)

which agrees with equation (22.86).
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22.7 Response functions

Response functions measure the change in a thermodynamic property as the system is forced in
some manner. We here introduce the heat capacity, thermal expansion coefficient, and haline
contraction coefficient, which are three response functions commonly encountered in ocean and
atmospheric fluid mechanics.

22.7.1 Specific heat capacities

The heat capacity measures the change in heat associated with a change in temperature at
constant matter composition. There are two distinct heat capacities generally considered in fluid
mechanics: one with specific volume held fixed and the other with pressure held fixed

cv ≡
1

M

[
d̄Q

∂T

]
νs,C

SI units m2 s−2 K−1. (22.96)

cp ≡
1

M

[
d̄Q

∂T

]
p,C

SI units m2 s−2 K−1. (22.97)

Each of these quantities are specific heat capacities since we have divided by the mass. If heating
occurs quasi-statically, we can make use of the equation (22.4) that relates heating and entropy,
applied here in its specific (per mass) form M−1 d̄Q = T dS. The result is a state function form
of the specific heat capacities

cv = T

[
∂S

∂T

]
νs,C

= −T ∂

∂T

]
νs,C

[
∂G

∂T

]
p,C

(22.98)

cp = T

[
∂S

∂T

]
p,C

= −T ∂

∂T

]
p,C

[
∂G

∂T

]
p,C

(22.99)

where the second equalities in both of the above equations introduced the Gibbs potential
according to equation (22.86). Furthermore, we can make use of the fundamental thermodynamic
relation (22.54) with specific volume and matter concentration held fixed to yield

cv = T

[
∂S

∂T

]
νs,C

=

[
∂I

∂T

]
νs,C

. (22.100)

The second form of cv motivates the name internal energy capacity rather than heat capacity at
fixed volume. Equation (22.100) implies that internal energy, for a process occuring at constant
specific volume and constant tracer concentration, can be written in terms of a caloric equation
of state

I = I(T ) constant νs and C. (22.101)

Making use of the fundamental thermodynamic relation (22.74c) written in terms of enthalpy
leads to the constant pressure heat capacity

cp = T

[
∂S

∂T

]
p,C

=

[
∂I

∂T

]
p,C

+ p

[
∂νs
∂T

]
p,C

=

[
∂H

∂T

]
p,C

. (22.102)

The constant pressure heat capacity is equivalently referred to as the enthalpy capacity.
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22.7.2 Thermal expansion coefficient
The thermal expansion coefficient measures relative changes in density as temperature changes
at constant pressure and concentration

αT = −1

ρ

[
∂ρ

∂T

]
p,C

=
1

νs

[
∂νs
∂T

]
p,C

=
1

(∂G/∂p)T,C

∂

∂T

]
p,C

[
∂G

∂p

]
T,C

(22.103)

where the final equality introduced the Gibbs function according to equation (22.86). The
minus sign in the definition is introduced since density typically reduces when temperature
increases, so that for most substances αT > 0. Freshwater near its freezing point is an important
counter-example, with αT < 0 allowing for solid ice to float on liquid water.

22.7.3 Haline contraction coefficient
A similar response function measures changes to density arising from changes in the salt
concentration (salinity) in seawater

βS =
1

ρ

[
∂ρ

∂S

]
p,T

= − 1

νs

[
∂νs
∂S

]
p,T

= − 1

(∂G/∂p)T,S

∂

∂S

]
T,p

[
∂G

∂p

]
T,S

(22.104)

where S = 1000C is the salinity (22.59). Seawater density typically increases (fluid element
volume contracts) when salinity increases, so that βS > 0.

22.7.4 Speed of sound (acoustic) waves
Changes in density with respect to pressure at a fixed entropy define the inverse squared sound
speed15

1

c2s
=

[
∂ρ

∂p

]
S

= − 1

(νs)2

[
∂νs
∂p

]
S

= − 1

[(∂G/∂p)T,S ]2
∂

∂p

]
S

[
∂G

∂p

]
T,S

. (22.105)

The sound speed is a strong function of pressure, generally increasing with higher pressure, as
well as temperature, generally decreasing with lower temperature. For the ocean, these two
effects compete when moving into the ocean interior. In the upper 500 m to 1000 m, decreasing
temperatures cause the sound speed to reduce whereas at deeper regions the higher pressures
overcome the temperature effect thus increasing the sound speed. The result is a sound speed
minimum between 500 m and 1000 m. The sound speed minimum and the associated acoustic
waveguide play an important role in ocean acoustics, in particular for how certain whales are
able to communicate across ocean basins. We consider the sound speed for an ideal gas in
Section 23.4.8.

22.8 Maxwell relations for single component fluids
Thermodynamics makes use of basic properties of exact differentials for the purpose of developing
identities between partial derivatives. Maxwell relations refer to a suite of partial derivative
identities that follow from the equality of mixed second partial derivatives of thermodynamic
potentials. We already made use of some Maxwell relations in Section 22.3.5 when discussing
the Gibbs potential, and we use another in Section 23.2 for expressing the adiabatic lapse
rate in terms of readily measurable thermo-mechanical properties. In this section we develop
the Maxwell relations encountered with single component fluids, with similar relations readily
derived for multi-component fluids.

15We study sound waves in Chapter 51.
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22.8.1 Maxwell relation from internal energy

As seen from Section 22.6.2, the natural functional dependence for internal energy in a single-
component fluid is given by its fundamental thermodynamic relation (22.62)

dI =

[
∂I

∂S

]
νs

dS+

[
∂I

∂νs

]
S

dνs = T dS− p dνs =⇒ I = I(S, νs). (22.106)

The mixed second partial derivatives are equal

∂

∂νs

]
S,C

∂

∂S

]
νs,C

I =
∂

∂S

]
νs,C

∂

∂νs

]
S,C

I, (22.107)

so that, via the fundamental thermodynamic relation (22.106), we have the Maxwell relation[
∂T

∂νs

]
S

= −
[
∂p

∂S

]
νs

. (22.108)

22.8.2 Summary of the Maxwell relations

The other thermodynamic potentials, and their associated fundamental thermodynamical rela-
tions, lead to further Maxwell relations as summarized here

dI = T dS− p dνs =⇒
[
∂T

∂νs

]
S

= −
[
∂p

∂S

]
νs

(22.109)

dH = T dS+ νs dp =⇒
[
∂T

∂p

]
S

=

[
∂νs
∂S

]
p

(22.110)

dG = −SdT + νs dp =⇒
[
∂S

∂p

]
T

= −
[
∂νs
∂T

]
p

. (22.111)

dF = −SdT − pdνs =⇒
[
∂S

∂νs

]
T

=

[
∂p

∂T

]
νs

. (22.112)

These four Maxwell relations for single-component fluids involve permutations on cross derivatives
of (T, S) and (p, νs). In statistical mechanics, (T, S) determine the density of accessible microscopic
states forming the thermodynamic system, whereas (p, νs) involves an external control parameter
and its corresponding generalized force.

22.9 Exercises

exercise 22.1: Derivation of the Gibbs-Duhem relation
Show all of the steps leading to the Gibbs-Duhem relation (22.36).

exercise 22.2: Chemical potential identity
As seen in Section 26.6.6, we have need to consider the partial derivative[

∂H

∂C

]
T,p

(22.113)
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when determining the chemical work done by mixing within a fluid. Prove the identity[
∂H

∂C

]
T,p

=

[
∂H

∂C

]
S,p

− T
[
∂µ

∂T

]
C,p

= µ− T
[
∂µ

∂T

]
C,p

. (22.114)

Hint: as seen in Section 22.6.4, the natural functional dependence for enthalpy is H(S, p, C),
whereas in Section 22.6.6 we found the natural function dependence of the Gibbs potential to
be G(T, p, C). Equate the exact differential expressions for enthalpy using the two functional
dependencies H(S, p, C) and H(T, p, C), and then derive a Maxwell relation based on the
fundamental thermodynamic relation written in terms of the Gibbs potential.

exercise 22.3: Constant of motion for adiabatic processes
Show that for a simple ideal gas, isentropic processes (i.e., both adiabatic and of constant matter
concentration) maintain

p νcp/cvs = constant, (22.115)

where νs = ρ−1 is the specific volume.
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Chapter 23

THERMODYNAMICS WITH A GEOPOTENTIAL

We here extend the equilibrium thermodynamics from Chapter 22 to allow for gravitational effects
as embodied by the geopotential (which also includes the planetary centrifugal acceleration).
Thermodynamic equilibrium of a fluid in a constant gravitational field is consistent with
mechanical equilibrium; i.e., the fluid is in hydrostatic balance. We develop certain properties
of hydrostatic fluids, such as the adiabatic lapse rate, potential temperature, and a variety of
identities holding for an ideal gas (which offers a useful approximation to the atmosphere).

chapter guide

This chapter develops the rudiments of equilibrium thermodynamics in the presence of
gravity, building on the foundations established in Chapter 22. Surprisingly, there are
relatively few presentations of gravity within standard thermodynamic texts, even though
its presence is ubiquitous for terrestrial experiments. Chapter 9 of Guggenheim (1967) and
§25 of Landau and Lifshitz (1980) are notable exceptions that include external fields, such
as gravity, along with Section 1.8 of the oceanography text from Kamenkovich (1977).

23.1 Thermodynamic equilibrium with a geopotential . . . . . . . . . . . . . . 586
23.1.1 The first law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586
23.1.2 Thermodynamic equilibrium with varying volume . . . . . . . . . 586
23.1.3 Thermodynamic equilibrium with fixed volume . . . . . . . . . . 587
23.1.4 Vertical salinity gradient at thermodynamic equilibrium . . . . . 588
23.1.5 Comments and further study . . . . . . . . . . . . . . . . . . . . 588

23.2 Adiabatic lapse rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 589
23.2.1 Isentropic rearrangement . . . . . . . . . . . . . . . . . . . . . . . 589
23.2.2 Thermodynamic formulation . . . . . . . . . . . . . . . . . . . . . 590
23.2.3 Adiabatic lapse rate for pressure changes . . . . . . . . . . . . . . 590
23.2.4 Adiabatic lapse rate for height changes . . . . . . . . . . . . . . . 590
23.2.5 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591

23.3 Potential temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
23.3.1 Motivating the definition of potential properties . . . . . . . . . . 591
23.3.2 Temperature changes from pressure changes . . . . . . . . . . . . 592
23.3.3 Defining the potential temperature . . . . . . . . . . . . . . . . . 593
23.3.4 Potential temperature and specific entropy . . . . . . . . . . . . . 593

23.4 Thermodynamic relations for a simple ideal gas . . . . . . . . . . . . . . 594
23.4.1 Equation of state . . . . . . . . . . . . . . . . . . . . . . . . . . . 595
23.4.2 Internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595
23.4.3 Heat capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 596
23.4.4 Enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 597
23.4.5 Thermal expansion coefficient . . . . . . . . . . . . . . . . . . . . 597
23.4.6 Fundamental thermodynamic relations . . . . . . . . . . . . . . . 597

585



23.1. THERMODYNAMIC EQUILIBRIUM WITH A GEOPOTENTIAL

23.4.7 Isothermal compressibility . . . . . . . . . . . . . . . . . . . . . . 597
23.4.8 Sound speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 598
23.4.9 Adiabatic lapse rate . . . . . . . . . . . . . . . . . . . . . . . . . 598
23.4.10 Geopotential thickness . . . . . . . . . . . . . . . . . . . . . . . . 598
23.4.11 Potential temperature . . . . . . . . . . . . . . . . . . . . . . . . 600
23.4.12 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 600

23.5 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601

23.1 Thermodynamic equilibrium with a geopotential

What does thermodynamic equilibrium look like in the presence of a gravity field? To answer
this question, we here consider a single-component system in the presence of a static gravity
field. To further connect to geophysical fluids, we let the geopotential, Φ, represent the effects
from central gravity plus the planetary centrifugal acceleration (Section 13.10.4). Throughout
this analysis, we assume the acceleration from the geopotential is prescribed and is thus not
affected by the mass of the thermodynamic system that feels the geopotential. Furthermore, we
assume the force from the geopotential is terrestrial, so that it is weak enough to ignore general
relativistic effects.1

23.1.1 The first law

As seen in Section 22.2.3, a thermodynamic system subjected to a pressure field undergoes
pressure work as its volume changes. Analogously, when the mass of a thermodynamic system
changes within a geopotential field, then it is subjected to geopotential work, which takes the
form

d̄Wgeopotential = ΦdM. (23.1)

We thus see that the geopotential is an intensive property with mass its corresponding extensive
property. Consequently, the first law for a quasi-static process is modified from equation (22.35b)
to now read

dIe = −pdV + T dSe + (µ+Φ)dM ⇐⇒ dSe = T−1 [p dV + dIe − (µ+Φ)dM ], (23.2)

where µ is the chemical potential in the absence of a geopotential[
∂Ie

∂M

]
V,Se

= µ+Φ and

[
∂Ie

∂M

]
V,Se,Φ=0

= µ. (23.3)

The corresponding Gibbs-Duhem relation (22.36) now takes on the form

−V dp+ Se dT +M d(µ+Φ) = 0. (23.4)

23.1.2 Thermodynamic equilibrium with varying volume

Following our discussion in Section 22.4, we consider two adjoining fluid regions that are allowed
to adjust toward thermodynamic equilibrium in the presence of a geopotential field. The entropy

1The relevant non-dimensional ratio is given by Φ/c2, with c the speed of light. See Santiago and Visser (2018)
for a concise review of how gravity leads to a spatially dependent temperature in thermal equilibrium through
Tolman’s temperature gradient. These considerations are important when Φ/c2 is order unity. For terrestrial
purposes, Φ/c2 ≪ 1, so that relativistic gravitational effects are entirely negligible.
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differential in equation (22.47b) now takes on the form

dSe =

[
1

Tα
− 1

Tβ

]
dIeα +

[
pα
Tα
− pβ
Tβ

]
dVα −

[
µα +Φα
Tα

− µβ +Φβ
Tβ

]
dMα, (23.5)

which follows from the constraints (22.46) that assume fixed internal energy, mass, and volume
for the composite system α ⊕ β. Equilibrium is characterized by dSe = 0, which leads to a
uniform temperature, as for the case with uniform Φ. A further extension of Section 22.4 suggests
that dp = 0 and d(µ+Φ) = 0 at equilibrium. However, our understanding of fluid statics leads
us to expect pressure to vary according to the hydrostatic balance discussed in Section 24.6.
That is, a uniform pressure does not arise for equilibrium with a nonuniform geopotential. For
that purpose we consider different constraints as seen below.

23.1.3 Thermodynamic equilibrium with fixed volume

To recover hydrostatic balance at thermodynamic equilibrium, consider the case with each
volume remaining fixed. In this manner we have

d(Ieα + Ieβ) = 0 and dVα = dVβ = 0 and d(Mα +Mβ) = 0. (23.6)

An example consists of two vertically positioned fluid boxes, with ∇Φ defining the local vertical
direction and with adjustment towards equilibrium consisting of mass moving from one box to
the other. By fixing each of the region volumes, pressure does no work so that internal energy
changes only through entropy and mass changes

dIe = T dSe + (µ+Φ)dM ⇐⇒ dSe = T−1 [dIe − (µ+Φ)dM ]. (23.7)

Correspondingly, we find that thermodynamic equilibrium results when

dT = 0 and d(µ+Φ) = 0. (23.8)

To interpret the equilibrium condition, d(µ + Φ) = 0, take the derivative with respect to
geopotential, holding temperature and mass fixed, to render[

∂µ

∂Φ

]
T,M

= −1. (23.9)

Anticipating the hydrostatic balance, we assume that pressure at thermodynamic equilibrium is
a monotonic function of Φ, so that[

∂µ

∂Φ

]
T,M

=

[
∂µ

∂p

]
T,M

[
dp

dΦ

]
T,M

= −1. (23.10)

Making use of the Maxwell relation (22.42a) and the identity (22.45d) leads to[
dp

dΦ

]
T,M

= −M/V = −ρ, (23.11)

where ρ =M/V is the mass density. We thus recover the exact hydrostatic balance2

dp = −ρ dΦ. (23.12)

2We discuss the exact hydrostatic balance in Section 24.6, and discuss the approximate hydrostatic balance in
Chapter 27.
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That is, thermodynamic equilibrium in a gravity field consists of a uniform temperature with
pressure satisfying the exact hydrostatic balance.

23.1.4 Vertical salinity gradient at thermodynamic equilibrium
Consider the case of seawater as approximated as a two-component fluid, so that the entropy
exact differential is given by

dSe = T−1 [pdV + dIe − (µsalt +Φ)dMsalt − (µwater +Φ)dMwater]. (23.13)

Separately holding the salt and freshwater masses fixed,3 we apply the same formalism as pursued
in Section 23.1.3 for a single component fluid, thus leading to

dT = 0 and d(µsalt +Φ) = 0 and d(µsater +Φ) = 0. (23.14)

Subtracting the second and third equilibrium condition leads to the equilibrium condition for
the seawater chemical potential,

d(µsalt − µwater) = dµ = 0. (23.15)

Now recall the seawater chemical potential is given by equation (22.95) in terms of the
salinity derivative of the specific Gibbs potential

µ = µsalt − µwater =

[
∂G

∂S

]
T,p

, (23.16)

where S = Csalt is the salt concentration. Hence, we may consider the seawater chemical potential
to be a function of the temperature, pressure, and salt concentration

µ = µ(T, p, S). (23.17)

The equilibrium conditions dT = 0 and dµ = 0 lead to

∂µ

∂S
dS +

∂µ

∂p
dp = 0. (23.18)

The hydrostatic relation dp = −ρ dΦ leads to

∂µ

∂S

dS

dΦ
= ρ

∂µ

∂p
. (23.19)

Of when the geopotential takes on the simple form, Φ = g z, then

∂µ

∂S

dS

dz
= g ρ

∂µ

∂p
. (23.20)

We thus conclude that at thermodynamic equilibrium, the salinity maintains a nonzero
geopotential gradient whereas the in situ temperature is uniform.

23.1.5 Comments and further study
A depth independent in situ temperature is not observed in the ocean or atmosphere. Likewise,
as noted on page 28 of Kamenkovich (1977), the vertical salinity gradient implied by the

3This constraint is appropriate since we are looking for the entropy extrema for an isolated system with no
boundary fluxes of either salt or freshwater.

page 588 of 2158 geophysical fluid mechanics



23.2. ADIABATIC LAPSE RATE

equilibrium relation (23.19) is not observed in the ocean. Both results point to the absence of
thermodynamic equilibrium for the macroscale atmosphere and ocean. The absence of global
thermodynamic equilibrium is expected since both the atmosphere and ocean are not isolated
systems. Furthermore, the fluids are both turbulently mixed rather than mixed solely by
molecular processes, with turbulent mixing not leading to thermodynamic equilibrium.4

Although we do not generally observe temperature close to thermodynamic equilibrium,
we do find a horizontally local hydrostatic balance to be well maintained by the large-scale
atmosphere and ocean. In addition to being a thermodynamic equilibrium state, hydrostatic
balance is a mechanical equilibrium state (Section 24.6). We thus conclude that for a moving
and turbulent geophysical fluid, the mechanical equilibrium state of hydrostatic balance is far
more robust than full thermodynamic equilibrium of in situ temperature and material tracers.
The reason is that mechanical equilibrium is enabled by macroscopic motion (e.g., acoustic
waves), whereas thermodynamic equilibrium required for uniform in situ temperature is enabled
by the far slower molecular diffusion.

The presentation in this section largely follows §25 of Landau and Lifshitz (1980) and Section
1.8 of Kamenkovich (1977).

23.2 Adiabatic lapse rate
The temperature of a fluid can change without the transfer of heat. This adiabatic temperature
change arises when the fluid pressure changes. We here introduce the adiabatic lapse rate, which
measures the vertical variations in temperature for a static fluid placed in a gravity field. There
are two lapse rates commonly considered: one related to height and one related to pressure.
We introduce some manipulations commonly performed with thermodynamic state functions
and their partial derivatives, with the goal of expressing the lapse rate in terms of commonly
measured response functions.

23.2.1 Isentropic rearrangement

Consider a finite region of a static fluid in a gravitational field. Assume the fluid is initially in
a horizontal layer in thermodynamic equilibrium so that it has a uniform in situ temperature.
Now rearrange the fluid into a vertical column, and do so without changing the entropy; i.e.,
without the transfer of heat across the fluid boundary (adiabatically) and without mixing any of
its matter constituents. Performing this rearrangement raises the center of mass of the fluid and
thus increases the gravitational potential energy. This process requires mechanical work against
the gravitational field.

Gravity makes pressure at the bottom of the vertical fluid column greater than at the top.
This pressure difference modifies the temperature in the column, thus putting the fluid out of
global thermodynamic equilibrium. We seek a general expression for how changes in pressure
affects changes in temperature for a static fluid, with the pressure changes imparted reversibly
and adiabatically so that entropy does not change. Mathematically, we seek an expression for
the partial derivative

Γ̂ ≡
[
∂T

∂p

]
C,S

, (23.21)

which is known as the adiabatic lapse rate. The adiabatic lapse rate can be measured directly,
with empirical expressions fit to laboratory measurements. Additionally, it is convenient to

4As emphasized in Section 22.1 and in Chapter 26, the macroscale atmosphere and ocean are not in ther-
modynamic equilibrium, and yet these fluids maintain local thermodynamic equilibrium at the scale of fluid
elements.
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express it in terms of other thermodynamic response functions in order to garner further physical
insight. The necessary manipulations form the bulk of this section.

23.2.2 Thermodynamic formulation
When the matter concentration is held fixed, the equation of state (22.87) allows us to consider
entropy as a function of temperature and pressure so that

dS =

[
∂S

∂T

]
p

dT +

[
∂S

∂p

]
T

dp. (23.22)

Substituting the definition of heat capacity from equation (22.99) leads to

T dS = cp dT + T

[
∂S

∂p

]
T

dp. (23.23)

It is useful to eliminate (∂S/∂p)T in favor of a more easily measurable quantity. For that purpose
we make use of the Maxwell relation (22.111) to write[

∂S

∂p

]
T

= −
[
∂νs
∂T

]
p

. (23.24)

Introducing the thermal expansion coefficient (22.103) yields an expression for changes in entropy
in terms of changes in temperature and pressure

T dS = cp dT − T
[
∂νs
∂T

]
p

dp = cp dT −
[
T αT

ρ

]
dp. (23.25)

Since cp and αT are readily measurable response functions, the expression (23.25) is a useful
means to compute infinitesimal entropy changes when matter concentration is held constant.

23.2.3 Adiabatic lapse rate for pressure changes
Equation (23.25) means that the change in temperature associated with changes in pressure,
with dS = 0 and dC = 0, can be written

Γ̂ =

[
∂T

∂p

]
C,S

=
T αT

ρ cp
. (23.26)

This relation holds for any form of pressure changes, such as those due to hydrostatic pressure
changes or pressure fluctuations in an acoustic wave (see Section 51.4.4). Temperature indeed
changes when pressure changes, even though there has been no heat exchanged with the
environment. With Γ̂ so defined, we can write the entropy change in equation (23.25) as

T dS = cp (dT − Γ̂ dp). (23.27)

The term dT − Γ̂ dp subtracts from the in situ temperature differential the pressure induced
changes in temperature. In Section 23.3 we introduce the potential temperature, which is defined
just for the purpose of removing changes due to pressure.

23.2.4 Adiabatic lapse rate for height changes
A static fluid in a gravity field is in exact hydrostatic balance, whereby the pressure at a point
equals to the weight per area above that point (Section 24.6). Hydrostatic balance in a constant
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gravity field maintains the following relation between the pressure differential and the vertical
differential

dp = −g ρ dz. (23.28)

Use of the chain rule within the lapse rate expression (23.26) leads to

Γ =

[
∂T

∂z

]
C,S

=

[
∂T

∂p

]
C,S

[
∂p

∂z

]
= −ρ g

[
T αT

ρ cp

]
= −g T αT

cp
. (23.29)

This form for the lapse rates measures the change in temperature (the lapse) within a constant
composition fluid element as it is isentropically moved vertically through a hydrostatic pressure
field.

23.2.5 Further study
In Section 23.4.9 we consider the adiabatic lapse rate for the special case of a simple ideal gas.
For this gas, the internal energy of a fluid element is represented entirely by its temperature,
and pressure is caused solely by molecular thermal motion. For water, however, molecular
interaction energies are important, and pressure arises not only from thermal motion but also
from interaction forces of the densely packed molecules. It is these differences between the
behavior of water and a perfect gas that were examined by McDougall and Feistel (2003) in
terms of molecular dynamics. In particular, they note that the lapse rate, being proportional to
the thermal expansion coefficient, can be negative when the thermal expansion is negative. A
negative thermal expansion coefficient occurs in cool fresh water, such as the Baltic Sea, whereby
its temperature decreases as work is done on the fluid element as pressure increases.

The addition of water to the atmosphere modifies the lapse rate, as the air is then no longer
well approximated by an ideal gas. Chapter 18 of Vallis (2017) offers a pedagogical discussion of
the thermodynamics of a moist tropical atmosphere.

23.3 Potential temperature
As discussed in Section 23.1, thermodynamic equilibrium of a fluid in a geopotential field sees
the hydrostatic pressure balancing the weight of fluid. Thermodynamic equilibrium is also
characterized by a uniform in situ temperature, T , which requires removal of the temperature
gradient associated with the adiabatic lapse rate discussed in Section 23.2. The molecular
diffusive processes (see Section 26.11) that homogenize in situ temperature are very slow, so
that geophysical fluids are rarely in thermodynamic equilibrium. We here introduce the notion
of potential temperature, which offers a measure of temperature that removes the adiabatic lapse
rate. With some qualifiers discussed below, turbulent mixing processes active in geophysical
fluids lead to a nearly homogenous potential temperature. As such, potential temperature is a
more practical thermodynamic tracer than in situ temperature.

23.3.1 Motivating the definition of potential properties
We observe that the processes of heating and cooling of the ocean occur predominantly near
the ocean surface. In contrast, transport in the ocean interior is nearly adiabatic and isohaline
(i.e., nearly isentropic). The physical picture is suggested whereby the surface ocean boundary
layer experiences irreversible processes that set characteristics of water masses that move quasi-
reversibly within the ocean interior. As a means to characterize and thus to label these water
masses, oceanographers prefer to use properties that maintain constant values when moving
within the quasi-isentropic ocean interior. Salinity is a good label for this purpose since it is
only altered by mixing between waters of varying concentrations, and in turn it is materially
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constant in the absence of mixing.5 This behavior constitutes a basic property of material
tracers (tracers that measure the mass per mass of a constituent as discussed in Section 20.1).
However, it is not a property of the in situ temperature, T , which changes even in the absence
of mixing due to pressure effects. We are thus motivated to seek a thermodynamic property
that evolves analogously to material tracers, so that it can be used as a second material label for
fluid elements. A similar motivation stems from the analysis of atmospheric motions.

A thermodynamic property that remains constant when a fluid element is moved from one
pressure to another, without the transfer of heat or matter and without any kinetic energy
dissipation, is said to be a potential property. The potential temperature is the example that
concerns us in this section. As we will see, in some special cases the potential temperature is
directly proportional to the specific entropy. More practically, it offers a means to estimate the
heat transport within a geophysical fluid.

Conservative Temperature, Θ, is another potential property discussed in Section 26.11, with
Conservative Temperature defined as the potential enthalpy divided by a constant heat capacity.
As detailed in McDougall (2003), Conservative Temperature provides a more convenient and
accurate measure of heat transport in a geophysical fluid than potential temperature. As such,
Θ is now more commonly used in applications than potential temperature, θ, (McDougall et al.,
2021).

23.3.2 Temperature changes from pressure changes
Motion of a fluid element, without exchange of heat (adiabatic) or matter (constant concentration),
generally changes the pressure of the fluid element. In turn, this motion causes the in situ
temperature to have a differential that is in proportion to the adiabatic lapse rate given by
(Section 23.2)

dT = Γ̂ dp. (23.30)

Consequently, and as already noted, the in situ temperature is not a useful thermodynamic
variable to label fluid elements since it changes even in the absence of irreversible mixing processes.
Instead, it is more useful to remove the adiabatic pressure effects. This is the key reason for
introducing potential temperature.

̂z

(T, C, p, 𝒮)

(θ, C, pR, 𝒮)
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z = ⌘b(x, y)

Figure 23.1: Potential temperature is the in situ temperature that a fluid element of fixed material composition
would have if isentropically displaced from its in situ pressure to a reference pressure, pR. The schematic here
depicts that displacement for a seawater fluid element with in situ temperature, T , salinity, S = 1000C, pressure,
p, and specific entropy, S. The element is moved to the ocean surface with the standard sea level atmospheric
pressure providing the reference pressure.

5There are nuances concerning what we mean by “salinity”, with details given by IOC et al. (2010) (in
particular, see Sections A.8 and A.9). We are not directly concerned with these nuances in this book, though note
that they are important for ocean measurements and the interpretation of salinity as used in numerical ocean
models (McDougall et al., 2021).

page 592 of 2158 geophysical fluid mechanics



23.3. POTENTIAL TEMPERATURE

23.3.3 Defining the potential temperature
Operationally, the potential temperature is based on removing adiabatic pressure effects from
in situ temperature. That is, potential temperature is defined as the in situ temperature that
a fluid element of fixed material composition would have if it were isentropically transported
from its in situ pressure to a reference pressure pR, with the reference pressure typically taken at
the ocean/land surface (see Figure 23.1). Mathematically, the potential temperature, θ, is the
reference temperature obtained via integration of dT = Γ̂ dp for an isentropic in situ temperature
change with respect to pressure

ˆ T

θ
dT ′ =

ˆ p

pR

Γ̂(T, p′, C) dp′ =⇒ T = θ(T, pR, C) +

ˆ p

pR

Γ̂(T, p′, C) dp′, (23.31)

with Γ̂ the lapse rate defined in terms of pressure changes (equation (23.26)). By definition, the
in situ temperature, T , equals the potential temperature, θ, at the reference pressure, p = pR.
Elsewhere, they differ by an amount determined by the adiabatic lapse rate. Furthermore, we
see that [

∂T

∂p

]
C,S

=

[
∂θ

∂p

]
C,S

+ Γ̂. (23.32)

However, by definition [
∂T

∂p

]
C,S

= Γ̂ (23.33)

so that [
∂θ

∂p

]
C,S

= 0. (23.34)

That is, by construction, the potential temperature depends explicity on the concentration, C,
and in situ temperature, T , and has a parametric dependence on the reference pressure. It has
no explicit dependence on the in situ pressure when holding tracer concentration and entropy
fixed. Finally, we emphasize that the potential temperature is a function of tracer concentration,
C. Hence, the potential temperature generally changes if the tracer concentration changes. For
example, potential temperature in the ocean changes if the salinity changes.

23.3.4 Potential temperature and specific entropy
An alternative definition of the potential temperature follows by noting that the entropy of a fluid
element remains unchanged as it is reversibly moved to the reference pressure. Consequently,
writing entropy as a function of the in situ temperature, pressure, and matter concentration as
in equation (22.87)

S = S(T, p, C) (23.35)

leads to the defining identity for potential temperature

S = S(T, p, C) = S(θ, pR, C). (23.36)

This relation directly connects changes in entropy to changes in potential temperature

dS =

[
∂S(θ, pR, C)

∂θ

]
C

dθ. (23.37)

Consequently, the reversible transport of a fluid element with constant matter concentration
(dC = 0) occurs with both a constant specific entropy and constant potential temperature.

We can go even further than the relation (23.37) by recalling that equation (23.27) relates
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the differential of specific entropy to temperature and pressure

T dS = cp (dT − Γ̂ dp), (23.38)

where Γ̂ is the adiabatic lapse rate defined in terms of pressure changes (equation (23.26)), and
we set dC = 0. To relate dT − Γ̂ dp to dθ we write the potential temperature equation (23.31)
in the form

θ(T, pR, C) = T −
ˆ p

pR

Γ̂(T, p′, C) dp′ = T −Ψ(T, p, C, pR), (23.39)

so that the differentials are related by

dθ = dT − dΨ. (23.40)

We evaluate dΨ using the chain rule and then specialize to the case of constant composition and
with a fixed reference pressure

dΨ =
∂Ψ

∂T
dT +

∂Ψ

∂p
dp+

∂Ψ

∂C
dC +

∂Ψ

∂pR
dpR (23.41a)

=
∂Ψ

∂T
dT +

∂Ψ

∂p
dp (23.41b)

≡
ˆ p

pR

∂Γ̂(T, p′, C)

∂T
dp′ + Γ̂(T, p, C) dp. (23.41c)

Evaluating this differentials at the reference pressure removes the integral so that

dΨ = Γ̂(T, pR, C) dp, (23.42)

in which case the potential temperature differential is

dθ = dT − Γ̂(T, pR, C) dp. (23.43)

Making use of this relation in equation (23.38) renders an expression for the entropy differential
in terms of the potential temperature differential

dS = cp θ
−1 dθ p = pR and dC = 0. (23.44)

Although evaluated at the reference pressure, as part of exercise 26.4 we see that this relation
holds for an ideal gas at all pressures. Furthermore, as part of exercise 26.5 we see that this
relation also holds for all pressures in certain liquids.

23.4 Thermodynamic relations for a simple ideal gas

In an ideal gas, we ignore the potential energy of intermolecular interaction forces between
molecules. Also, the molecules in an ideal gas are assumed to occupy zero volume (i.e., they
are point particles), although they do collide elastically. As a result, the internal energy of an
ideal gas is just due to translation, rotation, and vibration of molecules. We refer to a simple
ideal gas as an ideal gas where the internal energy is a linear function of temperature. In this
section we develop a variety of thermodynamic relations for a simple ideal gas atmosphere in
exact hydrostatic balance. Although the real atmosphere is moving, and thus not in exact
hydrostatic balance, and the real atmosphere is not a simple ideal gas (i.e., it has moisture and
that alters the thermodynamic relations), it turns out that many of the relations established
here are rather accurate approximations to the real atmosphere. Furthermore, by exposing these
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relations for the ideal gas, we further our understanding of the more general thermodynamic
relations established earlier in this chapter.

23.4.1 Equation of state
An ideal gas satisfies the following equation of state (see Section 16.3.2)

P V = nRg T, (23.45)

where p is the pressure, V is the volume, n is the number of moles,

Rg = 8.314 J mole−1 K−1 = 8.314 kg m2 s−2 mole−1 K−1 (23.46)

is the universal gas constant, and T is the absolute temperature in Kelvin (see Section 16.3.2).
The number of moles equals to the mass, M , of the gas divided by the mass per mole, Mmole

n =M/Mmole. (23.47)

The mass density, ρ =M/V , is thus given by

ρ =
pMmole

T Rg
≡ p

T RM
, (23.48)

where
RM = Rg/Mmole (23.49)

is the specific gas constant as defined by the universal gas constant normalized by the molar
mass for the constituent. For air we have (Section 16.3.2)

M air = 28.8× 10−3 kg mole−1 (23.50)

so that air’s specific gas constant is

Rair =
Rg

M air
=

8.314 kg m2 s−2 mole−1 K−1

28.8× 10−3 kg mole−1 = 2.938× 102 m2 s−2 K−1. (23.51)

The relation (23.48) is known as a thermal equation of state, or more succinctly just an
equation of state (see Section 30.3 for more discussion). It shows that the mass density of
an ideal gas is directly proportional to the pressure: increasing pressure increases density. In
contrast, mass density is inversely proportional to the temperature: increases in temperature
lead to lower mass density. This behavior for the ideal gas density is reflected in certain real
gases and liquids.6

23.4.2 Internal energy
An ideal gas is comprised of molecules that interact only through elastic collisions. There are
no inter-molecular forces. Furthermore, the volume of the individual molecules is ignored in
comparison to the volume of empty space between the molecules, so they are approximated as
point masses. Consequently, the internal energy for an ideal gas is independent of density and of
the matter concentration. It is hence a function only of the temperature, which measures the
kinetic energy of the elastic point molecules

I = I(T ) ideal gas. (23.52)

6A notable counter-example is water near its freezing point, which becomes more dense as temperature rises.
This anomalous behavior is why a body of water freezes from the top down rather than from the bottom up.
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Consequently, the exact differential of internal energy for an ideal gas is

dI = cv dT. (23.53)

The appearance of cv, the constant volume specific heat capacity discussed in Section 22.7.1,
arises in order for the ideal gas internal energy to satisfy the general equation (22.100). The heat
capacity for an ideal gas is generally a function of temperature. However, for many applications
it is sufficient to consider a simple ideal gas, in which cv is a constant so that

I = cv T + constant simple ideal gas. (23.54)

The arbitrary constant of integration is generally set to zero so that the internal energy vanishes
at absolute zero.

23.4.3 Heat capacity

The heat capacity is a constant for a simple ideal gas (equation 23.54). Results from statistical
mechanics show that the thermal/internal energy per molecule equals to kB T/2 per excited
molecular degree of freedom, where

kB = 1.3806× 10−23 m2 kg s−2 K−1 (23.55)

is the Boltzmann constant. Dry air is mostly comprised of the diatomic molecules N2 and O2.
Diatomic molecules at temperatures of the lower atmosphere have two rotational and three
translational degrees of freedom,7 so that Imolecule = 5 kB T/2.

We convert this energy per molecule to an energy per mole of diatomic molecules by
multiplying by Avogadro’s number (equation (16.12))

Imole diatomic = 5Av kB T/2 = 5Rg T/2, (23.56)

where the gas constant is given by

Rg = Av kB (23.57a)

=
(
6.022× 1023 mole−1

) (
1.3806× 10−23 m2 kg s−2 K−1

)
(23.57b)

= 8.314 kg m2 s−2 mole−1 K−1. (23.57c)

Finally, dividing by the molar mass for dry air (equation (16.13))

M air = 0.028 kg mole−1 (23.58)

leads to the simple ideal gas approximation to the dry air heat capacity

cv =
5Rg

2M air
= 742 m2 s−2 K−1. (23.59)

The measured heat capacity for dry air at standard temperature (300 K) is 718 m2 s−2 K−1, so
the simple ideal gas estimate is only (742− 718)/718 = 3.3% too large.

7At high temperatures, two vibrational degrees of freedom are also excited so that Imolecule = 7 kB T/2 at high
temperatures.
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23.4.4 Enthalpy

The enthalpy is generally given by equation (22.73), which for a simple ideal gas takes the form

H = I+ p/ρ = cv T +
T Rg

Mmole

= T (cv +RM) (23.60)

where RM = Rg/Mmole (equation (23.49)) is the specific gas constant for the gas. Recall that the
constant pressure heat capacity is given by equation (22.102)

cp = T

[
∂S

∂T

]
p,C

=

[
∂H

∂T

]
p,C

. (23.61)

Consequently, for a simple ideal gas we have

cp = cv +RM and H = cp T. (23.62)

23.4.5 Thermal expansion coefficient

The thermal expansion coefficient for an ideal gas is given by

αT = −1

ρ

∂ρ

∂T
=

1

T
, (23.63)

so that as temperature increases the thermal expansion decreases.

23.4.6 Fundamental thermodynamic relations

The fundamental thermodynamic relation, written in terms of internal energy (equation (22.56b))
and enthalpy (equation (22.73)), are given by

dI = T dS− pdνs + µdC (23.64)

dH = T dS+ νs dp+ µdC. (23.65)

For a simple ideal gas these relations take the form

cv dT = T dS− pdνs + µ dC (23.66)

cp dT = T dS+ νs dp+ µdC. (23.67)

23.4.7 Isothermal compressibility

The isothermal compressibility measures the change in volume when holding the temperature
and matter concentration fixed and it is determined by the partial derivatives

− 1

V

[
∂V

∂p

]
T,C

=
1

ρ

[
∂ρ

∂p

]
T,C

. (23.68)

For an ideal gas the compressibility is given by

− 1

V

[
∂V

∂p

]
T,C

=
1

p
, (23.69)

so that the compressibility decreases when pressure increases.
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23.4.8 Sound speed

As studied in Chapter 51, sound travels through a fluid through compression and expansion
of the fluid media. So we expect the sound speed to be related to the compressibility. But
rather than the isothermal compressibility considered above, sound waves are largely adiabatic
waves so that the entropy is constant. We are thus in need of the isentropic compressibility
to compute the sound speed. That is, as defined by equation (22.105), the sound speed is the
pressure derivative of density computed with entropy and matter concentration held fixed. We
make use of the fundamental relations (23.66) and (23.67), with dS = 0 and dC = 0 to have

cv
cp

=
p

ρ

[
∂ρ

∂p

]
S,C

= (p/ρ) c−2
s =⇒ c2s = (p/ρ)(cp/cv) = T RM (cp/cv). (23.70)

For an ideal diatomic gas, such as nitrogen and oxygen, the ratio cp/cv = 7/5. Taking RM =
2.938× 102 m2 s−2 K−1 for air from equation (23.51) then leads to

cs ≈ 350 m s−1 for T = 300 K. (23.71)

23.4.9 Adiabatic lapse rate

For an ideal gas, the thermal expansion coefficient is given by (equation (23.63)) αT = T−1 so
that the lapse rates are

Γ̂ =
1

ρ cp
and Γ = − g

cp
. (23.72)

The measured specific heat capacity for a dry atmosphere at standard temperature (300 K) is

cp = 1005 m2 s−2 K−1 (23.73)

so that the adiabatic lapse rate for a dry atmosphere is roughly

Γd = −9.8 K/(1000 m). (23.74)

Hence, temperature decreases by nearly 10 K when rising 1000 m in a dry and ideal gas
atmosphere.

23.4.10 Geopotential thickness

We now establish basic relations for a static atmosphere satisfying the hydrostatic balance.
These relations also hold to a very good approximation for the large-scale atmosphere given the
dominance of approximate hydrostatic balance for these scales (see Section 27.2).

From the hydrostatic equation (24.56) we know that the pressure on a geopotential, Φ1,
equals to

p(Φ1) =

ˆ ∞

Φ1

ρ(Φ) dΦ (23.75)

where we assumed that p(Φ2 =∞) = 0. Equation (24.55) allows us to write the integrand as

dΦ = −ρ−1 dp = −T R
air dp

p
, (23.76)

where the second equality assumed an ideal gas atmosphere. Vertical integration of equation
(23.76) leads to the hypsometric equation, which provides the geopotential thickness between
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two pressure isosurfaces

Φ(z2)− Φ(z1) = −Rair

ˆ p2

p1

T d(ln p). (23.77)

Recall that dp < 0 if dz > 0 since the hydrostatic pressure decreases when moving up in the
atmosphere. We define the geopotential height according to

Z = Φ/g, (23.78)

where g is the gravitational acceleration at sea level. The geopotential height is close to the
geometric height in the troposphere and lower stratosphere. The hypsometric equation (23.77)
says that the geopotential thickness between two isobars is

Z2 − Z1 =
Rair

g

ˆ p1

p2

T d(ln p). (23.79)

Defining the layer mean temperature

⟨T ⟩ =
´ p1
p2
T d(ln p)´ p1

p2
d(ln p)

(23.80)

and the layer mean scale height

H =
Rair ⟨T ⟩
g

(23.81)

leads to the geopotential thickness

Z2 − Z1 = −H ln(p2/p1) (23.82)

The geopotential thickness is thus directly proportional to the mean temperature within the
pressure layer, with thicker layers, for example, with higher mean temperatures.

We can invert the geopotential thickness relation (23.82) for the pressures to render

p1 = p2 e
−(Z1−Z2)/H . (23.83)

This relation, or more commonly its simplified version (23.87) discussed below, is sometimes
referred to as the law of atmospheres or the barometric law. The scale height is a function of
pressure through its dependence on the layer averaged temperature in equation (23.81). For
the special case of an atmosphere with a constant temperature, T , then the scale height is a
constant8

Hconst =
Rair Tconst

g
. (23.84)

Setting Tconst = 300 K and using the specific gas constant for air from equation (23.51) leads to
the scale height

Hconst =
2.938× 102 m2 s−2 K−1 × 300 K

9.8 m s−2
≈ 9× 103 m. (23.85)

It is furthermore convenient to set Z2 = 0 with p2 = pslp the sea level pressure, whose global
average is

⟨pslp⟩ = 101.325× 103 N m−2. (23.86)

8As we saw earlier in this chapter, a fluid has uniform temperature at thermodynamic equilibrium. However,
the effects from turbulent motions, even very modest turbulent motions, readily break thermodynamic equilibrium.
This topic was discussed on page 299 of Maxwell (1872), where he also credits input from Lord Kelvin.
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The pressure in an isothermal atmosphere thus decreases exponentially with geopotential height
according to the scale height

p(Z) = ⟨pslp⟩ exp(−Z/Hconst). (23.87)

23.4.11 Potential temperature
The fundamental thermodynamic relation for a simple ideal gas (23.67) takes on the following
form for an isentropic change

cp dT = νs dp. (23.88)

Dividing both sides by temperature and using the ideal gas relation

νs
T

=
RM

p
(23.89)

leads to
cp d(lnT ) = RM d(ln p). (23.90)

Since cp and R
M are constants, we can integrate this relation from the reference pressure to an

arbitrary pressure

cp

ˆ T

θ
d(lnT ) = RM

ˆ p

pR

d(ln p), (23.91)

which renders the explicit expression for the potential temperature of a simple ideal gas

θ = T

[
pR
p

]RM/cp

where cp =
7RM

2
, (23.92)

with cp the constant pressure heat capacity of a simple ideal gas of diatomic molecules (Section
23.4.3). In some treatments (e.g., Exercise 23.3) it is useful to introduce the Exner function

Π =
cp T

θ
= cp

[
p

pR

]RM/cp

. (23.93)

In Exercise 23.2 we show that ∂θ/∂p = 0 for the ideal gas, thus exemplifying the removal
of explicit pressure effects from the potential temperature. Furthermore, it follows from equa-
tion (23.92) that the potential temperature differential is related to temperature and pressure
differentials via

δθ

θ
=
δT

T
− δp

p
. (23.94)

In particular, if the differential is computed between points in space within a fluid at a particular
time instance, then we are led to the relationship between spatial gradients

∇θ
θ

=
∇T
T
− ∇p

p
. (23.95)

23.4.12 Further study
Atmospheric sciences and dynamic meteorology books have thorough discussions of ideal gas
thermodynamics. Some of the material in section 2.7 of Holton and Hakim (2013) was used in
the present section.
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23.5 Exercises
exercise 23.1: Geopotential height
The geopotential height is the height above the earth of a chosen pressure surface.

(a) Show that an ideal gas atmosphere in exact hydrostatic balance with a uniform lapse rate

dT

dz
= −|Γ| = constant (23.96)

has a geopotential height at a pressure p given by

z =
T0
|Γ|

[
1−

[
p0
p

]−RM |Γ|/g
]
, (23.97)

where T0 is the temperature at z = 0.

(b) For an isothermal atmosphere, obtain an expression for the geopotential height as a function
of pressure, and show that this result is consistent with the expression (23.97) in the
appropriate limit.

exercise 23.2: Potential temperature for an ideal gas
Show that ∂θ/∂p = 0 for the potential temperature of an ideal gas given by equation (23.92)

θ = T

[
pR
p

]RM/cp

. (23.98)

Hint: remember that ∂T/∂p ̸= 0 since the partial derivative is computed with other variables
fixed.

exercise 23.3: Thermodynamic relations for an atmosphere
In this exercise, we establish some relations for an ideal gas atmosphere, and one relation holding
for an arbitrary equation of state. We assume that the gravitational acceleration is constant
throughout the full depth of the atmosphere. This assumption becomes questionable when
integrating to the top of the atmosphere. We furthermore ignore differences in the horizontal
cross-sectional area of a fluid column at the bottom and top of the atmosphere arising from the
spherical nature of the planet. These two assumption are sufficient for our purposes.

(a) pressure-height identity: Prove the following identity and state your assumptions

ˆ ps

0
z dp =

ˆ ztop

z=0
p dz. (23.99)

This identity will be of use for some of the following questions.

(b) Ideal gas I+Φ integrated over depth of a hydrostatic atmosphere: For an ideal
gas atmosphere in exact hydrostatic balance, show that the integral of the gravitational
potential energy plus internal energy from the surface to the top of the atmosphere is
equal to the integral of the enthalpy of the atmosphere

ˆ ztop

0
(Φ + I) ρdz =

ˆ ztop

0
H ρdz, (23.100)

where
H = pα+ I (23.101)
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is the enthalpy per mass,
Φ = g z (23.102)

is the simple form of the geopotential, which is also the gravitational potential energy per
mass (Section 13.10.4), and I is the internal energy per mass. The height integral extends
from the surface where z = 0, to the top of the atmosphere where z = ztop.

(c) Vertical derivative of dry static energy: For an ideal gas atmosphere in hydrostatic
balance, show that

dσ

dz
= Π

dθ

dz
, (23.103)

where
σ = H +Φ (23.104)

is the dry static energy and
Π = cp (T/θ) (23.105)

is the Exner function introduced in equation (23.93).

(d) First identity for horizontal pressure gradient: For an ideal gas atmosphere
(either hydrostatic or non-hydrostatic), derive the following expression for the pressure
gradient acceleration

−1

ρ
∇p = −θ∇Π. (23.106)

It then follows that for any instant in time, we have the relation between differentials

ρ−1 dp = θ dΠ. (23.107)

(e) Second identity for horizontal pressure gradient: For an ideal gas atmosphere
(either hydrostatic or non-hydrostatic), derive the following expression for the pressure
gradient acceleration

−1

ρ
∇p = − c

2
s

ρ θ
∇(ρ θ), (23.108)

where cs is the sound speed.

(f) I + Φ integrated over depth of a hydrostatic atmosphere: Show that for a
hydrostatic atmosphere with an arbitrary equation of state

ˆ ps

0
(Φ + I) dp =

ˆ ps

0
H dp. (23.109)

That is, show that the relation in the first part of this problem holds even without making
the ideal gas assumption.

exercise 23.4: Unit Knudsen number
Recall from Section 16.2.2 that the Knudsen number is the ratio Kn = Lmfp/Lmacro, where
Lmacro ≈ 10−4 m is the macroscopic length scale used in the discussion of the continuum
approximation, and Lmfp is the molecular mean free path (Section 16.3.3). Throughout this
exercise make use of pstand = 101.325× 103 Pa for standard atmospheric pressure.

(a) Consider a mole of an isothermal and ideal gas atmosphere of T = 300K with a constant
gravitational acceleration. At what pressure is the Knudsen number unity? Write your
answer as a fraction of standard sea atmospheric pressure, pstand.
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(b) Compute the altitude corresponding to the above pressure, assuming the sea level pressure
is pslp and the geopotential is Φ = g z. Hint: make use of results from Section 23.4.10.

(c) Assuming p = pstand, at what temperature is Kn = 1? Hint: assume the ideal gas law holds
regardless the temperature.

(d) Comment on what is the least atmospherically relevant assumption made during this
exercise.
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Dynamics is the area of mechanics that examines the causes of motion. For a classical
mechanical system, such as a geophysical fluid, understanding the cause of motion requires
understanding forces and energies. The force approach follows the methods of Newtonian
mechanics whereas the energy approach follows the methods of Hamilton’s principle. The bulk
of this part of the book takes the Newtonian approach by studying the variety of forces acting
on a geophysical fluid. Even so, in Chapter 47 we establish elements of Hamilton’s principle as
applied to perfect geophysical fluids. Throughout this part of the book we encounter a suite of
theoretical concepts that form the foundations of geophysical fluid mechanics. Our presentation
typically moves from the general to the specific, with each chapter written in a manner that
allows it to be picked up without relying too much on other chapters. The general to specific
presentation allows us to establish general principles based on fundamental concepts and to then
see how those concept manifest in specific contexts.

Forces of concern in geophysical fluid mechanics include the body force acting on a fluid
element from the earth’s gravity field along with the contact forces from pressure and friction
that act between adjacent fluid elements. Additionally, by choosing to work in a non-inertial
rotating terrestrial reference frame, we encounter body forces from the Coriolis and planetary
centrifugal accelerations, just as encountered for geophysical particle mechanics in Part II of
this book. Each of these forces play important roles in determining the diversity of geophysical
fluid motion, and their analysis leads to dynamical insights into the nature and causes of fluid
motion. We observe that forces in fluids are commonly inferred from kinematic properties of the
motion, thus making use of the fluid kinematics from Part III.

summary of the dynamics chapters

We start the development of dynamics by formulating the equations of motion (linear
momentum and angular momentum) in Chapter 24 using Newtonian methods. In subsequent
chapters we study the forces appearing in these equations, including friction (Chapter 25),
pressure (Chapter 28), and buoyancy (Chapter 30). Buoyancy is the vertical pressure force,
arising from density inhomogeneities, that are not balanced by gravity. As such, our study of
buoyancy focuses on vertical forces, which contrasts to our study of pressure form stresses in
Chapter 28, which focus on horizontal forces.

When studying buoyancy in Chapter 30, we make use of an equation of state that provides the
mass density of a fluid element as a function of thermodynamical properties such as temperature,
pressure, and matter concentration. In Chapter 26 we study the flow of energy through the
fluid, including both mechanical energy of the macroscopic fluid and the internal energy of the
molecular degrees of freedom. We thus study how mechanical energy is exchanged with internal
energy in the presence of work done by pressure and heat generated by friction.

Chapters 27 and 29 introduce a variety of approximate equations that allow us to focus on
selected dynamical regimes by filtering away selected phenomena. It is here that we encounter
the hydrostatic approximation and the Boussinesq ocean approximation, both of which are
commonly used for large-scale models of the ocean and atmosphere. Approximate balances are
further examined in Chapter 31, where we study the mechanics of a rapidly rotating fluid. We
here encounter the geostrophic balance, which is a diagnostic balance appropriate for describing
large-scale geophysical flows in which the horizontal pressure acceleration is balanced by the
Coriolis acceleration. Geostrophic balance is one of the variety of balances considered in Chapter
32, which introduces balanced flow regimes pertaining to horizontal motions. Chapter 33
examines the physics of an Ekman boundary layer in which the Coriolis acceleration balances
vertical friction. Throughout this book, we generally assume a constant effective gravitational
acceleration. However, observations of the ocean typically encouter motions arising from spatial-
temporal variations of the gravity field that give rise to tides. Given this observation, we take a
brief look in Chapter 34 at how to formulate the equations of geophysical fluid mechanics in the
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presence of a space and time dependent gravitational acceleration. We close this part of the
book in Chapter 47 by developing Hamilton’s variational principle for perfect geophysical fluids.
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Chapter 24

MOMENTUM DYNAMICS

We here formulate the fluid mechanical equations for linear momentum and axial angular
momentum for geophysical fluid motions. We derive these equations of geophysical fluid
dynamics (GFD) using Newton’s laws of motion applied to a gravitationally stratified fluid
continuum moving on a rotating planet where the rotation rate is constant in time. Relative to
the point particle, the new dynamical feature afforded to the continuum concerns contact forces
between fluid elements, which lead to pressure and frictional forces from mechanical interactions.

reader’s guide to this chapter
We make liberal use of results from point particle mechanics studied in Part II as well as

fluid kinematics from Part III. There are various places in this chapter where we consider
integrals of vectors over finite regions, such as when forming the finite volume (weak form)
momentum budget as well as the angular momentum budget. As written, such discussions
hold for Cartesian tensors, such as for the planetary Cartesian coordinates from Chapter 13
or the tangent plane Cartesian coordinates from Section 24.5. More care than given here is
needed for general tensors on general manifolds.
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24.1 Loose threads
• Figures needed

24.2 Linear momentum equation
We here summarize elements of classical continuum mechanics and in turn apply Newton’s second
law to derive the linear momentum budget for a fluid continuum. We present the momentum
budget over both a finite volume region of the fluid (weak formulation) and for an infinitesimal
fluid element (strong formulation).

24.2.1 Body forces
Forces acting on an arbitrary region, R, of a continuous matter distribution are of two general
types. The first involves forces that originate from outside of the matter and act throughout the
body, thus motivating the names external forces, body forces, or long range forces. Examples
include gravitational forces (including the planetary gravitational force as well as astronomical
tidal forces); planetary Coriolis force and planetary centrifugal force (due to the rotating planetary
reference frame); and electromagnetic forces (due to motion of charged matter moving through
an electromagnetic field, with such forces ignored in this book). The net body force acting on a
finite volume of continuum matter is the volume integral of the body force per unit mass, fbody,
multiplied by the mass of the matter

Fbody =

ˆ
R

fbody ρdV. (24.1)

For example, the effective gravitational force (combination of central gravity plus planetary
centrifugal) acting on a volume of fluid is given by

Feffective gravity =

ˆ
R

g ρdV, (24.2)

where g = −∇Φ is the effective acceleration of gravity with Φ the geopotential (Section 13.10.4).
Likewise, the Coriolis force acting on the volume is given by

FCoriolis = −2
ˆ
R

(Ω× v) ρdV. (24.3)

These body forces have the same appearance as for the point particle in Chapter 13, with the
only difference being the material is now a continuous media rather than a point mass, thus
requiring us to integrate over the region.

24.2.2 Contact forces
The second kind of forces are internal or contact forces, such as pressure forces and frictional
forces. Contact forces are molecular in origin, though we are unconcerned with details of the
molecular dynamics leading to these forces. In some areas of continuum mechanics, contact
forces are referred to as tractions. These forces act on a region of a continuous media through
the area integrated stresses acting on the boundary enclosing the region. Mathematically, we
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compute the contact force exerted on the region by area integrating the stress tensor projected
onto the normal direction along the region boundary

Fcontact =

˛
∂R

T · n̂dS, (24.4)

where n̂ is the outward normal direction orienting the domain boundary with dS the associated
area element, and T is the second order stress tensor. We have more to say about the stress
tensor in the following as well as in Chapter 25. For now, we must be satisfied regarding equation
24.4 as the definition of a contact force.

Contact forces affect continuous media and they do so through the nonzero spatial extent of
elements within the media, with this spatial extent allowing for interactions between adjacent
fluid elements. Point particles (Part II) do not experience contact forces since point particles
have no spatial extent. Hence, contact forces represent a fundamentally new feature, conceptually
and operationally, to the fluid dynamical equations relative to the equations of point particles.

Stresses from friction and pressure

As detailed in Chapter 25, there are two types of stress that concern us: diagonal stresses
associated with reversible momentum exchange through pressure, and stresses associated with
the irreversible exchange of momentum through friction. Hence, it is convenient to decompose
the stress tensor components according to

Tab = τab − p gab. (24.5)

In this equation, p is the pressure, which is a force per unit area acting in a compressive manner
on the area of a surface. The second order tensor, gab, is a chosen coordinate representation of
the inverse metric tensor and it equals to the Kronecker or unit tensor when choosing Cartesian
coordinates in Euclidean space (Section 4.1). The frictional stress tensor is written τab. It is
also known as the deviatoric stress tensor as it represents deviations from the static case when
stress is due solely to pressure. The friction stress tensor generally has zero trace, with pressure
comprising the trace portion of the full stress tensor.

Substitution of the stress tensor (24.5) into the contact force expression (24.4) leads to

Fcontact =

˛
∂R

(τ · n̂− p n̂) dS, (24.6)

where the integral is taken over the bounding surface of the domain whose outward normal is n̂.
Given this expression for contact forces acting on the boundary of a fluid domain, it is seen that
positive pressure (p > 0) acts in the direction opposite to the surface’s outward normal so that
pressure always acts in a compressive manner. Deviatoric stresses create more general forces
on the bounding surface, which can have compressive, expansive, shearing, and/or rotational
characteristics.

Exchange of momentum between fluid elements

We mathematically represent the exchange of momentum between fluid elements via a symmetric
stress tensor, with symmetry implied by statements about angular momentum conservation
(detailed in Section 25.4). The divergence of the stress tensor then leads to a force acting on
the fluid element. The forces arising from molecular viscosity provide an irreversible exchange
of momentum that reduce the kinetic energy of fluid elements (Section 26.3.3). This process
is dissipative and thus referred to as friction. Furthermore, when averaging over turbulent
realizations of a fluid, the impacts on the mean flow are generally far larger than those associated
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with molecular viscosity, with these exchanges commonly parameterized via a symmetric stress
tensor.

A gauge symmetry of pressure force

The contribution from pressure in the contact force (24.6) remains invariant if pressure is shifted
by an arbitrary function of time

p(x, t)→ p(x, t) + F (t). (24.7)

We see this invariance by noting that

˛
∂R
F (t) n̂dS = F (t)

˛
∂R
n̂dS = 0, (24.8)

where the final equality follows from a corollary of the divergence theorem as discussed in Section
2.7.3. Briefly, through the divergence theorem in Section 2.7.2 we know that

˛
∂R
p n̂dS =

ˆ
R

∇pdV, (24.9)

so that if pressure is shifted by a spatial constant then the pressure gradient body force remains
unchanged, as will the integrated pressure contact force.

We refer to this invariance of the pressure force as a gauge symmetry. It means that motion
of the fluid remains unchanged if pressure is modified by a spatial constant that can generally
be a function of time.

24.2.3 Equation of motion

The linear momentum of a fluid region is given by

P =

ˆ
R

v ρdV. (24.10)

Applying Newton’s law of motion to the continuum leads to the finite volume equation of motion

d

dt

ˆ
R

v ρdV =

ˆ
R

ρfbody dV +

˛
∂R

T · n̂dS. (24.11)

The time derivative can be material, as for a constant mass fluid region moving with the
barycentric velocity. Or it could be Eulerian, as for a fixed region in space (see Section 20.2),
or it could be a time derivative following an arbitrary fluid region. Applying the divergence
theorem (Section 2.7.2) to the area integral yields

d

dt

ˆ
R

ρv dV =

ˆ
R

(ρfbody +∇ · T) dV, (24.12)

where we brought the contact forces into the volume integral through exposing the divergence of
the stress tensor.

page 612 of 2158 geophysical fluid mechanics



24.2. LINEAR MOMENTUM EQUATION

General form of the equation of motion for a fluid element

Since the volume under consideration is arbitrary, the integral relation (24.12) is satisfied for an
arbitrary region. We apply the result to an infinitesimal fluid element moving with the flow

D(ρv δV )

Dt
= δV (ρfbody +∇ · T). (24.13)

Assuming the mass for the fluid element is constant then reveals the strong form of the equation
of motion

ρ
Dv

Dt
= ρfbody +∇ · T⇐⇒ ρ

Dva
Dt

= ρ fa + ∂bTba. (24.14)

This equation is a continuum expression of Newton’s equation of motion, and it is sometimes
referred to as Cauchy’s equation of motion. The right expression exposes the Cartesian tensor
labels, with the “body” label dropped for brevity.

Momentum equation for a rotating fluid in a gravitational field

We now specialize the momentum equation (24.14) to suit the needs of geophysical fluid mechanics.
We first write the stress tensor in terms of the deviatoric component from friction and a diagonal
component from pressure (equation (24.6))

ρ
Dv

Dt
= ρfbody −∇p+∇ · τ. (24.15)

Next, move to a rotating terrestrial reference frame and thus expose the Coriolis acceleration
and the effective gravitational force (Section 13.11)

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ−∇p+∇ · τ. (24.16)

This form of the equation of motion arises from extracting the rigid-body motion of the basis
vectors to define the Coriolis acceleration (see Section 13.9). Any remaining changes to the basis
vectors arise from motion of the fluid relative to the rigid-body rotating reference frame, and
thus appear when expanding the material time derivative. The form (24.16) for the equation of
motion offers a suitable starting point for studies of geophysical fluid dynamics. It sometimes
goes by the name of Navier-Stokes equation. However, that name is more commonly applied to
the non-rotating case with a specific form for the friction operator (see Section 25.8.7). We thus
refer to equation (24.16) as Newton’s law of motion for a rotating fluid.1

24.2.4 Euler equation for perfect fluid motion

The inviscid form of the momentum equation (24.15) is known as the Euler equation of perfect
fluid mechanics

ρ
Dv

Dt
= ρfbody −∇p, (24.17)

where the body force is conservative. That is, the Euler equation is concerned just with fluid
motion in the absence of dissipative processes. The inviscid form of the momentum equation
(24.16) leads to the Euler equation in the presence of rotation and gravitation

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ−∇p. (24.18)

1The Navier-Stokes equations were first derived by Claude-Louis Navier in 1822 and later independently
derived by George Stokes in 1845.
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We have many occasions in this book to ignore dissipation, in which case we work with a
particular form of the Euler equation. We further comment on the Euler equation in Section
25.8.7.

24.2.5 Further study

Chapter 5 of Aris (1962) offers an insightful discussion of continuum mechanics as applied to
a fluid. Section 2.2 Vallis (2017) provides a thorough derivation of the dynamical equations
of motion for the atmosphere and ocean. We offer further discussion of the mathematics and
physics of stress in fluids in Chapters 25 and 28.

24.3 Spherical/geopotential coordinates
Geophysical fluids move on a rotating planet with the planet commonly assumed to have an
oblate spherical geometry, though with the equations approximated by their spherical form using
the geopotential vertical coordinate. To display the equations of motion, we make use of the
acceleration as derived in Section 13.11.3 for the point particle, using the geopotential coordinate
to measure radial distances from the center of the sphere, as well as the longitude and latitude
angular coordinates defined by Figure 4.3. The point particle time derivative, which is computed
following the particle, translates into a material time derivative for fluid elements. We are thus
led to the spherical equations of motion in their full glory

Du

Dt
+
u (w − v tanϕ)

r
+ 2Ω (w cosϕ− v sinϕ) = − 1

ρ r cosϕ

∂p

∂λ
+ F λ (24.19)

Dv

Dt
+
v w + u2 tanϕ

r
+ 2Ωu sinϕ = − 1

ρ r

∂p

∂ϕ
+ F ϕ (24.20)

Dw

Dt
− u2 + v2

r
− 2Ωu cosϕ = −g − 1

ρ

∂p

∂r
+ F r, (24.21)

where we introduced the spherical components to the friction acceleration

F = F λ λ̂+ F ϕ ϕ̂+ F r r̂, (24.22)

which is determined by the divergence of the frictional stress tensor. We also note the spherical
coordinate form for the gradient operator (Section 4.23.8)

∇ =
λ̂

r cosϕ

∂

∂λ
+
ϕ̂

r

∂

∂ϕ
+ r̂

∂

∂r
, (24.23)

as well as the material time derivative operator

D

Dt
=

∂

∂t
+ v · ∇ =

∂

∂t
+

u

r cosϕ

∂

∂λ
+
v

r

∂

∂ϕ
+ w

∂

∂r
. (24.24)

We can write the spherical momentum equations in a bit more compact form by introducing
the spherical coordinate velocity field (see equation (13.47))

v = u+ r̂w = u λ̂+ v ϕ̂+ w r̂ (24.25)

and the corresponding spherical coordinate acceleration

Asphere =
Du

Dt
λ̂+

Dv

Dt
ϕ̂+

Dw

Dt
r̂. (24.26)
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We also introduce the expression (13.82c) for the metric acceleration to render

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ−∇p+ ρF , (24.27)

where we have the acceleration relative to the rotating frame

Dv

Dt
= Asphere +

1

r
[u tanϕ (r̂ × v) + wu− r̂ u · u] . (24.28)

For some purposes it is convenient to combine one piece of the metric acceleration to the Coriolis
acceleration to yield

Asphere +
1

r
[wu− r̂ u · u] +

[
2Ω+

u tanϕ r̂

r

]
× v = −∇Φ− ρ−1∇p+ F . (24.29)

24.4 Vector-invariant velocity equation

The metric terms appearing in the momentum equation (24.29) are those terms proportional to
r−1 that arise from spatial dependence of the spherical unit vectors.2 An alternative formulation
removes these terms in favor of the vorticity and kinetic energy. For that purpose we make use
of the identity for the nonlinear self-advection term (equation (2.44))

(v · ∇)v = ω × v +∇(v · v)/2, (24.30)

where ω = ∇ × v is the vorticity that is studied in Part VII of this book. We derive the
corresponding vector-invariant form of the velocity equation using Cartesian coordinates and then
invoke general coordinate invariance (Section 3.1) to extend the result to arbitrary coordinates.3

Making use of equation (24.30) thus leads to the material acceleration

Dv

Dt
=
∂v

∂t
+ ω × v +∇(v · v)/2 (24.31)

so that the momentum equation (24.16) becomes the vector-invariant velocity equation

∂v

∂t
+ (2Ω+ ω)× v = −∇(Φ + v · v/2) + (1/ρ) (−∇p+∇ · τ). (24.32)

The name vector-invariant is motivated since the form of this equation remains unchanged when
using Cartesian or spherical coordinates. However, this name seems rather unnecessary since
when formulated using the tensor formalism from Chapters 3 and 4, any mathematical physics
equation remains form invariant.

24.4.1 Dynamic pressure
The velocity equation (24.32) is mathematically equivalent to the momentum equation (24.16).
Even so, it provides a more convenient means to derive Bernoulli’s theorem in Section 26.9.3
and the vorticity equation in Chapter 40. Furthermore, it highlights certain physical processes
affecting accelerations that are not obviously seen from the momentum equation. One such
process is the dynamic pressure, which arises from the kinetic energy per mass appearing in
the velocity equation (24.32). Gradients in the kinetic energy per mass contribute a dynamical

2The metric terms are referred to as Christoffel symbols in Section 4.11, which is the section where we derive
the covariant derivative of a vector.

3See Section 4.4.4 of Griffies (2004) for a detailed derivation using general coordinates.
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pressure gradient that accelerates the fluid down the kinetic energy gradient, from regions of
high kinetic energy per mass to regions of low kinetic energy per mass. To help understand this
process, consider a Boussinesq fluid (Chapter 29), in which case the density factor is a constant,
ρ = ρo, so that we can write the accelerations from pressure and kinetic energy as

−(1/ρo)∇p−∇(v · v/2) = −ρ−1
o ∇(p+ ρo v · v/2) ≡ −ρ−1

o ∇pstagnation. (24.33)

In this equation we defined the stagnation pressure (page 149 of Kundu et al. (2016)), also called
the total head (Section 3.1 of Saffman (1992))

pstagnation ≡ p+ ρo v · v/2, (24.34)

which is the sum of the mechanical pressure, p, plus the dynamic pressure, ρo v · v/2.
The stagnation pressure is the mechanical pressure required to keep the local acceleration

unchanged if the dynamic pressure is set to zero as per a stagnant fluid. This situation arises in
practice in a device known as a Pitot tube used to measure the speed of flow in a pipe, with the
Pitot tube making use of the Bernoulli theorem formulated in Section 26.9. Stagnation points
also arise at special points along solid objects within a moving fluid, such as wings. The dynamic
pressure, ρo v · v/2, provides an isotropic force per area in addition to mechanical pressure, p.
Hence, the stagnation pressure is the total isotropic contact force per area, thus motivating some
treatments to refer the stagnation pressure as the total pressure.4

24.4.2 Magnus acceleration
The acceleration, −ω × v, appearing in the velocity equation (24.32) couples vorticity and
velocity. This acceleration is known as the Magnus effect or Magnus acceleration. Since it acts
only when there is both motion and vorticity, it is sometimes referred to as a vortex force.5

As discussed in Chapter 37, vorticity is a measure of the spin of a fluid element. Evidently,
the Magnus acceleration deflects a spinning fluid element in a direction perpendicular to its
trajectory in a manner analogous to the Coriolis acceleration.6

24.4.3 Nonlinear accelerations for some example flows
We here consider some example two-dimensional velocities to help garner insights into the
nonlinear accelerations. First note that there are certain flows where the self-advection term
vanishes identically so that

(v · ∇)v = 0 =⇒ ω × v +∇(v · v)/2 = 0. (24.35)

One example is a zonal flow with a meridional shear

v = u(y) x̂, (24.36)

in which case

(v ·∇)v = 0 and ω = −∂yu ẑ and ω×v = −u ∂yu ŷ and ∇(v ·v/2) = u ∂yu ŷ. (24.37)

4In many applications, the mechanical pressure, p, is referred to as the static pressure so that the total/stag-
nation pressure is the sum of the static plus dynamic pressures. See section 4.9 of Kundu et al. (2016) for more
discussion.

5Chapter 3 of Saffman (1992) pursues this interpretation in studying the forces acting on and by vortices.
6Besides causing a moving and spinning fluid element to deflect, the Magnus acceleration provides the

mechanism whereby a solid spinning body immersed in a moving fluid is deflected, such as commonly experienced
by spinning balls used for baseball, tennis, and cricket.
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Figure 24.1: Illustrating the various nonlinear accelerations contributing to the velocity time tendency as
per the vector-invariant velocity equation (24.32). Far left panel: the two-dimensional non-divergent velocity,
u = γ (−y x̂+ x ŷ). Middle left panel: self-advection acceleration −(u · ∇)u = γ2x. Middle right panel: Magnus
acceleration −ω × u = 2 γ2 x. Far right panel: dynamic pressure gradient acceleration, −∇(u2/2) = −γ2 x.
Notice that the Magnus acceleration acts to the right of the flow, whereas the acceleration from the dynamic
pressure gradient partially opposes the Magnus acceleration. The sum of the Magnus acceleration and dynamic
pressure gradient acceleration equals to the acceleration from self-advection. In each panel we set γ = 1 and used
arbitrary units.

An example flow with a nonzero self-advection is given by the two-dimensional flow of an
ideal vortex

u = ẑ ×∇ψ = γ (−y x̂+ x ŷ), (24.38)

where γ > 0 is a constant with dimensions of inverse time.7 This flow has zero horizontal
divergence, ∇ · u = 0, and constant vorticity

ẑ · ω = ζ = 2 γ. (24.39)

The accelerations from self-advection, Magnus, and dynamic pressure are given by

−(u · ∇)u = γ2 x and − ω × v = 2 γ2 x and −∇(u · u/2) = −γ2 x. (24.40)

We depict these three accelerations, along with the velocity field, in Figure 24.1. Notice how the
Magnus acceleration acts to the right of the flow, whereas the acceleration from the dynamic
pressure gradient partially opposes the Magnus acceleration.

24.5 The tangent plane approximation

Spherical coordinates are suited for the study of planetary fluid dynamics for cases where the
fluid samples the earth’s curvature. However, spherical coordinates remain more complicated to
work with than Cartesian coordinates. We are thus led to consider the utility of an idealized
tangent plane configuration as part of a hierarchy of theoretical models to help understand
geophysical fluid motion. This motivation leads to the f -plane and β-plane approximations,
which are the two cases of the tangent plane approximation. We here expose these equations,
with further use encountered later in the book. As formulated here, it is important to note
that the tangent plane approximation is not based on assuming a locally flat sphere. Rather,
the tangent plane approximation as based on assuming a locally flat geopotential. We further
comment on this subtle distinction in Sections 24.5.2 and 24.5.5.

7We made use of this velocity in Section 18.11 in our study of kinematics in two-dimensional flow.
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24.5.1 Basics of the tangent plane approximation

Consider a position at latitude ϕ = ϕ0 and introduce a local Cartesian set of coordinates
according to

(x, y, z) = (Re λ cosϕ0, Re (ϕ− ϕ0), z) (24.41)

(x̂, ŷ, ẑ) = (λ̂, ϕ̂, r̂). (24.42)

Use of these Cartesian coordinates leads to the following inviscid (i.e., no friction) equations of
motion local to ϕ = ϕ0

Du

Dt
+ 2 (Ωy w − Ωz v) = −1

ρ

∂p

∂x
(24.43a)

Dv

Dt
+ 2 (Ωz u− Ωxw) = −1

ρ

∂p

∂y
(24.43b)

Dw

Dt
+ 2 (Ωx v − Ωy u) = −1

ρ

∂p

∂z
− g, (24.43c)

with rotational vector components

Ω = Ω(cosϕ0 ŷ + sinϕ0 ẑ). (24.44)

Note the absence of metric terms due to the use of Cartesian coordinates on a flat geometry.

24.5.2 Tangent plane is a geopotential approximation

As formulated above, the tangent plane approximation originates from the geopotential vertical
coordinate system rather than the spherical coordinates (Section 13.11.3). In geopotential
coordinates, the effective gravitational acceleration (central gravity plus planetary centrifugal) is
aligned with the local vertical direction. Correspondingly, the resulting tangent plane equations
have the effective gravitational force aligned in the ẑ direction. This very convenient property of
the geopotential coordinate system was discussed in Section 13.10.4, with particular attention
given by Figure 13.4.

In contrast, when studying motion in a rotating tank, such as in Section 27.5, it is convenient
to separately account for the gravitational acceleration and rotating reference frame’s centrifugal
acceleration, so that both accelerations appear explicitly in the fluid equation of motion. It is
thus important to distinguish the tangent plane equations (which absorb the rotating reference
frame’s centrifugal acceleration into the effective gravity acceleration) from the equations used
for a rotating fluid in a laboratory tank (which separately account for gravity and centrifugal).8

24.5.3 Traditional approximation and the f -plane

The traditional approximation is discussed in Section 27.1.3, where we justify retaining only the
local vertical component of the rotation vector for the study of large-scale planetary flows, thus
resulting in

Du/Dt+ f ẑ × u = −ρ−1∇hp and Dw/Dt = −ρ−1 ∂zp− g. (24.45)

The f -plane makes further use of a constant Coriolis parameter

f = 2Ω sinϕ0 ≡ fo. (24.46)

8As noted by Durran (1993), confusion can arise when forgetting this distinction.
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The f -plane approximation is the simplest model for a rotating fluid on a locally flat geopotential,
and as such it provides an end member in the hierarchy of theoretical models for rotating
geophysical fluid flows.

24.5.4 β-plane approximation
As seen in Section 54.3, Rossby waves are planetary scale waves that sample the earth’s curvature.
The essential ingredient for their existence is the latitudinal dependence of the Coriolis parameter.
To capture Rossby waves on a tangent plane requires the meridional gradient of the Coriolis
parameter, with a linear dependence sufficient

f = fo +R−1
e (2Ω cosϕ0) (y − y0). (24.47)

The β-plane approximation only depends on the meridional gradient of the Coriolis parameter,
in which case we more succintly write

f = fo + β y (24.48)

β = ∂f/∂y = (2Ω/Re) cosϕ0, (24.49)

thus ignoring the constant −(2Ω cosϕ0) y0/Re. The β-plane approximation is formally valid so
long as the horizontal scale of motion, L, is not too large, in which case we require

β L≪ |fo|. (24.50)

24.5.5 Comments and caveats
We emphasized that the tangent plane assumes a locally flat geopotential, so that the gravitational
acceleration remains locally vertical. Additionally, for the traditional approximation we retain
only the local vertical component of the planetary rotation vector, which leads to a simpler
expression for the Coriolis acceleration. It is tempting to extrapolate the traditional tangent
plane to an infinite plane. However, doing so certainly breaks the assumption built into the
truncated Taylor series used to mathematically justify the tangent plane. Furthermore, it leads
to the unphysical situation of an infinite flat rotating plane without a centrifugal acceleration to
distinguish a center of rotation. Additionally, an infinite β-plane leads to an unbounded rotation
rate.

24.6 Exact hydrostatic balance
We are mostly interested in moving fluids within this book. Even so, it is useful to expose
the signature of a static fluid supporting the trivial solution, v = 0. The equation of motion
(24.16) has an exact static solution so long as the pressure gradient force balances the effective
gravitational force

∇p = −ρ∇Φ, (24.51)

and where the frictional stress tensor has zero divergence. Equation (24.51) constitutes the
exact hydrostatic balance. As justified in Section 27.2, the hydrostatic balance is a very good
approximation for the vertical momentum equation in large-scale geophysical fluids even when
those fluids are moving. We will thus commonly make the hydrostatic approximation for moving
fluids. For the current considerations, we are interested in a static fluid, in which case the
hydrostatic balance (24.51) is an exact solution to the equation of motion.
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24.6.1 Properties of exact hydrostatic balance
We make the following observations of the exact hydrostatic balance.

• Since ∇p is directly proportional to ∇Φ, surfaces of constant pressure (isobars) in a static
fluid correspond to surfaces of constant geopotential.

• Since the curl of the pressure gradient vanishes, a static fluid maintains its density gradients
parallel to geopotential gradients

∇ρ×∇Φ = 0, (24.52)

which in turn means that density surfaces are parallel to geopotentials so that

ρ = ρ(Φ) static fluid. (24.53)

For the geopotential Φ = g z, a static fluid is realized if the density depends only on the
vertical position

ρ = ρ(z) static fluid with Φ = g z. (24.54)

If the density gradient has any component perpendicular to ∇Φ, then pressure forces will
affect fluid flow thus implying that the fluid is not in an exact hydrostatic balance.

• Projecting both sides of equation (24.51) onto an infinitesimal space increment, dx, renders

dx · ∇p = −ρdx · ∇Φ =⇒ dp

dΦ
= −ρ. (24.55)

Hence, the difference in hydrostatic pressure between any two geopotentials is given by
the integral

p(Φ2)− p(Φ1) = −
ˆ Φ2

Φ1

ρ(Φ) dΦ. (24.56)

If Φ = g z then we recover

p(z2)− p(z1) = −g
ˆ z2

z1

ρ(z) dz, (24.57)

so that the difference in hydrostatic pressure between two geopotentials is given by the
weight per horizontal area of fluid between the two geopotentials. This relation is illustrated
for an infinitesimally thin layer in Figure 24.2.

24.6.2 Comparison to approximate hydrostatic balance
A static fluid in a gravitational field exhibits hydrostatic balance whereby pressure at a point is
a function solely of the geopotential, in which case p = p(z) when Φ = g z. Correspondingly,
dp/dz = −ρ g, which means that we determine hydrostatic pressure at a point by computing
the weight per horizontal area of fluid above that point. Likewise, density is just a function of
geopotential since ∇ρ×∇Φ = 0.

For an approximate hydrostatic fluid, pressure is a function of space and time, p = p(x, t),
as is density, ρ = ρ(x, t). Hence, we are no longer ensured that pressure and density isolines are
parallel. However, the approximate hydrostatic fluid retains a vertical pressure gradient given by

∂p

∂z
= −ρ g approximate hydrostatic. (24.58)
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z

dz ρ g dz

p(z)

p(z + dz)

p(z + dz) − p(z) = − ρ g dz

Figure 24.2: Illustrating the forces acting in a hydrostatically balanced fluid layer placed in a geopotential field
Φ = g z with g constant. The layer has an infinitesimal thickness dz > 0, density ρ, and horizontal cross-sectional
area dA. The pressure force acting on the top and bottom of the layer are compressive. Hence, the pressure
force at the top of the layer acts downward, F press(z + dz) = −ẑ p(z + dz) dA, whereas the pressure force at
the bottom of the layer acts upward, F press(z) = +ẑ p(z) dA. In a hydrostatically balanced fluid, the difference
in pressure across the layer is exactly balanced by the weight per area of fluid within the layer. Consequently,
p(z + dz)− p(z) = −g ρ(z) dz, so that pressure at the top of the layer is less than that at the bottom.

Hence, column by column, the pressure at a point in an approximate hydrostatic fluid is
determined by the weight per horizontal area of fluid above that point. This key property is
thus shared between fluids in exact and approximate hydrostatic balance. In Chapter 27 we
have much more to say about fluid flows maintaining approximate hydrostatic balance.

24.7 Axial angular momentum

Following our discussion of a point particle in Section 14.5, the axial angular momentum of a
fluid element is given by

Lz = (ρ δV ) r⊥ (u+ r⊥Ω) ≡ (ρ δV ) lz (24.59)

where
lz = r⊥ (u+ r⊥Ω) (24.60)

is the axial angular momentum per unit mass, and the distance to the polar rotation axis,

r⊥ = r cosϕ (24.61)

is the moment-arm for determining the torques acting on a fluid element. Making use of the
zonal momentum equation (24.19), as well as the material time derivative of the moment arm

Dr⊥
Dt

=
Dr

Dt
cosϕ− r Dϕ

Dt
sinϕ = w cosϕ− v sinϕ, (24.62)

we find the material time change

Dlz

Dt
= (u+ 2Ω r⊥)

Dr⊥
Dt

+ r⊥
Du

Dt
(24.63a)

= (u+ 2Ω r⊥)
Dr⊥
Dt

+ (u+ 2Ω r⊥) (v sinϕ− w cosϕ)− 1

ρ

∂p

∂λ
(24.63b)

= (u+ 2Ω r⊥)

[
Dr⊥
Dt

+ v sinϕ− w cosϕ

]
− 1

ρ

∂p

∂λ
(24.63c)

= −1

ρ

∂p

∂λ
, (24.63d)
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north

r⊥

r
ϕ

Ω

Figure 24.3: A ring of inviscid air circulating around a constant latitude circle over a smooth planet. This ring
conserves is axial angular momentum. Consequently, axial angular momentum conserving motion of the ring
induces a zonal acceleration if the ring alters its distance from the rotation axis, r⊥, by moving meridionally or
vertically.

so that

ρ
Dlz

Dt
= −∂p

∂λ
=⇒ ∂(ρ lz)

∂t
+∇ · (ρ lz v) = −∂p

∂λ
. (24.64)

In the absence of a zonal pressure gradient, the axial angular momentum for a fluid element
is materially invariant just like for the point particle discussed in Section 14.5. The physical
constraints for motion of the point particle, as described in Section 14.6, also hold for the fluid
element. In particular, we can equate the zonal Coriolis acceleration to the zonal acceleration
induced by axial angular momentum conservation. For example, a fluid element initially at rest
in a fluid with zero zonal pressure gradient will zonally accelerate when moved meridionally
(e.g., as from a meridional pressure gradient) according to the needs of axial angular momentum
conservation.

24.7.1 Axial angular momentum conserving motion of a ring of air

Atmospheric and oceanic flows rarely experience a zero zonal pressure gradient. However, on a
smooth spherical planet without meridional boundaries there is a zero zonally integrated zonal
pressure gradient ˛

ring

∂p

∂λ
dλ = 0. (24.65)

Hence, a constant mass material ring of fluid circling the smooth planet (Figure 24.3) will
preserve its axial angular momentum in the absence of friction

d

dt

˛
ring

ρ lz dV =

˛
ring

ρ
Dlz

Dt
dV = −

˛
ring

∂p

∂λ
dV = 0. (24.66)

We now consider some thought experiments to illustrate the zonal fluid motion induced by axial
angular momentum conservation. Each example has an analog in the point particle thought
experiments considered in Section 14.6.

Consider a latitudinal ring of constant mass inviscid fluid circling the earth at latitude ϕA

and radial position rA. If the ring is at rest in the rotating terrestrial reference frame, the angular
momentum per mass for this ring is due to just the rigid-body motion of the planet,

lz = Ω(rA cosϕA)
2. (24.67)
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Altering either the latitude (to ϕB) or radial position (to rB) induces a corresponding zonal
velocity, uB ̸= 0, that maintains fixed axial angular momentum

lz = Ω(rA cosϕA)
2 = rB cosϕB (uB +Ω rB cosϕB), (24.68)

which means that

uB = Ω
(rA cosϕA)

2 − (rB cosϕB)
2

rB cosϕB

. (24.69)

For example, moving the ring vertically to a radial distance, rB ̸= rA, while maintaining a
constant latitude, ϕB = ϕA, induces a zonal velocity

uB = ΩcosϕA

r2A − r2B
rB

. (24.70)

If the new radial position is less than the original, so that r2A > r2B, then axial angular momentum
conservation induces an eastward zonal velocity (uB > 0); i.e., westerly winds. The opposite
happens for an increase in the radial position. If we instead change the latitudinal position of the
ring (ϕA ̸= ϕB) while keeping the radial position fixed (rA = rB), then axial angular momentum
conservation induces the zonal velocity

uB = rA Ω
cos2 ϕA − cos2 ϕB

cosϕB

. (24.71)

Since −π/2 ≤ ϕ ≤ π/2, we know that cosϕ ≥ 0 on the sphere, and cosϕ decreases moving
poleward in either hemisphere. Hence, poleward latitudinal motion that preserves axial angular
momentum induces eastward flow (uB > 0), whereas eqatorward latitudinal motion induces
westward flow (uB > 0).

24.7.2 Realistic atmospheric axial angular momentum cycle

How realistic is it to have coherent rings of inviscid air circulating around the planet at all
latitudes? To answer this question we insert some numbers for a ring of radius Re that starts
with zero relative velocity at the equator, ϕA = 0, in which case equation (24.71) reduces to

uB = rA Ω
sin2 ϕB

cosϕB

. (24.72)

The westerly winds induced by axial angular momentum conserving motion have the following
speeds at a selection of latitudes

u(10◦) = 14 m s−1 u(20◦) = 58 m s−1 u(30◦) = 134 m s−1. (24.73)

The values at higher latitudes grow unbounded since cosϕ→ 0 as the poles are approached. So
there is a problem with an idealized theory of atmospheric circulation based on axial angular
momentum conserving rings of air.

Further investigation reveals that inviscid axial angular momentum conserving ideas extend
only so far as the Hadley circulation, which extends only to the middle latitudes. There are
two missing ingredients needed for a more realistic theory: (i) frictional dissipation between
the atmosphere and land, which occurs within the planetary boundary layer; (ii) baroclinic
eddies that contribute to poleward and vertical transport of angular momentum. It is outside of
our scope to detail these physical processes and the corresponding atmospheric circulation. A
pedagogical summary can be found in Section 10.3 of Holton and Hakim (2013) and Section 8.2
of Marshall and Plumb (2008).
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24.7.3 Further study
In Section 28.5 we consider the zonally integrated axial angular momentum budget for the ocean
with sloping solid-earth bottom boundary as well as the upper surface (ocean) boundary. In
particular, we see how boundary form stresses (Section 28.1) affect the angular momentum
in addition to boundary frictional stresses. That ocean analysis is analogous to that for the
atmosphere given in Section 10.3 of Holton and Hakim (2013).

24.8 Exercises
exercise 24.1: Pressure solution to Euler’s equation
This exercise is based on Q1.10 of Johnson (1997). Consider the Euler equation (24.18) in a
non-rotating reference frame (zero Coriolis) and with constant density

ρ
Dv

Dt
= −∇p− ρ g ẑ. (24.74)

Assume the Cartesian velocity field is given by

v(x, t) = τ−2 (x̂x t+ ŷ y t− 2 ẑ z t), (24.75)

where τ is a constant with dimensions of time.

(a) Show that the velocity field is non-divergent, ∇ · v = 0.

(b) Find the pressure field, p(x, t), satisfying p(x = 0, t) = P0(t).

exercise 24.2: Conditions for uniform flow without gravity and rotation
Consider the Euler equation (24.18) in the absence of rotation (zero Coriolis) and gravitation
(free space fluid)

ρ
Dv

Dt
= −∇p. (24.76)

Ignore all boundaries throughout this exercise, and assume density is a uniform constant.

(a) What equation does the pressure need to satisfy to ensure v ≡ v0, where v0 is a constant
in space and time?

(b) What equation does the pressure need to satisfy to ensure ∂t(∇ · v) = 0?

exercise 24.3: Diagnosing the pressure for a given flow
Consider a two-dimensional perfect fluid with constant density, ρ, that satisfies the Euler equation
in the absence of planetary rotation

ρ
Du

Dt
= −∇hp. (24.77)

Provide a suitable pressure (to within a constant) that corresponds to the following steady (i.e.,
time independent) velocity fields, with γ > 0 a constant having dimensions inverse time, and
x = x̂x+ ŷ y the horizontal position vector. Consider the following hints: (i) check your physical
dimensions, (ii) check that ∇× [(u · ∇)u] = 0, (iii) check that ∇ · u = 0, which is required since
ρ is a constant.

(a) u = γ x
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(b) u = −γ ẑ × x

(c) u = γ (x x̂− y ŷ).

exercise 24.4: Theorem of stress means (Aris (1962) exercise 5.12.2)
Make use of Cauchy’s equation of motion (24.14) and the divergence theorem to prove the
theorem of stress means

˛
∂R

ΨTpq n̂q dS =

ˆ
R

[
Tpq ∂qΨ+ ρΨ

(
Dvp
Dt
− fp

)]
dV, (24.78)

where Ψ is an arbitrary differentiable function, and n̂q is the q′th component of the outward
normal vector on ∂R. This theorem finds use in certain formulations of continuum mechanics.
Assume Cartesian tensors.

exercise 24.5: Area of a steady 1d laminar jet emanating from a downward
nozzle
Consider a steady state laminar jet of constant density and inviscid water emanating from a
downward facing nozzle with a constant prescribed volume flow rate, Q (dimensions volume
per time). Ignore surface tension and assume the air pressure acting on the surface of the jet
is constant all along the jet. You can solve this exercise by making use of the steady vertical
momentum equation and the steady mass continuity equation.

(a) Explain why we can set dp/dz = 0 within the jet once it leaves the nozzle.

(b) Determine an expression for the area of the jet, A(z), as a function of distance, z, from
the nozzle, with the nozzle placed at z = 0 and z < 0 a position beneath the nozzle. In
addition to z, your expression will contain Q, g, and A(0).

(c) Is the area of the jet getting smaller or larger as the water moves downward away from
the nozzle? Does this answer agree with your experience?

(d) If the downward speed of water at the nozzle is w(0) = 0.5 m s−1, then at what vertical
position, z, is the area of the jet four times different than at z = 0?

exercise 24.6: Rossby effect
Consider a horizontal region of fluid whose velocity is rotationally symmetric and depth inde-
pendent

u = Γ× r, (24.79)

where
Γ = Γ(r) ẑ (24.80)

is an angular velocity, ẑ is the vertical direction, and r is the radial distance to the origin.
Furthermore, let Γ(r) vanish for radial distances r ≥ R for some radius R. Let the fluid be
moving on a β-plane with Coriolis parameter f = fo + β y = fo + β r sinϑ, where ϑ is the polar
angle relative to the x-axis (see Section 4.22 for definition of polar coordinates). Derive an
integral expression for the Coriolis acceleration integrated over this fluid region. Discuss the
direction of the acceleration.

You may find the following hints of use.

• The resulting integrated Coriolis acceleration is solely in the ŷ direction, and it vanishes
when β = 0.

• The answer is given in Rossby (1948), and is sometimes known as the Rossby effect.
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• We further consider such interactions between rotating fluid motion and the Coriolis
parameter in Section 38.5.4 when studying the beta drift of axially symmetric vortices.
There, we find that the beta drift leads to a northwestward drift rather than the northward
drift from the Rossby effect. The reason for the discrepency is that Rossby (1948) ignored
pressure effects that set up a secondary flow that induces westward drift, in addition to
Rossby’s northward drift. For this exercise, we ignore these pressure effects.

exercise 24.7: Center of mass transport theorem
Consider a field, ψ, that satisfies the standard conservation law

ρ
Dψ

Dt
= −∇ · J , (24.81)

within a region, R(v), that moves with the fluid flow. We here derive some results that hold for
Cartesian coordinates in Euclidean space.

(a) Prove the transport theorem valid for Cartesian tensors

d

dt

ˆ
R(v)

ψ x ρdV =

ˆ
R(v)

(J + ρψ v) dV −
˛
∂R(v)

x (n̂ · J) dS. (24.82)

Hint: multiply both sides of equation (24.81) by xm.

(b) Offer an interpretation of equation (24.82). Hint: first consider the special case that the
total ψ-stuff, defined by Ψ ≡

´
R(v) ψ ρdV , is constant when following the flow. Further

hint: consider the more specialized case of ψ = 1 and J = 0, and then make use of Exercise
19.2.
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Chapter 25

STRESS IN FLUIDS

As a continuous region of matter, a fluid element experiences two kinds of forces. The first
concerns external or body forces and the second concerns internal or contact forces. Body forces
act throughout the fluid element such as from a force field whose source is external to the matter
acted upon. The accumulated effects from body forces within a fluid region result from volume
integrating the body forces over the region. In geophysical fluid mechanics, we are concerned
with body forces from the effective gravitational acceleration (central gravity plus planetary
centrifugal) plus the body force from the Coriolis acceleration. Body forces are also experienced
by the point particles studied in Part II in this book.

Internal or contact forces are the focus of this chapter, with such forces arising from
intermolecular forces within the fluid media. Macroscopically, they give rise to the local exchange
of dynamical properties between fluid elements, and they represent a fundamental distinction
between forces acting on a fluid element and those acting on a point particle (Part II in this
book). Dividing the contact force by the area upon which it acts leads to the Cauchy stress vector.
As a force per unit area, stresses are associated with two directions: the direction of the force
and the direction normal to the area acted upon by the force. Correspondingly, stresses acting
on a fluid element are naturally organized into a second order stress tensor.1 Details of the stress
tensor govern the dynamic response of a continuous media to kinematic and thermodynamic
properties of the media. Consequently, the equations of continuum mechanics posed by Cauchy
find their specialization when prescribing the stress tensor, with this specification known as a
constitutive relation.

We distinguish two types of mechanical stresses acting within a fluid: a normal stress and a
tangential stress, which is commonly called a shearing stress in the fluid mechanical literature.
Pressure is the canonical normal stress that acts normal to any surface within a fluid, and with
pressure acting in a compressive manner. The ability of a fluid to resist compression is a function
of the fluid’s compressibility. Fluids flow in the presence of tangential or shearing stresses, with
viscous friction acting to resist such motion.

Contact forces, which are given by the Cauchy stress times an area element, satisfy Newton’s
third law, also known as the action/reaction law (e.g., see beginning of Chapter 11). Hence,
the net contact force acting on a finite region arises just from the contact forces acting at the
region boundary. This property of contact forces means that a mechanically isolated region of a
continuous media (i.e., a region unaffected by external forces or boundary contact forces) does
not spontaneously translate its center of mass. Similarly, symmetry of the stress tensor means
that an isolated region does not spontaneously alter its angular momentum.

Surface tension is a stress that acts on the boundaries of a fluid media, such as the boundary
between oil and water or, more relevant to our study of geophysical flows, the boundary between
air and water. Surface tension is unique in this chapter in that it does not satisfy Newton’s third

1In the language of continuum mechanics, we here work exclusively with the Cauchy stress tensor. See Section
1.22 of Tromp (2025a) for more details.
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law. As shown in Section 25.11, surface tension is generally negligible for length scales larger
than a few centimeters. Even so, the effects of surface tension are important if studying physical
processes associated with air-sea interactions, such as tracer, heat, and momentum exchange
through bubbles, droplets, and capillary waves (we study capillary waves in Section 52.10).

chapter guide

We introduced contact forces in Chapter 24 when deriving the fluid equations of motion. In
the present chapter we dive deeper into the study of contact forces and their corresponding
stresses. We also discuss conditions placed on stress and velocity at boundaries. We
organize fluid stresses into a second order Cauchy stress tensor and further decompose this
stress into isoptropic (pressure) stresses and tangential (viscous) stresses. Understanding
the mathematical and physical aspects of stress is important for the suite of fluid models
studied in this book. Because the subject involves vectors and tensors, it can require
more patience than analogous chapters that discuss scalar fields. To make the formalism
less mathematically intense, we employ Cartesian tensors as discussed in Chapters 1 and
2, with all tensor indices downstairs. Results can be generalized to arbitrary coordinates
through the general tensor analysis detailed in Chapter 4.

There are various places in this chapter where we consider integrals of vectors over finite
regions, such as when forming the finite volume (weak form) momentum budget or angular
momentum budget. Such discussions hold only for Cartesian tensors, with integration of
general tensors requiring more care.
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25.1 Loose threads

• Schematic of viscous transfer as in Figure 12.6 of Kundu et al. (2016)

• More on existence and uniqueness of Navier-Stokes as per Doering and Gibbon (1995).

25.2 Cauchy’s stress principle and Newton’s laws
We here develop some general properties of contact forces and the associated stresses. For that
purpose, consider an arbitrary smooth closed region, R, of fluid with volume V =

´
R
dV and

mass M =
´
R
ρdV (Figure 25.1). Furthermore, let ∂R be the bounding surface for the region,

and let n̂ be the outward normal at a point on the boundary.

25.2.1 Cauchy’s stress principle

The bounding surface of a fluid region experiences mechanical interactions with the surrounding
fluid continuum (due to molecular forces) and these interactions lead to contact forces acting on
the boundary. Let τ be the stress vector (force per unit area) acting at a point on ∂R. Cauchy’s
stress principle asserts that the stress vector is a function of the position, time, and boundary
normal

τ = τ (x, t, n̂). (25.1)

The dependence on the boundary normal in equation (25.1) means that the stress acting on a
surface is generally a function of the orientation of that surface. This form of the stress trivially
holds for an exactly hydrostatic fluid where the stress vector is proportional to the pressure
(Section 24.6). Furthermore, the stress from pressure is oriented along the inward normal, thus
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reflecting the purely compressive nature of pressure

τ = −p(x, t) n̂ static fluid in hydrostatic balance. (25.2)

Cauchy’s stress principle is sensible for points within the fluid media, and its relevance
has been supported by experimental studies over the time since Cauchy made this assertion
in the 1820s. Furthermore, it holds for pressure and viscous stresses at the interface between
fluid media or at solid-earth boundaries. However, Cauchy’s stress principle does not hold for
surface tension, which is proportional to the curvature of the surface separating two fluid media
(e.g., atmosphere and ocean), where curvature involves spatial gradients of the normal vector.
As discussed in Section 25.11, surface tension is important for length scales on the order of
centimeters, and as such play a minor role in this book. Hence, with the single exception of
surface tension, we rely on Cauchy’s stress principle to formulate the fluid dynamical equations.

25.2.2 Newton’s third law and local equilibrium of stresses
Newton’s second law says that in an inertial reference frame, unbalanced forces acting on a
physical system affect a time change to the linear momentum. Consider a region, R(v), whose
fluid elements follow the barycentric velocity. Newton’s second law then states that the material
time evolution of the region’s linear momentum is given by

d

dt

ˆ
R(v)

v ρ dV =

ˆ
R(v)

f ρdV +

˛
∂R(v)

τ dS, (25.3)

where
´
R(v) f ρ dV is the domain integrated body force (from central gravity, planetary centrifugal,

and Coriolis). To develop a general property for the contact forces, consider this balance for
a region whose size gets infinitesimally small. Assuming the integrands for the two volume
integrals are well behaved (i.e., smooth and bounded) as the region size goes to zero, we see that
the volume integrals are proportional to L3, where L is a length scale measuring the size of the
region (e.g., side for a cubical region or diameter for a spherical region). In the same manner, we
assume the stresses are well behaved in the case of an infinitesimal region. However, the integral
of the contact forces goes to zero at the slower rate that is proportional to L2. Self-consistency
for the balance (25.3) over a region of infinitesimal size thus requires the contact forces to satisfy
the limiting behavior

lim
L→0

1

L2

˛
∂R(v)

τ dS = 0. (25.4)

This behavior means that contact forces at a point in the fluid must be in local equilibrium.
Equation (25.4) is sometimes referred to as Cauchy’s fundamental lemma.

A direct implication of the local equilibrium statement is that stress vectors that respect
Cauchy’s principle (25.1) satisfy

τ (x, t, n̂) = −τ (x, t,−n̂). (25.5)

For example, the stress vector on one side of a surface is equal and oppositely directed to the
stress vector acting on the other side. This equation is an expression of Newton’s third law
of mechanics (the action/reaction law; see Section 11.5), here written in terms of the stresses
acting in a continuous media. It is of fundamental importance throughout our study of contact
forces and their associated stresses acting within the fluid and at boundaries. We thus see how
an application of Newton’s second law, the linear momentum principle (25.3) for a continuous
media, leads to a statement of Newton’s third law in the form of equation (25.5) holding for
contact forces.

As an example of the above ideas, the simplest stress we consider in this chapter is that from
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pressure, with pressure acting solely in a compressive manner so that the stress vector takes the
form

τ press(x, t, n̂) = −p(x, t) n̂. (25.6)

This stress trivially satisfies the Newton’s third law relation (25.5) since

τ press(x, t, n̂) = −τ press(x, t,−n̂). (25.7)

Fbody

ℛ

τ

τ τ
τ

τ
τ

τ

Figure 25.1: Schematic of the net body force, Fbody, acting on a finite region of fluid, plus the accumulation of
stress vectors, τ , acting on the region boundaries. The net body force is determined by a volume integral of the
body force (gravity, centrifugal, and Coriolis) at each point within the volume. In contrast, since the stresses are
in local equilibrium, the volume integral of the stress divergence reduces to an area integral of the stress over the
region boundary. Stress arises from pressure (compressive and normal) and strains (which then lead to viscous
stresses when there is viscosity). The area integrated contribution from pressure to horizontal accelerations is
referred to as form stress. The form stress coming from the bottom boundary is called the topographic form stress.
The form stress appearing at the air-sea boundary is the atmospheric form stress if considering ocean dynamics
and oceanic form stress if considering atmospheric dynamics. We study form stress in Chapter 28.

25.2.3 Comments on the local equilibrium relation

The local equilibrium relation (25.4), and the corresponding expression of Newton’s third law,
(25.5), might suggest that stresses cannot lead to motion. However, that suggestion is incorrect
since stresses integrated over a finite region can lead to a net force that causes motion. Since
contact forces within the domain interior cancel pointwise, the local equilibrium relation (25.4)
says that the net contact force acting on the region arises only from the area integrated stresses
acting on the region boundary. Local or pointwise mechanical equilibrium does not imply
mechanical equilibrium for finite regions.

To further emphasize the above point, consider an ocean region bounded at its bottom by
the solid earth and its upper surface by a massive atmosphere. Variations (divergences) in
stresses over finite regions within the ocean fluid lead to accelerations; e.g., ocean circulation.
However, when integrated over the full ocean domain, all stresses cancel from the interior of the
fluid. Consequently, the net contact force acting on the full ocean domain reduces to the contact
force acting just on the ocean boundaries. The boundary contact forces arise from mechanical
interactions with the solid-earth and the overlying atmosphere. The center of mass for the ocean
basin remains static if the accumulation of forces sum to zero, which includes the contact forces
acting over its boundaries plus the volume integrated body forces from effective gravity (central
gravity plus planetary centrifugal) and Coriolis.

In Figure 25.2 we illustrate the net pressure force acting on an arbitrary fluid domain.
Pressure acts solely in a compressive manner as directed along the inward normal to the domain.
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Area integration over a domain boundary renders the net pressure force acting on the domain

F pressure = −
˛
∂R
p n̂dS = −

ˆ
R

∇p dV, (25.8)

where the second equality follows from application of Gauss’s divergence theorem for a scalar field
(Section 2.7.2). When decomposed according to coordinate axes, the pressure force acting on
the boundary has a component in both the vertical and horizontal directions, thus contributing
to both vertical and horizontal accelerations. The vertical accelerations are closely balanced by
the weight of fluid, with exact balance in the case of a hydrostatic fluid. The horizontal stresses
from pressure are known as form stress. This name arises since the stress depends on the form,
or shape, of the surface on which pressure acts.

ℛ

−p n̂
−p n̂−p n̂ −p n̂

−p n̂
−p n̂

−p n̂

−p n̂ −p n̂ −p n̂ −p n̂

z

Figure 25.2: Schematic of contact forces from pressure acting on the boundaries to an ocean domain. Pressure
forces are directed according to minus the local normal since pressure is a compressive force aligned with the
inward normal direction. As with all contact forces, the pressure forces acting in the interior of the ocean are
locally in mechanical equilibrium. Hence, when integrated over the global domain the net pressure forces only
arise at the domain boundaries. That is, the net pressure force acting on the full ocean domain arises only at the
interface between the solid-earth and the ocean, plus the interface between the atmosphere and the ocean. Note
that the pressure force has a component in both the vertical and horizontal directions as per the orientation of
the local normal vector. Further boundary stresses arise from viscous exchange, which generally have components
perpendicular to the boundary normal; i.e., tangential to the boundary. Such stresses also satisfy Newton’s third
law.

25.2.4 Historical comments

We find it useful to quote from Truesdell (1952), who provides the following description of
Cauchy’s stress principle as given by equation (25.1).

Upon any imagined closed surface, S, there exists a distribution of stress vectors, τ ,
whose resultant and moment are equivalent to those of the actual forces of material
continuity exerted by the material outside S upon that inside.

Worded in this manner, we can understand the relation between Newton’s third law and Cauchy’s
stress principle. The profound nature of Cauchy’s stress principle is further articulated, again
from Truesdell (1952).

[Cauchy’s stress principle] has the simplicity of genius. Its profound originality can
be grasped only when one realizes that a whole century of brilliant geometers had
treated very special elastic problems in very complicated and sometimes incorrect
ways without ever hitting upon this basic idea, which immediately became the
foundation of the mechanics of distributed media.
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25.3 The stress tensor

Cauchy’s stress principle reduces the mathematical complexity of describing stress vectors. A
further implication of this principle leads to Cauchy’s theorem, which states that the stress
vector, which is a function of space, time, and normal direction, can be expressed in terms of
a stress tensor (a function of space and time) projected into the direction of the normal. The
purpose of this section is to provide arguments supporting this theorem, with these arguments
largely following the original from Cauchy in 1827.

25.3.1 The stress tetrahedron

For this purpose, consider the tetrahedron fluid region shown in Figure 25.3, where three of the
four sides are aligned according to the Cartesian coordinate axes and the fourth side has an
outward normal, n̂ = (n̂1, n̂2, n̂3), projecting into all three directions. The results developed for
this rather contrived region using Cartesian coordinates also hold for an arbitrary region using
arbitrary coordinates. The reason for this generality is that once we derive a tensorially correct
result using one choice of coordinates, such as Cartesian used here, we can make use of general
tensor analysis (Chapters 3 and 4) to move from specific coordinates to arbitrary coordinates.

In the limit that the tetrahedron size goes to zero, local equilibrium of the contact forces
means that

−
3∑

m=1

τ (m) dAm + τ n̂ dA = 0, (25.9)

where we use the shorthand expression for the outward normal directed stress vector

τ (x, t, n̂) = τ n̂. (25.10)

In equation (25.9), τ (m) dAm (no implied summation) is the contact force vector acting on the
face with outward normal parallel to the corresponding coordinate axis and τ n̂ dA is the contact
force acting on the slanted face with outward normal n̂. The minus sign arises for the summation
term since the outward normals for these three faces point in the negative coordinate directions,
and our convention is for τ (m) to align with the positive coordinate directions. The areas for
each face are related to the slanted face area through

dAm = n̂m dA, (25.11)

so that the local equilibrium relation (25.9) becomes

τ n̂ =
3∑

m=1

n̂m τ (m). (25.12)

25.3.2 The stress tensor and stress vector

Equation (25.12) can be organized into a matrix-vector equation

[
(τn̂)1 (τn̂)2 (τn̂)3

]
=
[
n̂1 n̂2 n̂3

]  τ(1)1 τ(1)2 τ(1)3
τ(2)1 τ(2)2 τ(2)3
τ(3)1 τ(3)2 τ(3)3

 , (25.13)
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x

y

z

τn̂

−τ(y)

−τ(z)

−τ(x)

Figure 25.3: Cauchy’s tetrahedron region of fluid with stresses acting on the four faces. Note that the stresses
are not necessarily directed normal to the faces. Local equilibrium of stresses means that the accumulation of
these four stresses around the region adds to zero as the region volume goes to zero.

where each matrix element is the n-component of the m-stress τ (m). We introduce a less
cumbersome notation by writing

[
(τn̂)1 (τn̂)2 (τn̂)3

]
=
[
n̂1 n̂2 n̂3

]  T11 T12 T13
T21 T22 T23
T31 T32 T33

 , (25.14)

so that Tmn measures the force per area in the n-direction along a surface whose outward normal
points in the m-direction, as depicted in Figure 25.4. Making use of Tmn in the expression
(25.12) leads to

(τ n̂)n =
3∑

m=1

n̂m Tmn, (25.15)

which can be written more succinctly as

τ n̂ = n̂ · T . (25.16)

We thus see that the stress vector that acts on a surface that is oriented according to a normal
vector, n̂, equals to the projection of the stress tensor, T , onto the normal vector. Evidently,
τ n̂ is a vector with components within the tangent plane of the surface, as well as normal to the
surface. Exposing functional dependence to equation (25.16) reveals

τ n̂(x, t, n̂) = n̂ · T (x, t), (25.17)

which manifests Cauchy’s theorem. Namely, the stress vector τ n̂, which is a function of (x, t, n̂),
has been decomposed into a stress tensor, T , which is a function of (x, t), as well as the projection
of the stress tensor into a direction n̂. Finally, note a common example concerns the case of a
vertical normal direction, n̂ = ẑ, as for the stress acting on a nearly horizontal sea surface. In
this case the stress vector is

τ ẑ = x̂T31 + ŷ T32 + ẑ T33. (25.18)

The horizontal components are key to the transfer of horizontal stress between the atmosphere
and ocean, thus providing a mechanical forcing to the ocean circulation. The vertical stress is less
important particularly for hydrostatic fluids whose vertical momentum equation is dominated
by hydrostatic balance.
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Figure 25.4: Illustrating the components to the stress tensor, Tmn and how they are organized according to the
coordinate axes. The component Tmn is the stress that points in the n-direction along the face with outward
normal in the m-direction.

25.3.3 Stress is a tensor

How do we know that Tmn form the components to a tensor rather than just being elements
of a 3 × 3 matrix? To answer this question we note that each component of T is a force per
area, with force a vector and area orientable by its outward normal. As it is built from vectors,
which are first order tensors, we suspect that T should be a proper second order tensor. This
suspicion is supported by the quotient rule from tensor analysis (Section 3.1.2). Namely, the
quotient rule means that equation (25.15) indeed yields Tmn that are components to a second
order tensor. As components to a second order tensor, the tensor components, Tmn, transform
under a coordinate transformation according to the rules developed in Chapter 1 for Cartesian
tensors and in Chapter 4 for general tensors. Through the power of tensor analysis, we thus see
that our considerations, based on the rather contrived tetrahedron region in Figure 25.3, hold
for an arbitrary region described by an arbitrary coordinate system.

25.4 Angular momentum and the stress tensor

The linear momentum principle afforded by Newton’s law of motion allowed us to deduce the
local equilibrium property (25.4) of the stress. We here derive a constraint placed on the stress
tensor that is imposed by studying angular momentum. Phenomenologically, we observe that
geophysical fluids, as with most common fluids, experience torques only as the moments of body
forces acting throughout the volume of a fluid region, or as moments of contact forces acting on
the surface bounding the fluid region. We now make use of this observation to deduce symmetry
of the stress tensor.2

2Page 11 of Batchelor (1967) and Section 5.13 of Aris (1962) offer brief discussions of fluids in which internal
force couplets lead to torques distinct from those considered here, and in which the stress tensor has an anti-
symmetric component. Dahler and Scriven (1961) provide a more thorough account of such polar materials.
Internal sources of angular momentum are studied in solid mechanics, with Section 5.3 of Malvern (1969) offering
a discussion.
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25.4.1 Basic formulation

Consider a constant mass fluid element that has a Cartesian position x relative to an arbitrary
origin. The angular momentum of the fluid element with respect to the origin is

L = ρ δV (x× v), (25.19)

and its material time evolution is

DL

Dt
= ρ δV x× Dv

Dt
, (25.20)

which follows since D(ρ δV )/Dt = 0, Dx/Dt = v, and v × v = 0. Making use of Cauchy’s form
for the equation of motion (24.14)

ρ
Dv

Dt
= ρf +∇ · T (25.21)

allows us to write the angular momentum evolution as

DL

Dt
= δV x × (ρf +∇ · T ). (25.22)

The first term arises from body forces (e.g., central gravity, planetary centrifugal, and Coriolis)
and the second term arises from the divergence of stresses. Expanding the stress divergence
term renders [

DLm
Dt

]
stress

= δV ϵmnp xn (∇ · T )p (25.23a)

= δV ϵmnp xn ∂qTpq (25.23b)

= δV ϵmnp [∂q(xn Tpq)− (∂qxn)Tpq] (25.23c)

= δV ϵmnp [∂q(xn Tpq)− Tpn], (25.23d)

where the final equality follows since ∂qxn = δqn. Bringing this result back into the full expression
(25.22) leads to

DLm
Dt

= δV ϵmnp [ρ xn fp + ∂q(xn Tpq)− Tpn]. (25.24)

25.4.2 Physical interpretation

To facilitate a physical interpretation of the terms appearing in equation (25.24), integrate over
an arbitrary Lagrangian region (region moving with the barycentric velocity, v) so that

d

dt

ˆ
R(v)

Lm =

ˆ
R(v)

ϵmnp [ρ xn fp + ∂q(xn Tpq)− Tpn] dV. (25.25)

As noted earlier, the first term on the right hand side arises from torques due to body forces
acting over the region

ˆ
R(v)

ϵmnp (ρ xn fp) dV =

ˆ
R(v)

(x× f)m ρdV. (25.26)
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The second term on the right hand side of equation (25.25) can be transferred into a surface
integral using the divergence theorem

ˆ
R(v)

ϵmnp ∂q(xn Tpq) dV =

ˆ
∂R(v)

ϵmnp xn Tpq n̂q dS =

ˆ
∂R(v)

(x× τ )m dS, (25.27)

where n̂q is the q′th component of the normal vector on the region boundary, ∂R(v), and

τp = Tpq n̂q (25.28)

is the p′th component to the stress vector that is normal to n̂ (see equation (25.16)). Hence, the
second term is the contribution to angular momentum evolution due to torques arising from the
moment of contact forces acting on the region boundary.

25.4.3 Symmetry of the stress tensor

As noted at the start of this section, geophysical fluids have their angular momentum affected
by torques arising from the moment of body forces acting throughout the fluid region, plus the
moment of contact forces acting on the region boundary. There is a third term in equation
(25.24) that does not fit into either category, and it is given by the volume integral

−
ˆ
R(v)

ϵmnp Tpn dV =

ˆ
R(v)

ϵmpn Tpn dV ≡
ˆ
R(v)

T×
m dV, (25.29)

where we defined
T×
m = ϵmpn Tpn. (25.30)

This term contributes a volume source to angular momentum and yet it is not associated with
body forces. We might refer to it as a torque density (torque source per volume). As already
noted, such torque sources are not relevant for geophysical fluids, in which case we conclude
that geophysical fluids are affected only by symmetric stress tensors

Tmn = Tnm =⇒ ϵmnp Tnp = 0. (25.31)

Symmetry of the stress tensor is a central property of the stresses acting on most fluids, including
geophysical fluids. We thus only consider symmetric stress tensors throughout this book.

To further support the above conclusion concerning a symmetric stress tensor, consider a
particular component of the torque density, such as the vertical

T×
3 = ϵ3pn Tpn = T12 − T21, (25.32)

with the corresponding torque applied to a fluid element given by

T×
3 δV = (T12 − T21) δx δy δz. (25.33)

What sort of angular acceleration is induced by this torque when computed relative to the fluid
element center? To answer this question, assume the fluid element is moving as a rigid body so
that we can compute its angular acceleration by dividing the torque by the moment of inertia
for the fluid element. The moment of inertia depends on the shape of the element, which is
unspecified. Even so, we can estimate the moment of inertia computed relative to a vertical axis
through the center of the element

I3 = α [(δx)2 + (δy)2] ρ δx δy δz, (25.34)
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where α is a dimensionless geometric factor. Dividing the torque (25.33) by the moment of
inertia thus leads to an estimate of the angular acceleration

angular acceleration ≈ T×
3

I3
≈ T12 − T21

[(δx)2 + (δy)2] ρα
. (25.35)

Now consider the continuum limit, found as δx and δy are reduced to zero. In the absence
of an unspecified counteracting torque, a finite angular acceleration in the continuum limit
(where (δx)2 + (δy)2 → 0) is ensured only if the stress tensor is symmetric so that the numerator
vanishes.

25.5 Forces and torques in an exact hydrostatic fluid
In this section we return to the study of a static fluid in a gravitational field originally considered
in Section 24.6. The exact solution is known as exact hydrostatic balance, which distinguishes
it from the approximate hydrostatic balance appropriate for moving geophysical fluids under
certain scaling regimes (Section 27.2). For a static fluid, all forces and all torques sum to zero at
any point. Similarly, the integrated forces and integrated torques acting on any finite fluid region
also vanish. The static fluid, although trivial dynamically, offers useful practice in applying the
formalism of continuum mechanics to a system where we know the answer. Furthermore, there
are interesting and important applications of these ideas, such as in the building of dams and
underwater structures, both of which we certainly hope will remain static!

25.5.1 Force balance
The force balance in an exact hydrostatic fluid was addressed in Section 24.6 where we deduced
the following relation between the pressure gradient and geopotential gradient

∇p = −ρ∇Φ. (25.36)

This equality holds at every point within the fluid, and as such it is a strong form of the
hydrostatic balance.3 Integrating over a finite fluid region, R, and using the divergence theorem
for scalar fields, (2.84), renders the finite volume or weak form of hydrostatic balance

ˆ
R

ρ∇ΦdV = −
ˆ
R

∇p dV = −
˛
∂R
p n̂dS. (25.37)

Expanding the above relations for the special case of Φ = g z leads to the differential statements

0 = x̂ · ∇p = ŷ · ∇p and ρ g = −ẑ · ∇p, (25.38)

with the first two equations implying that the exact hydrostatic pressure is only a function of z.
The corresponding weak form of hydrostatic balance reads

gM = −
ˆ
R

∇p · ẑ dV = −
˛
∂R
p (n̂ · ẑ) dS, (25.39)

where M =
´
R
ρ dV is the mass in the fluid region, and the weak form of horizontal balances are

0 =

ˆ
R

∇p · x̂dV =

˛
∂R
p (n̂ · x̂) dS (25.40a)

3Recall the discussion of weak and strong formulation in Section 17.1.1. In brief, the weak formulation provides
integral relations whereas the strong formulation provides differential relations.
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0 =

ˆ
R

∇p · ŷ dV =

˛
∂R
p (n̂ · ŷ) dS. (25.40b)

We emphasize that these finite volume balances hold for any arbitrarily shaped region within a
static fluid.

25.5.2 Pressure force balance for a homogeneous fluid

To further our understanding of the pressure force balances in a static fluid, consider a constant
density static ocean sitting under a massless atmosphere, in which case the hydrostatic pressure
is

p = −ρ g z, (25.41)

where z < 0 for the ocean. Now examine the pressure forces acting on the three sides of the
triangle in Figure 25.5. This geometry is simple enough to explicitly compute the pressure forces,
thus confirming the general properties in equations (25.39), (25.40a), and (25.40b).

The outward normal vectors along the three triangle faces are given by

n̂A = +ŷ and n̂B = −ẑ and n̂C = ẑ cosφ− ŷ sinφ, (25.42)

where

tanφ =
z2 − z1
y2 − y1

=
∆z

∆y
(25.43)

is the slope of the hypotenuse relative to the horizontal. The integrated pressure force along the
vertical face is thus given by

F press
A = −

ˆ
p n̂A dS = ŷ∆x

ˆ z2

z1

ρ g z dz = ŷ (ρ g/2) (z2 + z1)∆z∆x, (25.44)

where ∆x is the thickness of the triangle in the x̂ direction into the page. Note that F press
A

points in the −ŷ direction since z2 + z1 < 0. Likewise, the integrated pressure force along the
horizontal face is given by

F press
B = −

ˆ
p n̂B dS = −ẑ∆x

ˆ y2

y1

ρ g z1 dy = −ẑ ρ g z1∆y∆x, (25.45)

which points upward since z1 < 0.

The integrated pressure force along the sloped hypotenuse face, C, requires a bit of trigonom-
etry. For this purpose we make use of the formalism from Section 19.6.3, in which the vertical
position along the hypotenuse is written

z = η(y) = z2 − (y2 − y) tanφ, (25.46)

so that the horizontal projection of the surface area is given by equation (28.4)

dS = |∇(z − η)|dx dy =
dx dy

| cosφ| . (25.47)

Hence, the integrated pressure force on the hypotenuse is given by

F press
C = −

ˆ
p n̂C dS (25.48a)

=
n̂C

cosφ
∆x

ˆ y2

y1

ρ g η(y) dy (25.48b)
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= (ẑ − ŷ tanφ) ρ g∆x [z2∆y − y2∆z − (1/2) (y1 + y2)∆y tanφ] (25.48c)

= (ẑ − ŷ tanφ) ρ g∆x [z2∆y − y2∆z + (y1 + y2)∆z/2] (25.48d)

= (ẑ − ŷ tanφ) ρ g∆x∆y (z1 + z2)/2. (25.48e)

Bringing these results together renders the net pressure forces in the two directions

ŷ · (F press
A + F press

B + F press
C ) = (ρ g∆x/2) [(z1 + z2)∆z − tanφ (z1 + z2)∆y] = 0 (25.49a)

ẑ · (F press
A + F press

B + F press
C ) = ρ g∆x∆y∆z/2 =M g, (25.49b)

where the mass of the triangle is given by

M = ρ∆x∆y∆z/2. (25.50)

We thus see that the area integrated horizontal pressure forces vanish, whereas the area integrated
vertical pressure force balances the weight of the fluid. Again, these results are expected given
the general expressions (25.39), (25.40a), and (25.40b) of force balance. Even so, being able to
explictly compute the pressure forces acting around a region, and to confirm the general force
balances, is a useful means to become familiar with hydrostatic pressure.
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Figure 25.5: A right triangle region of fluid in a static ocean where z < 0. The positions for the three corners are
shown as (y1, z1), (y2, z1), and (y2, z2), along with the pressure forces acting on the three sides. In exact hydrostatic
balance, the area integrated pressure force acting over the triangle boundary vanishes, −

¸
∂R
p n̂dS = 0. If the

density of the fluid is assumed constant, then we can analytically compute the force balance as detailed in Section
25.5.2.

25.5.3 Torque balance

Torques arise in the presence of force couplets, which in turn lead to time changes in the angular
momentum. In our discussion of the stress tensor in Section 25.4, we saw that a symmetric stress
tensor removes volume sources of torque; i.e., there are no internal sources of force couplets. So
the only means to impart a nonzero torque is for force couplets to arise from body forces (forces
originating outside of the fluid region) and from contact forces that act between fluid elements
within the region. In this section, we show that for a static fluid then the net torque vanishes
both at an arbitrary point in the fluid as well as when integrated over an arbitrary region.
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Strong form: zero torques acting on a fluid element

The torque is the moment of a force computed about a chosen origin. For a static geophysical
fluid, the torque acting on a fluid element is given by the moment of the pressure force plus the
moment of the effective gravity force (central gravity plus planetary centrifugal)

x× f ρ δV = x× (−ρ−1∇p−∇Φ) ρ δV. (25.51)

As seen in Section 25.5.1, the pressure and effective gravitational forces exactly balance at each
point with a static fluid so that ∇p = −ρ∇Φ. Hence, there can be no torques at each point
since there are no net forces at each point.

Weak form: zero torques acting on a finite fluid region

To show that the torque vanishes for a finite fluid region, we can merely integrate the fluid
element result (25.51) over the finite region. Since the integral of zero is still zero, there are no
torques on the region. An alternative approach makes use of the weak formulation by following
the discussion in Section 25.4.2. In this approach, we start by writing the time change in angular
momentum acting on a static fluid region

d

dt

ˆ
R

L =

ˆ
R

[x× (−ρ∇Φ)] dV +

˛
∂R

[x× (−n̂ p)] dS. (25.52)

Note that although the discusssion in Section 25.4.2 focused on a Lagrangian region, R(v), there
is no distinction here between Lagrangian and Eulerian since the fluid is static.

The pressure contribution in equation (25.52) is written in its contact force form, which is
appropriate for a weak formulation. However, to compare its contribution to the torque with
that from effective gravity requires us to convert the area integral to a volume integral. For that
purpose we use Cartesian tensor notation and expose full details

˛
∂R

(n̂× x)a p dS = ϵabc

˛
∂R
n̂b xc p dS permutation symbol (Section 1.7.1)

(25.53a)

= ϵabc

ˆ
R

∂b(xc p) dV divergence theorem

(25.53b)

= ϵabc

ˆ
R

(δbc p+ xc ∂bp) dV product rule

(25.53c)

= ϵabc

ˆ
R

xc ∂bp dV ϵabc δbc = 0

(25.53d)

= −ϵacb
ˆ
R

xc ∂bp dV ϵabc = −ϵacb
(25.53e)

= −
ˆ
R

(x×∇p)a dV vector cross product notation.

(25.53f)
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This result then brings the angular momentum equation (25.52) to the form

d

dt

ˆ
R

L =

ˆ
R

[x× (−ρ∇Φ−∇p)] dV. (25.54)

At this point we can invoke the strong form force balance in equation (25.36), thus revealing
that the integrand on the right hand side vanishes at each point in the fluid. However, this
approach is no different than starting from the strong formulation of the torques in equation
(25.51) and integrating over a finite region. An alternative approach, remaining fully within the
weak formulation, states that if the region’s angular momentum remains constant, then that
defines a region experiencing zero net torque. This approach is the same as taken for the force
balance, whereby we say that a fluid region experiencing no acceleration is one that has zero net
forces acting on it. Hence, for a region with time invariant angular momentum we are led to the
finite volume (weak form) torque balance

ˆ
R

[x× (ρ∇Φ+∇p)] dV = 0 =⇒
ˆ
R

(x× ρ∇Φ) dV = −
ˆ
∂R

(x× n̂ p) dS, (25.55)

with this balance the direct analog for torques of the weak form of the force balances given by
equations (25.39), (25.40a), and (25.40b).

25.6 Flux-form Eulerian momentum equation

We often find it useful to consider Cauchy’s form of the momentum equation (25.21) in its
flux-form Eulerian expression. Making use of Cartesian tensors, we expand the material time
derivative acting on the velocity and introduce the mass conservation equation (19.6) so that

ρ
Dv

Dt
= ρ [∂tv + (v · ∇)v] (25.56a)

= ρ [∂tv + (v · ∇)v] + v (∂tρ+∇ · (ρv)] (25.56b)

= ∂t(ρv) +∇ · [ρv ⊗ v], (25.56c)

where v ⊗ v is the outer product of the velocity vector and it has Cartesian tensor components
written as

(v ⊗ v)mn = vm vn. (25.57)

Consequently, the momentum equation (25.21) takes on the flux-form Eulerian expression

∂t(ρv) +∇ · [ρv ⊗ v] = ρf +∇ · T. (25.58)

Alternatively, we can move the advection of momentum term onto the right hand side so that

∂t(ρv) = ρf +∇ · [T − ρv ⊗ v], (25.59)

which takes on the component form

∂t(ρ vm) = ρ fm + ∂n[Tmn − ρ vm vn]. (25.60)

In this form we see that momentum advection can be interpreted as a stress that modifies the
linear momentum per volume at a point in space. We refer to the stress,

T kinetic
mn = −ρ (v ⊗ v)mn = −ρ vm vn, (25.61)
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as the mechanical stress or kinetic stress, which arises from the mechanical interactions between
moving fluid elements. The turbulent contribution to the mechanical stress is known as the
Reynolds stress.

For a rotating fluid in a gravity field we set the body force to

ρf = −2 ρΩ× v − ρ∇Φ, (25.62)

and the divergence of the stress tensor is

∇ · T = −∇p+ ρF , (25.63)

with F the frictional acceleration (see Section 25.8). In this case, Cauchy’s equation (25.58)
takes on the form

∂(ρv)

∂t
+∇ · (ρv ⊗ v) + 2 ρΩ× v = −∇p− ρ∇Φ+ ρF . (25.64)

25.7 Linear momentum for arbitrary regions
Consider the budget of linear momentum for an arbitrary region, R, moving in an arbitrary
manner within the fluid. For this purpose we make use of the Leibniz-Reynolds Transport
Theorem (20.37)

d

dt

[ˆ
R

φdV

]
=

ˆ
R

∂φ

∂t
dV +

˛
∂R
φv(b) · n̂dS, (25.65)

where v(b) is the velocity of the region boundary, ∂R, with n̂ the outward normal along the
boundary. Applying this result to a component of the linear momentum per volume, φ = ρ vm
(again, assuming Cartesian tensors), and making use of the flux-form Eulerian momentum
equation (25.60) leads to

d

dt

[ˆ
R

ρ vm dV

]
=

ˆ
R

∂t(ρ vm) dV +

˛
∂R

(ρ vm)v
(b) · n̂dS (25.66a)

=

ˆ
R

[ρ fm + ∂n(Tmn − ρ vm vn)] dV +

˛
∂R

(ρ vm)v
(b) · n̂dS (25.66b)

=

ˆ
R

ρ fm dV +

˛
∂R

(Tmn − ρ vm vn) n̂n dS +

˛
∂R

(ρ vm)v
(b) · n̂dS (25.66c)

=

ˆ
R

ρ fm dV +

˛
∂R

[Tmn + ρ vm (v(b)n − vn)] n̂n dS. (25.66d)

We can write this relation as

d

dt

[ˆ
R

ρv dV

]
=

ˆ
R

ρf dV +

˛
∂R

[T + ρv ⊗ (v(b) − v)] · n̂dS. (25.67)

We conclude that the evolution of linear momentum over an arbitrary region is affected by the
volume integrated body force acting over the region, plus the impacts from stresses acting on
the region boundary. Notably, the stresses have a contribution from the advection of linear
momentum across the region boundary, with advection computed relative to motion of the
boundary. In Section 25.10 we specialize the budget (25.67) to an infinitesimally thin interface.
That analysis is then used to develop stress conditions for a surface within a single fluid media,
and the stress condition at the boundary between two fluids.

We refer to a Lagrangian region as one that moves so that the surface velocity and barycentric
velocity satisfy v(b) · n̂ = v · n̂, in which case the mechanical stress is eliminated from the finite
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volume momentum budget (25.67). Recall from our discussion of Lagrangian regions in Section
19.3.1, we denote a Lagrangian region by writing R(v) to emphasize that the region moves with
the barycentric fluid velocity, v. For this case the linear momentum is only affected by body
forces as well as stresses contained in the stress tensor

(v − v(b)) · n̂ = 0 =⇒ d

dt

[ˆ
R(v)

ρv dV

]
=

ˆ
R(v)

ρf dV +

˛
∂R(v)

T · n̂dS. (25.68)

This relation is Reynold’s transport theorem (Section 20.2.6) as applied to linear momentum.

25.8 Constitutive relation between stress and strain rate
Thus far we have offered a rather general treatment of stress, developing its properties according
to the conservation of linear momentum and angular momentum. We now develop constitutive
relations, which relate stress to properties of the fluid as well as properties of the fluid flow.

25.8.1 Thermodynamic pressure and mechanical pressure
Consider a fluid in which the stress on an area element is always normal to the area element and
is independent of the orientation. This fluid is in hydrostatic balance and the corresponding
stress tensor and stress vector are written

Tmn = −p δmn ⇐⇒ T · n̂ = −p n̂, (25.69)

where p is the hydrostatic pressure field. Since the pressure introduced here arises from purely
mechanical considerations, we refer to it as the mechanical pressure. For a compressible fluid
at rest, we can identify the mechanical pressure with the thermodynamic pressure encountered
in our study of equilibrium thermodynamics (Chapter 22). Furthermore, if we assume that
local thermodynamic equilibrium is maintained for fluid elements within a moving fluid, then
we are motivated to continue making this identification between mechanical pressure and
thermodynamical pressure (see Section 4.5 of Kundu et al. (2016) or Section 1.10 of Salmon
(1998)). However, we note that there is no fully deductive theory supporting this equality of
pressures. The reader in search of a deductive theory will need to start by studying nonequilibrium
statistical mechanics, which is outside our scope.

When the fluid flow is non-divergent (Chapter 21), we lose the equality between mechanical
pressure and thermodynamical pressure, even when the fluid is at rest. The reason is that
a non-divergent fluid flow is unable to do pressure work on a fluid element since the flow
cannot change the fluid element’s volume. Hence, for non-divergent flow there is no connection
between pressure and changes to internal energy as per the first law of thermodynamics (Section
22.2). A non-divergent flow only has access to the mechanical pressure as revealed through the
measurement of stresses. Furthermore, the mechanical pressure instantaneously conforms to the
needs of non-divergence throughout the fluid (see Section 29.3 and Section 38.4). Correspondingly,
energetic consistency requires us to make use of the geopotential in the equation of state for in
situ density in an oceanic Boussinesq fluid (in which the velocity is non-divergent), rather than
the thermodynamic pressure. We explore this point in Section 29.8.

25.8.2 Couette flow and the frictional stress tensor
Couette flow arises when fluid is placed between two long and straight concentric cylinders that
can rotate. Relative motion between the two cylinders leads to fluid motion. For example, if
the inner surface rotates, then fluid next to the cylinder wall will move with the cylinder. Any
normal stresses on the fluid imparted by the cylinders are directed toward the cylinder axis and

page 644 of 2158 geophysical fluid mechanics



25.8. CONSTITUTIVE RELATION BETWEEN STRESS AND STRAIN RATE

so cannot render any tangential motion. This elegant experiment proves that fluid motion can
be induced by purely tangential stresses. Furthermore, the tangential stress imparted by the
inner cylinder transfers through the fluid to the outer cylinder. Indeed, if the inner cylinder
rotates at a constant rate, then eventually the whole fluid-cylinder system rotates as a solid
body. Couette flow thus exhibits how real fluids can support tangential stresses in response
to tangential strains, thus providing a clear distinction from a perfect fluid where only normal
stresses (i.e., pressure) are supported.

As evidenced by the Couette flow, a moving fluid has a more complex stress relation than a
static fluid. In particular, the presence of tangential stresses in the fluid provides evidence for
an additional piece to the stress tensor that we write as

Tmn = −p δmn + τmn ⇐⇒ T = −p I + τ. (25.70)

The pressure term remains isotropic as for a fluid at rest, thus imparting normal stresses. The
additional tensor, τ, is referred to as the frictional stress tensor or sometimes the viscous stress
tensor.4 The friction tensor captures the irreversible exchanges of momentum between moving
(relative to one another) fluid elements, such as in Couette flow, with the irreversible momentum
exchange supported by fluid viscosity. Viscosity is assumed to be identically zero in a perfect
fluid, so that a perfect fluid can only support normal stresses from pressure even when the
perfect fluid has relative motion.

As noted above, we assume the frictional stress tensor vanishes when there is zero relative
motion within the fluid.5 The physical idea is that fluid strains are needed to generate friction
between fluid elements to support the transfer of momentum through the presence of viscosity.
The determination of frictional stresses from kinematic properties (such as strain) requires a
constitutive relation. The constitutive relation commonly used for geophysical fluids follows that
for a Newtonian fluid, which is a particular type of Stokesian fluid whose frictional stresses are
assumed to be linearly proportional to the strain rate.

The diagonal stresses, T11, T22, and T33, are known as the direct stresses or normal stresses,
whereas the off-diagonal stresses are shear stresses. The sum of the direct stresses forms the
trace of the stress tensor and is given by

Tqq = T11 + T22 + T33 = −3 p+ τqq. (25.71)

If τqq = 0 then it is known as the deviatoric friction tensor. As argued in Section 25.8.6, a devia-
toric friction tensor is consistent with the assumption of equal mechanical and thermodynamical
pressures.

25.8.3 D’Alembert’s theorem for perfect fluids
Consider a finite impermeable solid body placed in a steady fluid flow, with the flow assumed to
be uniform upstream and downstream. A particular realization is an arbitrarily long pipe flow
with a solid object in the middle of the pipe. D’Alembert’s theorem says that the force exerted
by a perfect fluid on the solid body has no component along the direction of the pipe’s central
axis. A proof of this theorem, as provided in Section 13 of Meyer (1971), makes use of basic
insights into momentum balances.

D’Alembert’s theorem suggests a behavior that is contrary to common experience, whereby
an object placed in a real fluid flow experiences a net force in the direction of the flow, so
that there is a transfer of momentum between the fluid and the solid body. Consequently,
D’Alembert’s theorem became known as D’Alembert’s paradox, thus motivating research during

4The viscous tensor is distinct from the viscosity tensor, which is a fourth order tensor not considered in this
book. Section 4.5 of Kundu et al. (2016) and Chapter 17 in Griffies (2004) for a discussion of the viscosity tensor.

5This assumption follows those for a Stokes fluid as discussed in Section 5.21 of Aris (1962).
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the 19th and early 20th centuries to understand stresses acting between a fluid and solid. It
further put into question the ability to consider a fluid with arbitrarily small, but nonzero,
viscosity as approximately a perfect fluid, where the viscosity identically vanishes.

The nonzero viscosity present in real fluid supports tangential stresses, in addition to normal
(pressure) stresses present in perfect fluids. It is the tangential stresses, no matter how small
in magnitude (but nonzero), that lead to a net force on the solid body. These ideas highlight
the subtle nature of taking the limit of vanishing viscosity. Namely, a real fluid, no matter how
small its viscosity (so long as it is nonzero), displays fundamentally distinct behavior relative to
the perfect fluid. We return to this point in Section 25.8.7 when discussing the relation between
the Navier-Stokes equation and the Euler equation.

25.8.4 Guidance from Galilean invariance

Consider a fluid in uniform motion in free space. Boosting the reference frame allows us to move
to a reference frame where the fluid is static. Through Galilean invariance (Section 17.5) we
expect the dynamics to remain unchanged. Since we assume friction vanishes when the fluid is
static (as per a Stokesian fluid), Galilean invariance implies that the frictional stresses vanish
when the fluid undergoes uniform motion in any direction.

Uniform motion of fluid elements is reflected in zero velocity gradients, which offers a key
insight into how friction depends on strains. Namely, these considerations suggest that the
friction tensor is a function of gradients in the velocity field, ∂mvn. Furthemore, as the stress
tensor must be symmetric (Section 25.4), the simplest expression for the friction tensor is one
that is linearly proportional to the strain rate tensor introduced in Section 18.8. Symmetry thus
removes any dependence on the rotation (spin) tensor (Section 18.8.5).6 Fluids that satisfy a
linear constitutive relation between stress and the strain rate are known as Newtonian fluids.
Furtheremore, this constitutive relation takes the same mathematical form as Hooke’s Law used
in the study of elastic materials or simple harmonic oscillators (see Section 15.6).7

25.8.5 A comment on Rayleigh drag

Rayleigh drag is a particular form of friction that makes use of the acceleration

FRayleigh = −γ v, (25.72)

where γ > 0 is an inverse time scale. Rayleigh drag is not Galilean invariant since it decelerates
all flows, even uniformly moving flows, towards rest where rest is defined by the laboratory
frame. Furthermore, Rayleigh drag is not equal to the divergence of a frictional stress tensor,
and so it does not arise from a contact stress. Even so, it has found some use for rudimentary
purposes, particularly when aiming to derive analytic expressions for how friction acts on flows
in a bulk sense. We provide an example in the study of Ekman dynamics in Section 33.2.3.

25.8.6 Constitutive relation for Newtonian fluids

There are many details involved with deriving the Newtonian fluid constitutive relation, with
discussions provided in Section G of Serrin (1959), Chapter 5 of Aris (1962), Section 3.1 of
Segel (1987), and Section 4.5 of Kundu et al. (2016) for general fluids, and Chapter 17 and 18 of
Griffies (2004) for stratified fluids with particular focus on the ocean. We here offer a taste of

6The absence of a dependence on the rotation tensor is to be expected, since this tensor renders a rigid
rotation on fluid elements, thus inducing no change in the distance between fluid particles. See Section 18.8.4.

7In fact, Hooke’s Law provides a linear relationship between stress and strain, whereas for Newtonian fluids
we consider a linear relationship between stress and strain rate.
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these considerations by starting with the constitutive relation

τmn = ρ (2 ν Smn + λ∇ · v δmn), (25.73)

with Smn the components to the strain rate tensor introduced in Section 18.8.4 and whose trace
equals to the velocity divergence

Sqq = ∇ · v. (25.74)

The first contribution to the frictional stress (25.73) includes the strain tensor multiplied by the
first kinematic viscosity, ν > 0 (dimensions of squared length per time). The second contribution
arises just from flow divergence as scaled by a second kinematic viscosity, λ. The sum

νbulk = ρ (λ+ 2 ν/3) (25.75)

is known as the bulk viscosity, which, as discussed in the following, will be set to zero. Finally,
one sometimes finds it more convenient to work with the dynamic viscosity

µvsc = ρ ν. (25.76)

Note that we set ρ to the constant Boussinesq reference density, ρo (Chapter 29), when working
with a Boussinesq fluid.

Deviatoric friction tensor

As noted in Section 25.8.1, the pressure appearing in the stress tensor is a mechanical pressure
that equals to minus one-third the trace of the stress tensor when the fluid is at rest

T static
qq = −3 p. (25.77)

We assume that the frictional stress tensor does not alter this trace, so that the frictional stress
tensor has zero trace and is known as a deviatoric friction tensor8

τqq = 0 = 3 νbulk∇ · v =⇒ λ = −2 ν/3, (25.78)

so that the total stress tensor is given by

Tmn = −δmn p+ 2µvsc Sdev
mn with Sdev

mn = Smn − δmn Sqq/3, (25.79)

where Sdev is the deviatoric strain rate tensor. We next offer arguments for why the friction
tensor used for geophysical flows should have zero trace.

Equality of the mechanical and thermodynamic pressures

The frictional stress tensor (25.73) is not the precise form typically used in geophysical fluid
modeling. Instead, the velocity divergence term is generally dropped even for compressible flows,
and the viscosity is anisotropic and more generally takes the form of a fourth order viscosity
tensor (see Chapter 17 and 18 of Griffies (2004) for the ocean). Furthermore, what is generally
respected in most geophysical applictions is the deviatoric nature of the friction tensor. That
property is maintained since it is consistent with our assumption in Section 25.8.1 that the
mechanical pressure equals to the thermodynamic pressure.

To see this equality between the pressures, introduce the mechanical pressure, pmech, according

8A second order tensor in 3-dimensions, D, has a deviator with components given by Ddev
mn = Dmn−(1/3) δmn Dqq.

By construction, the trace of the deviator vanishes: Ddev
qq = 0.

CHAPTER 25. STRESS IN FLUIDS page 647 of 2158



25.8. CONSTITUTIVE RELATION BETWEEN STRESS AND STRAIN RATE

to the trace of the stress tensor
Tqq = −3 pmech. (25.80)

That is, mechanical pressure is minus one-third the trace of the stress tensor whether the fluid is
at rest or in motion. We can, in principle, measure this pressure by measuring the stresses. If
we now return to the general form of the stress tensor

Tmn = −δmn p+ ρ (λ∇ · v δmn + 2 ν Smn), (25.81)

with p here given by the thermodynamic pressure, then the trace is

Tqq = −3 p+ ρ (3λ+ 2 ν)∇ · v. (25.82)

Setting the two traces (25.80) and (25.82) equal then leads to

pmech − p = −νbulk∇ · v. (25.83)

Hence, in regions where the flow converges, the mechanical pressure is greater than the thermo-
dynamical pressure, pmech > p, whereas where flow diverges then pmech < p.

Stokes assumed p = pmech by taking a zero bulk viscosity, and he used arguments from kinetic
theory of gases to support that choice.9 This choice is generally taken for geophysical fluid
applications, largely based on the assumption of local thermodynamic equilibrium mentioned in
Section 25.8.1, and by noting that the flows are predominantly close to divergence-free.

Local thermodynamical equilibrium is not a good assumption in supersonic flows (e.g.,
shock waves), in which case p ̸= pmech and the bulk viscosity is nonzero. Correspondingly, the
divergence term and the second kinematic viscosity, λ ̸= −2 ν/3, are important. Additionally,
the second viscosity is important when concerned with the damping of acoustic waves (e.g.,
sounds absorption). Neither topics are considered in this book so that we have no further concern
for the second viscosity.

Frictional force per volume

Taking the mechanical and thermodynamic pressures equal, so that the second kinematical
viscosity satisfies equation (25.78), renders the frictional force per volume as given by the
divergence of the frictional stress tensor

ρFn = ∂mτmn = 2 ∂m(µvsc Sdev
mn). (25.84)

The special case of a Boussinesq ocean with ∇ · v = 0

For a Boussinesq ocean (Chapter 29), the viscous friction (25.84) simplifies to

ρo Fn = 2 ρo ∂m(ν Smn). (25.85)

To reach this equality we set the dynamic viscosity to µvsc = ρo ν, with ρo the constant Boussinesq
reference density. Furthermore, as studied in Chapter 29, the Boussinesq ocean has a non-
divergent flow field so that ∇ · v = ∂mvm = 0, in which case

Sdev
mn = Smn if ∇ · v = 0. (25.86)

Finally, for the case of a constant kinematic viscosity, we have the Boussinesq result reducing

9As noted in Section 62 of Serrin (1959), Stokes later admitted to having little confidence in this assumption.
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to the Laplacian form, which is seen by

ν−1 Fn = 2 ∂mSmn (25.87a)

= ∂m(∂nvm + ∂mvn) (25.87b)

= ∂m(∂nvm) + ∂m(∂mvn) (25.87c)

= ∂n(∂mvm) +∇2vn (25.87d)

= ∇2vn, (25.87e)

so that
F = ν∇2v. (25.88)

The relatively simple form of the Laplacian friction operator is commonly used for scale analysis,
such as when introducing the Reynolds number in Section 25.9.

25.8.7 Navier-Stokes and Euler equations

The Navier-Stokes equation is a special form of the momentum equation found by assuming
a Newtonian fluid constitutive relation. In this case the Navier-Stokes momentum equation
(24.16), in the presence of rotation and gravity, takes on the form

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ−∇p+∇ · (2µvsc Sdev), (25.89)

where we set the friction tensor equal to τ = 2µvsc Sdev. Quite often when examining the
mathematical properties of the Navier-Stokes equation, one assumes the flow to be non-divergent,
in which case Sdev = S since Sqq = ∇ · v = 0. A further simplification occurs by assuming a
constant density, ρ, and constant kinematic viscosity, ν, in which case the friction tensor reduces
to the Laplacian form (25.88) so that the Navier-Stokes equation becomes

Dv

Dt
+ 2Ω× v = −∇Φ− ρ−1∇p+ ν∇2v. (25.90)

This form, or even simpler when ignoring rotation and gravity, is commonly studied by mathe-
maticians concerned with existence and uniqueness properties of fluid flow solutions (e.g., see
Doering and Gibbon (1995)). When assuming the fluid to be perfect, so that there are no viscous
forces, the momentum equation is referred to as the Euler equation10

Dv

Dt
+ 2Ω× v = −∇Φ− ρ−1∇p. (25.91)

It is tempting to consider the Euler equations to be a continuous limit of the Navier-
Stokes equation as the viscosity goes to zero. However, there is a key distinction between the
two equations. Namely, the Navier-Stokes equations admit solutions that display statistically
equilibriated turbulent motions, whereby energy cascades to the small scales through vortex
stretching in three dimensional flows. This energy is ultimately dissipated by viscosity at the
small spatial scales, and this mechanism holds no matter how small the viscosity, so long as it is
nonzero. In contrast, for the Euler equations, with identically zero viscosity, energy cannot be
dissipated at the small scales so that an equilibrium turbulent cascade is unavailable.

10Note that some authors refer to the Euler equations only in the case of a perfect fluid that has no body force,
so that both rotation and gravitation vanish.
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25.8.8 No-slip boundary conditions on solid boundaries
Another fundamental distinction between the Euler equation and Navier-Stokes equation concerns
the boundary conditions. For the Navier-Stokes equation, the presence of a second order operator
(the Laplacian), weighted by the viscosity, signals a distinct behavior of the flow next to boundaries.
The Euler equation can only maintain a no-normal flow kinematic boundary condition at a
boundary, with the kinematics detailed in Section 19.6. Yet the viscous fluid described by the
Navier-Stokes equation must satisfy an additional boundary condition.

Evidence based on research in the 19th and 20th centuries suggests that fluids, such as air and
water, adhere to solid boundaries and thus satisfy the no-slip boundary condition. Writing n̂ as
the outward normal along the solid boundary, a no-slip boundary condition at a stationary solid
boundary means that the flow has a zero component in the direction tangent to the boundary

v − n̂ (n̂ · v) = 0 for x on solid boundary. (25.92)

When combined with the kinematic boundary condition, n̂ · v = 0, we find that a no-slip
boundary condition requires the fluid velocity to vanish at the solid boundary.11 This boundary
condition has basic implications for how stress acts between fluids and solids. We have more to
say concerning this boundary condition in Section 25.10.12

25.8.9 Laplacian friction in terms of vorticity and divergence
The Laplacian friction operator with a constant viscosity is afforded the following decomposition

ν−1 Fn = ∂m(∂mvn) (25.93a)

= ∂m(∂mvn − ∂nvm + ∂nvm) (25.93b)

= ∂m(∂mvn − ∂nvm) + ∂n(∂mvm) (25.93c)

= −2 ∂mRmn + ∂n∇ · v (25.93d)

= ∂m(ϵmnp ωp) + ∂n∇ · v (25.93e)

= −ϵnmp ∂mωp + ∂n∇ · v (25.93f)

= −(∇× ω)n + ∂n∇ · v. (25.93g)

In the fourth equality we introduced the rotation tensor (18.99)

Rmn = (1/2) (∂nvm − ∂mvn), (25.94)

which is related to the vorticity, ω = ∇× v, via equation (18.102)

Rmn = −ϵmnp ωp/2. (25.95)

These manipulations have served to decompose the Laplacian viscous acceleration, with a
constant viscosity, into the two terms

F = ν [−∇× ω +∇(∇ · v)] . (25.96)

The Laplacian friction acceleration is thus due to the curl of the vorticity plus gradients in the
velocity divergence. Many geophysical flows are dominated by vorticity, with the divergence
relatively small. Indeed, the Boussinesq ocean discussed in Chapter 29 has ∇ · v = 0, in which

11More generally, if the solid boundary is moving, then the no-slip condition means that there is zero relative
flow between the fluid and solid.

12See also the comments and footnote on page 86 of Segel (1987) as well as pages 83-84 of Meyer (1971).
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case frictional acceleration arises only when the vorticity has a nonzero curl. Correspondingly,
irrotational flows (where ω = 0) that are also non-divergent have zero Laplacian frictional
acceleration.

25.8.10 Frictional stresses in a sheared flow

As a means to connect the above ideas in this section to the Couette flow discussed in Section
25.8.2, consider a non-divergent velocity that only has a zonal component with a vertical shear
(Figure 25.6)

v = u(z) x̂. (25.97)

In this case the only nonzero components to the strain rate tensor are due to the vertical shear,
S13 = S31 = ∂zu/2. Now consider a horizontal area whose outward normal is parallel to the ẑ
direction. The frictional force acting on that area is given by the area integral of the frictional
stress

Farea =

ˆ
τ · n̂dS =

ˆ
τ · ẑ dx dy = ρo

x̂

2
ν A

∂u

∂z
, (25.98)

where A =
´
dx dy is the horizontal area, and where we used the constant reference density, ρo,

for a Boussinesq fluid. Hence, the zonal stress arises from the nonzero vertical shear.

Momentum is deposited in regions where there is a divergence in the stress, in which case
momentum is transferred from regions of high vertical shear to low vertical shear. At a point,
the momentum is affected by the divergence of the friction stress at that point. For v = u(z) x̂
we have [

∂(ρ vm)

∂t

]
viscous

= ∂nτnm =⇒
[
∂(ρ u)

∂t

]
viscous

= ∂z (µvsc ∂zu), (25.99)

so that zonal momentum is preferentially deposited to or removed from regions with high vertical
curvature in the zonal velocity. Spatial variations in the dynamic viscosity, µvsc = ρo ν, also
contribute to friction.

z

u(z)

x

Figure 25.6: Sample profile of zonal velocity possessing a vertical shear: v = u(z) x̂ and with a no-slip boundary
condition at z = 0. The resulting zonal frictional stress arises from the nonzero vertical shear in the presence of
viscosity.

25.8.11 The net stress tensor

Combining the frictional stress tensor with pressure and kinetic stress yields the flux-form
momentum equation (25.64)

∂(ρv)

∂t
+ 2 ρΩ× v + ρ∇Φ = ∇ · T net, (25.100)
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where we introduced the net stress tensor

T net = −p I− ρv ⊗ v + τ =

 −p− ρ u2 + τ11 −ρ u v + τ12 −ρ uw + τ13
−ρ u v + τ12 −p− ρ v2 + τ22 −ρ v w + τ23
−ρ uw + τ13 −ρ v w + τ23 −p− ρw2 + τ33

 . (25.101)
The left hand side of the momentum equation (25.100) includes the local time tendency plus
the body forces from Coriolis and effective gravity. The right hand side is the divergence of the
net stress tensor, with this tensor combining the pressure stress, kinetic stress, and frictional
stress. Varieties of the net stress tensor appear in subsequent chapters of this book, with details
dependent on the chosen approximations.

25.8.12 Properties under time reversal13

Make an animation of a dynamical system over a period of time, and then play the animation
backwards in time. Is there anything about the time reversed animation to indicate it is not
physically realizable? If not, then the dynamical system possesses symmetry under the reversal
of time. We considered this question in Section 14.2 for the motion of a point particle. Here we
ask the same question for the perfect fluid satisfying the Euler equation (25.91) in a rotating
reference frame, in which we show there is time symmetry. We then show that time reversal
symmetry is broken by viscous friction in the Navier-Stokes equation (25.90).

Perfect fluid satisfying the rotating Euler equation

Consider a particular solution, v(x, t), to the Euler equation in a rotating reference frame
in either free space (i.e., no boundaries) or with static material boundaries where the flow
satisfies the no normal flow boundary condition, v · n̂ = 0. What transformation properties for
the pressure, p(x, t), density, ρ(x, t), geopotential, Φ(x, t), and rotation, Ω, are sufficient for
v∗(x, t∗) = −v(x,−t) to be a solution? That is, by running time backwards, and changing the
sign of the velocity, does this flow also satisfy the Euler equations?

In the following, we retain the space position unchanged. Hence, for brevity, we suppress the
x dependence just focus on time, in which case we have the Euler equation (25.91) is written as

ρ(t)
Dv(t)

Dt
+ 2 ρ(t)Ω× v(t) = −ρ(t)∇Φ(t)−∇p(t). (25.102)

We can ensure time reversal symmetry by assuming the following properties

v∗(x, t) = −v(x,−t) velocity reverses direction (25.103a)

p∗(x, t∗) = p(x,−t) pressure retains same sign (25.103b)

ρ∗(x, t∗) = ρ(x,−t) density retains same sign (25.103c)

Φ∗(x, t∗) = Φ(x,−t) geopotential retains same sign (25.103d)

Ω∗ = −Ω. rotation reverses direction. (25.103e)

That is, if the rotating Euler equation is satisfied by v(x, t), p(x, t), ρ(x, t), Φ(x, t), and Ω, then
the rotating Euler equation is also satisfied by −v(x,−t), p(x,−t), ρ(x,−t), Φ(x,−t), and −Ω.
More explicitly, we verify time reversal symmetry by writing out the terms in the Euler equation

13This subsection was inspired by the discussion on page 77 of Meyer (1971), with the added feature here of
the Coriolis acceleration.
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Dv∗(t∗)

Dt∗
=

Dv(−t)
Dt

(25.104a)

ρ∗(t∗)Ω∗ × v∗(t∗) = ρ(−t)Ω× v(−t) (25.104b)

ρ∗(t∗) Φ∗(t∗) = ρ(−t) Φ(−t) (25.104c)

∇p∗(t∗) = ∇p(−t), (25.104d)

so that satisfying the Euler equation (25.102) implies that also

ρ(−t) Dv(−t)
D(−t) + 2 ρ(−t)Ω× v(−t) = −ρ(−t)∇Φ(−t)−∇p(−t). (25.105)

Note that a special case for the density condition (25.103c) is realized by a barotropic fluid14,
in which

ρ(x, t) = ρ[p(x, t)]. (25.106)

The geopotential condition (25.103c) generally holds for static geopotentials, Φ = g z, so that the
gravity field does not care about the time direction. This property of gravity is characteristic of
conservative forces. As noted in Section 14.2, the condition on rotation arises since the Coriolis
acceleration is a function of the velocity.

Real fluid satisfying the rotating Navier-Stokes equation

Real fluids are not time reversible. For example, water leaving a tea pot does turn around and
reenter the pot. Also, if air were a perfect fluid then one could only survive through breathing
in a cross-wind since otherwise we would breath in the same air we just breathed out. Even
though perfect fluids suffer from unrealistic features, it is of interest to expose symmetries of the
Euler equations and to then study how these symmetries are broken. To see how dissipation
breaks time reversal symmetry, consider the Laplacian viscous friction acceleration appearing in
the Navier-Stokes equation (25.90)

F = ν∇2v, (25.107)

where ν > 0 is the kinematic viscosity. So long as the viscosity stays positive, we see that
frictional acceleration changes sign under the transformation v∗(t∗) = −v(−t), so that the
friction operator becomes an anti-dissipation operator when time is reversed. As such, time
reversed motion in the presence of viscous friction (again, with ν > 0) is distinct from time
forward motion. That is, friction breaks time reversal symmetry so that the Navier-Stokes
equations are not time symmetric, meaning that we can distinguish between motion that is
forward in time versus motion that is backward in time.

25.8.13 Comments and further study
There are more elaborate constitutive relations between the frictional stress tensor and strain
rate tensor than those considered in this section. The most general form for a Newtonian fluid
introduces a fourth-order viscosity tensor as in Section 4.5 of Kundu et al. (2016) and Chapter
17 in Griffies (2004). We also recommend the presention of stress in Chapter 5 of Aris (1962).

Geophysical fluids such as air and water are generally well treated using Newtonian con-
stitutive relations. However, there are some geophysical turbulence theories that propose a
non-Newtonian constitutive relation for part of their closures, whereby the constitutive rela-
tion makes use of products of the strain rate tensor for computing stress. Anstey and Zanna

14Barotropic fluids have a functional relation ρ = ρ(p), and are discussed in Section 40.2.3.
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(2017) offer a compelling approach with a subgrid scale stress tensor that is non-Newtonian
and furthermore contains a non-zero trace, thus resulting in a modification to the mechanical
pressure. Additional nonlinear relations can arise when the viscous tensor is a function of the
flow, such as with the Smagorinsky scheme commonly used for Large Eddy Simulations (LES)
(see Smagorinsky (1993) or Chapter 18 of Griffies (2004)).

25.9 Reynolds number and flow regimes

How important is friction relative to other terms in the momentum equation? In particular, how
does it compare to the material acceleration? We consider that question in the context of the
non-rotating and constant density Navier-Stokes equations with a constant viscosity, ρ,

∂v

∂t
+ (v · ∇)v = −ρ−1∇p+ ν∇2v. (25.108)

25.9.1 Non-dimensional Navier-Stokes

We non-dimensionalize the Navier-Stokes equation (25.108) to garner an understanding of
relative magnitudes of the various terms. For that purpose, introduce the dimensional scales
and corresponding non-dimensional fields

L = length scale U = velocity scale P = pressure scale T = time scale, (25.109)

so that equation (25.108) takes the form

∂v̂

∂t̂
+
U T

L
(v̂ · ∇̂) v̂ = − T P

ρU L
∇̂p̂+ T ν

L2
∇̂2v̂, (25.110)

where the hat fields are non-dimensional and defined according to

∇ = L−1 ∇̂ ∂t = T−1 ∂t̂ v = U v̂ p = P p̂. (25.111)

25.9.2 Ratio of inertial to frictional accelerations

We are concerned with three dimensional flows with only a single length and velocity scale, L
and U . For the time scale we assume that it is determined by the fluid particle time scale, which
is the advective time

T = L/U. (25.112)

Furthermore, we assume that the scale of mechanical pressure is comparable to the dynamical
stress induced by the flow itself, thus leading to the dynamical pressure scaling15

P = ρU2. (25.113)

These assumed scales for time and pressure bring the non-dimensionl Navier-Stokes equation
(25.110) into the rather tidy form

∂v̂

∂t̂
+ (v̂ · ∇̂) v̂ = −∇̂p̂+ 1

Re
∇̂2v̂. (25.114)

15When considering flows close to geostrophic balance in Sections 33.3.2 and 43.7.4, we find that pressure scales
as ρ f U L, where f is the Coriolis parameter, which is distinct from the ρU2 scaling found for flows not feeling
the Coriolis acceleration.
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Flow regimes of the non-dimensional Navier-Stokes equation are specified by the non-dimensional
number, Re = LU/ν, which is the Reynolds number. By definition, the Reynolds number is the
ratio of scales for material (inertial) acceleration to frictional acceleration

Re =
inertial accelerations

frictional accelerations
=

U/T

ν U/L2
=
L2/T

ν
=
LU

ν
. (25.115)

25.9.3 Reynolds numbers for some example flows
Laboratory experiments with flow around and within various objects indicates the following
regimes of flow as a function of the Reynolds number:

Re ∼


≤ 102 laminar
102 − 103 quasi-periodic flow
103 − 104 transition to turbulence
≥ 104 fully turbulent.

(25.116)

These numbers are fuzzy given dependence on the geometry of the objects placed in the flow
and their characteristic length scale. What is more general concerns the behavior of the flow,
with a transition from laminar to turbulent typically occuring as the flow moves from relatively
low to high Reynolds number.

For a given molecular kinematic viscosity, the Reynolds number is dependent on the velocity
and length scales. Let us consider some examples. First, place a finger into a flowing stream of
water, such as in a gentle mountain creek. Let the length scale for the finger be 10−2 m and the
stream flow at a speed of U ≈ 0.1− 1 m s−1. With the kinematic viscosity of water given by
(page 75 of Gill (1982))

νwater = 10−6 m2 s−1, (25.117)

our finger poking into the mountain stream is associated with a flow Reynolds number on the
order of

Refinger in stream = 103 − 104. (25.118)

Evidently, mountain stream flow around a finger is at the lower end of the turbulent regime. We
thus expect to see slightly turbulent whirls and eddies downstream from the finger.

Now consider an oceanographic length scale given by a Gulf Stream ring (see Figure 31.1) in
which L ≈ 105 m. Assuming the flow speed is on the same order as the mountain stream (good
assumption) leads to a huge Reynolds number for Gulf Stream flow

ReGulf Stream = 1010 − 1011. (25.119)

For the atmosphere, we take L = 106 m for a typical atmospheric weather system, U = 10 m s−1

for the speed, and
νair = 1.4× 10−5 m2 s−1, (25.120)

for the kinematic viscosity of air at standard pressure (page 75 of Gill (1982)). Given the larger
length and velocity scales, the Reynolds number for large-scale atmospheric circulation features
is

Reweather system = 1012. (25.121)

Note that these large Reynolds numbers are associated with horizontal scales of geophysical
flows. Vertical motions have much smaller L and U , so that the Reynolds number for vertical
motions are significantly smaller than horizontal scales.

The above values for the Reynolds number from horizontal geophysical motions are huge
relative to typical values found in engineering flows, with the large values arising from the large
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length scales of the flows. Large Reynolds numbers signal the minor role that molecular friction
plays in large-scale geophysical fluid flows. Even so, molecular friction is the process leading
to mechanical energy dissipation at the small scales. A fundamental feature of large Reynolds
number flow is the presence of turbulent motions. Turbulent flows are highly nonlinear and
affect a transfer of mechanical energy across length and time scales. This cascade leads to the
dissipation of mechanical energy at the small scales. It is at the small scales that flow curvature
can be large enough for the relatively tiny values of molecular viscosity to dissipate the energy,
thus preventing an ultraviolet catastrophe; i.e., preventing the unbounded pile up of mechanical
energy at the smallest scales.16

The ocean and atmosphere exhibit a huge variety of turbulent regimes, from the macro-
turbulence of quasi-geostrophic eddies to the microturbulence of boundary layers. Turbulence
is not directly considered in this book. However, certain of its implications are identified in
various places given that it is so basic to the ocean and atmosphere flows. Vallis (2017) offers a
pedagogical entry point for the physics and maths of geophysical turbulence.

25.10 Stress on an interface

In this section we study the stress acting on an interface. This analysis applies to an arbitrary
surface within a single media as well as for the boundary interface separating a liquid and a gas
(air-sea boundary) or between a fluid and a rigid boundary (air-land or ocean-land). We ignore
the effects from surface tension discussed in Section 25.11 since we are interested in length scales
on the order of meters or larger (see in particular Section 25.11.5).

25.10.1 General formulation

Formulation of the stress boundary conditions follows from applying the finite volume momentum
equation (25.67) to a cylindrical region straddling a moving interface such as that shown in
Figure 25.7. The sides of the cylinder have thickness h and the top and bottom have area δS.
In the limit that the cylinder thickness goes to zero, the volume integrals in equation (25.67)
vanish under the assumption of a smooth velocity field on both sides of the interface as well as
smooth body forces. We are thus left with the constraint that the area integrated contact forces
must vanish when integrated around the cylinder boundary

˛

∂cylinder

[T + ρv ⊗ (v(b) − v)] · n̂dS =

˛

∂cylinder

[−p I + τ + ρv ⊗ (v(b) − v)] · n̂dS = 0. (25.122)

The end-caps on the cylinder vanish as h→ 0, in which case we have no constraint based on the
stresses acting on the end-caps. Instead, the h→ 0 limit leads us to conclude that the contact
force on one side of the interface is equal and opposite to that on the other side. This condition
is a direct statement of the Newton’s third law as manifest via the local equilibrium of stresses
discussed in Section 25.2.2. For the stresses acting on the interface in Figure 25.7 we have

[−pA I + τA + ρA vA ⊗ (v(b) − vA)] · n̂A + [−pB I + τB + ρB vB ⊗ (v(b) − vB)] · n̂B = 0. (25.123)

Setting n̂ = n̂B = −n̂A leads to

[−pA I + τA + ρA vA ⊗ (v(b) − vA)] · n̂ = [−pB I + τB + ρB vB ⊗ (v(b) − vB)] · n̂, (25.124)

16Ultraviolet refers to the high wavenumber end of the flow spectrum. The name refers to the violet part of
the visible electromagnetic spectrum, which has a higher wavenumber than the infrared part of the spectrum.
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which is an expanded expression of Newton’s third law given by equation (25.5). Recall that we
are ignoring surface tension, which means there is no pressure jump across the interface (see
Section 25.11). Hence, setting pA = pB allows us to cancel pressure thus leaving an interface
stress condition involving just the frictional stress and kinetic stress

[τA + ρA vA ⊗ (v(b) − vA)] · n̂ = [τB + ρB vB ⊗ (v(b) − vB)] · n̂, (25.125)

which is sometimes more suitably written as

(τA − τB) · n̂ = vB [ρB (v
(b) − vB) · n̂]− vA [ρA (v(b) − vA) · n̂]. (25.126)

Recall from Section 25.3 that τA · n̂ and τB · n̂ pick out that portion of the frictional stress tensor
that acts on a surface whose outward normal is n̂. We now consider some examples to unpack
the boundary condition (25.126).

z = η(x, y, t)

h
δ𝒮z
⇢A

<latexit sha1_base64="HgCcDV+H5q5TLNeo0iXGnp2/mco=">AAACMXicbZDLSgNBEEV7NL7iKyqu3DSGgKswIwFd+ljoRlA0MZAJoadTMY39GLprxDDkY9zq0q9xJ279CWdiFibxQsPlVhVVfaJYCoe+/+HNzRcWFpeWV4qra+sbm6Wt7YYzieVQ50Ya24yYAyk01FGghGZsgalIwn30eJ7X75/AOmH0HQ5iaCv2oEVPcIZZ1CnthrZvOmmoIvOchij0gJ4Oh51S2a/6I9FZE4xNmYx13dnyCmHX8ESBRi6Zc63Aj7GdMouCSxgWw8RBzPgje4BWZjVT4Nrp6P4hrWRJl/aMzZ5GOkr/TqRMOTdQUdapGPbddC0P/6u1Euwdt1Oh4wRB899FvURSNDSHQbvCAkc5yAzjVmS3Ut5nlnHMkBWLFXp7dUFdDDwnNrEVnNA48a00Ujm3YJrSrGkcVoNatXZTK5+cjQkukz2yTw5IQI7ICbkk16ROOEnJC3klb9679+F9el+/rXPeeGaHTMj7/gGRkKi6</latexit>

⇢B

<latexit sha1_base64="bDccYJM7YbHNzbL+KXirbcJPu2I=">AAACMXicbZA9SwNBEIb3/IzxK1GsbBaDYBXuJKBliIU2gqLRQC6Evc3ELO7HsTsnhiM/xlZLf006sfVPeBdTmOgLCy/vzDCzTxRL4dD3x97C4tLyymphrbi+sbm1XSrv3DmTWA5NbqSxrYg5kEJDEwVKaMUWmIok3EePZ3n9/gmsE0bf4jCGjmIPWvQFZ5hF3dJeaAemm4YqMs9piEIPaWM06pYqftWfiP41wdRUyFRX3bK3FPYMTxRo5JI51w78GDspsyi4hFExTBzEjD+yB2hnVjMFrpNO7h/Rwyzp0b6x2dNIJ+nviZQp54YqyjoVw4Gbr+Xhf7V2gv3TTip0nCBo/rOon0iKhuYwaE9Y4CiHmWHciuxWygfMMo4ZsmLxkN5cnlMXA8+JzWwFJzTOfCuNVM4tmKf019wdV4NatXZdq9QbU4IFsk8OyBEJyAmpkwtyRZqEk5S8kFfy5r17Y+/D+/xpXfCmM7tkRt7XN5NJqLs=</latexit>

n̂B
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n̂A
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Figure 25.7: An infinitesimal cylindrical region used in formulating the stress boundary condition at an interface.
The interface can be one that separates two fluid regions with densities ρA and ρB. It can also represent the
boundary between a fluid (region A) and solid (region B). The interface generally moves with velocity v(b). We
orient the interface through the outward normals according to (recall h is infinitesimal) n̂ = n̂B = −n̂A, so
that the outward normal for region A points into region B whereas the outward normal for region B points into
region A. For this particular interface, the normal direction has a nonzero projection in the vertical, n̂ · ẑ ̸= 0,
thus allowing us to define the interface vertical position according to z = η(x, y, t). This interface represents an
idealized geometry useful to formulate the stress condition at the boundary between fluid media, such as the
air-sea interface, fluid-land interface, or interior fluid interface (e.g., buoyancy surface). The single geometric
assumption is that there are no overturning motions so that n̂ · ẑ ̸= 0, with this assumption based on convenience.
The stress condition is general and so does not require this assumption.

25.10.2 Solid material boundary
Consider a solid material boundary through which no matter crosses. Let region B be the solid
side of the interface and region A the fluid side (region A is either the ocean or atmosphere).
The material nature of the boundary means that no matter crosses it, in which case (see Section
19.6.2)

(v(b) − vA) · n̂ = (v(b) − vB) · n̂ = 0. (25.127)

A nonzero v(b) corresponds here to a moving solid boundary, such as the region next to the
grounding line of an ice-shelf. More commonly, in geophysical fluid applications we have v(b) = 0
for solid boundaries. In either case, there is no contribution from the kinetic stress so that the
stress condition (25.125) reduces to

τA · n̂ = τB · n̂⇐⇒ τA · n̂A = −τB · n̂B. (25.128)

This identity is consistent with

τA · n̂ = τ friction A(x, t, n̂) = −τ friction A(x, t,−n̂) = τB · n̂ = τ friction B(x, t, n̂), (25.129)

which expresses Newton’s third law in the form of Cauchy’s principle in equation (25.5). Hence,
the frictional force imparted by the land on the fluid is equal and opposite to that imparted by
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the fluid on the land.

25.10.3 No-slip condition at a static boundary
At solid boundaries, the kinematic boundary condition from Section 19.6.1 sets the normal
component of the velocity to zero17

v · n̂ = 0 kinematic no-flux condition on static material boundary. (25.130)

However, kinematic is unable to specify the tangential component of the velocity along a solid
boundary. What is it?

v ⋅ n̂ = 0

v ⋅ ̂t = 0

z
<latexit sha1_base64="HEo2Tcf+EwR6QjvXtA/h3zfMTcc=">AAACCXicbZDLSgMxGIX/qbdab1WXboJFcFVmVNSNUHTjsoK9wHQomTTThiaTIckUytAncO1Wn8GduPUpfATfwrSdhdYeCHyc8/8kOWHCmTau++UUVlbX1jeKm6Wt7Z3dvfL+QVPLVBHaIJJL1Q6xppzFtGGY4bSdKIpFyGkrHN5N89aIKs1k/GjGCQ0E7scsYgQba/lZJxRoNEE3yO2WK27VnQn9By+HCuSqd8vfnZ4kqaCxIRxr7XtuYoIMK8MIp5NSJ9U0wWSI+9S3GGNBdZDNnjxBJ9bpoUgqe2KDZu7vjQwLrccitJMCm4FezKbm0iwUy2w/NdF1kLE4SQ2Nyfz+KOXISDStBfWYosTwsQVMFLNfQGSAFSbGlley3XiLTfyH5lnVu6yeP1xUard5S0U4gmM4BQ+uoAb3UIcGEJDwDC/w6jw5b8678zEfLTj5ziH8kfP5AxpQmYg=</latexit>

v = 0

Figure 25.8: The no-slip boundary condition means that fluid has a zero tangential velocity component at the
solid-fluid boundary, v · t̂ = 0. Together, the kinematic no-normal flow boundary condition, v · n̂ = 0, plus the
dynamic no-slip boundary condition, v · t̂ = 0, mean that the fluid sticks to the solid boundary. That is, the fluid
particle velocity vanishes at a solid boundary when the no-slip condition holds.

Laboratory experiments over the 19th and 20th centuries indicate that there is no relative
motion of molecules at solid-fluid interfaces.18 That is, a fluid at the solid-fluid interface has
a velocity matching that of the solid so that the fluid sticks to the solid boundary as depicted
in Figure 25.8. The no-slip boundary condition means that both the normal and tangential
components of the fluid velocity vanish next to static solid boundaries

v · n̂ = v · t̂ = 0 no-slip condition on static solid boundaries. (25.131)

The no-slip boundary condition gives rise to an exchange of momentum between the solid and
fluid, with this exchange mediated by viscosity. This boundary condition is the origin of the
tangential stresses found in the Couette flow discussed in Section 25.8.2. In the absence of viscous
friction, as per an inviscid perfect fluid, the no-slip boundary condition cannot be imposed
since doing so would mathematically over-specify the flow. Consequently, for inviscid fluids the
tangential component of the velocity remains unspecified at solid boundaries.

25.10.4 Lagrangian interface
Consider a Lagrangian interface within the fluid, with this interface defined so that

(v(b) − vA) · n̂ = (v(b) − vB) · n̂ = 0. (25.132)

This condition is identical to the solid material boundary condition (25.127), so that the kinetic
stress contribution to equation (25.125) vanishes. We thus have the frictional stress condition

17For convenience we here assume the solid boundary is static. Generalizations to moving solid boundaries are
straightforward, requiring one to merely replace v with v − v(b) in the results of this subsection.

18As discussed in the historical essay by Anderson (2005), it was the work of Prandtl in 1905 that first exposed
the fundamental nature of the no-slip boundary condition, and its role in establishing boundary layers around
solid bodies immersed in a fluid flow.
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(25.128) and a Newton’s third law interpretation (25.129), yet now the frictional transfer takes
place between two regions of the same fluid.

25.10.5 Permeable interface
Now allow for the interface to be permeable to matter, with matter conservation meaning that

ρA (vA − v(b)) · n̂ = ρB (vB − v(b)) · n̂. (25.133)

The kinetic stress thus adds to the frictional contribution in the stress boundary condition
(25.125), with the kinetic stress providing a transfer of momentum across the interface through
the transfer of matter that carries a nonzero linear momentum. Rearrangement of the stress
boundary condition (25.125) with use of mass conservation (25.133) leads to

(τA − τB) · n̂ = (vA − vB) [ρA (vA − v(b)) · n̂]. (25.134)

We unpack this boundary condition by considering two cases.

Single continuous fluid media

If the interface is within a single continuous fluid media, then vA = vB so that the frictional
stress tensor boundary condition (25.128) again holds: (τA − τB) · n̂ = 0.

Air-sea boundary interface

Consider now the air-sea boundary where region B is the ocean and region A the atmosphere.
Introduce the dia-surface mass flux according to equation (19.78)

ρA (vA − v(b)) · n̂ = ρB (vB − v(b)) · n̂ = −Qm, (25.135)

where Qm is the mass per time per surface area crossing the boundary. The minus sign is implied
by the convention that Qm > 0 means that mass enters the ocean side of the interface and leaves
the atmosphere side. The stress boundary condition (25.134) takes the form

(τatm − τocn) · n̂ = −(vatm − vocn)Qm (25.136)

We might consider the velocity of the atmosphere to be unequal to that of the ocean, in which
case the surface normal projection of the frictional stress tensor satisfies a jump condition in
the presence of mass transport across the air-sea interface. However, following Section 1.9 of
Batchelor (1967), available evidence suggests that when approaching the boundary interface,
the velocity of the two media match, both their normal and tangential components. In this case
we again return to the friction boundary condition (25.128), in which the normal projection of
the frictional stress tensors match, even in the presence of mass transport across the boundary.

25.10.6 Summary comments
There are three terms in the general expression for the stress boundary condition (25.124),
with contributions from pressure, friction, and kinetic stress. In the absence of surface tension
(Section 25.11), pressure is continuous at the interface; i.e., its value is the same on both sides of
the interface. In the absence of mass transport across the interface, then we find a continuous
kinetic stress at the interface that then leads to a continuous frictional stress. However, mass
transport crossing the interface leads to a jump in the friction for those cases where velocity has
a jump across the interface. Even so, empirical evidence suggests that the velocity has no jump
across the interface, in which case there is no jump in the normal stress.
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The subject of boundary conditions for momentum are not simple, particularly in the presence
of mass transport across the boundary. We have only briefly touched on the topic, with similar
discussions provided by Section 1.9 of Batchelor (1967) and Section 4.10 of Kundu et al. (2016).
Specialized treatments are needed when pursuing these topics in more detail.

25.10.7 Comments on boundary layers
A fundamental advance in the relevance of fluid mechanics for describing observed flows came
from the 20th century work of Prandtl and others who noted the central role of viscosity, even
the tiny molecular values, in forming boundary layers when fluids flow next to rigid bodies.19

Prandtl’s work focused on flows around airplane wings, thus supporting the development of
aerodynamics as a scientific and engineering discipline. The key ideas transfer to geophysical
flows where boundary layers form in the atmosphere and ocean as these fluids interact with
the solid earth. Boundary layers also form where the atmosphere and ocean interact with one
another.

A key facet of geophysical boundary layers concerns the dominance of turbulence in producing
an eddy viscosity that is many orders larger than molecular viscosity. Indeed, molecular viscosity
plays a role only in a very small region (the laminar subregion) immediately adjacent to the
boundary. In contrast, the bulk of the boundary layer is dominated by turbulent flows. In
Chapter 33 we study geophysical boundary layers that are affected by pressure, Coriolis, and
turbulence induced friction. The role of rotation distinguishes geophysical boundary layers from
engineering applications. The associated Ekman boundary layers are crucial for understanding
circulation and transport in both the atmosphere and ocean.

25.11 Surface tension
Surface tension arises from the anisotropic forces acting on molecules that are within a mean
free path distance from the surface between two immiscible liquids, between a liquid and gas,
or between a fluid and a solid. Energetically, it arises since molecules have a preferance for
locations within the bulk of the fluid (surrounded by identical neighbors) rather than at the
boundary (where it encounters fewer identical neighbors). Surface tension acts to resist forces
that act to increase the surface area, and it has many physical consequences that are part of our
common experience. For example, it allows certain insects to walk on water even though their
body density is greater than water. It also accounts for the predominantly spherical shape of
rain drops and gas bubbles in liquids. As we study in Section 52.10, surface tension gives rise to
capillary waves when there is a very slight breeze on the ocean surface, or when a tiny stone is
thrown into a still pond (gravity waves dominate for larger stones). In the present section we
focus on the mechanics of surface tension. Note that a first principles understanding of surface
tension involves tools from physical chemistry that are outside of the scope of this book. Here,
we develop the subject phenomenologically.

25.11.1 Capillary tube
Atmospheric pressure at the earth’s surface is roughly patm = 105 N m−2. As we saw in Section
25.8, pressure acts normal to a surface regardless the surface orientation. So fill a container of
water whose weight per horizontal area is less than the atmospheric pressure, ρ g h < patm and turn
the container upside-down as in Figure 25.9. Does the water spill from the container? Common

19For a historical treatement of boundary layer theory see Anderson (2005), or for a pedagogical study see
Tennekes and Lumley (1972). The associated mathematical methods of singular perturbation theory and matched
asymptotic expansions (e.g., Dyke (1975)) offer an example of how the study of physical systems can spawn the
development of new mathematical methods.
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experience with drinking glasses indicate that water will spill. But what about containers with a
very small cross-sectional area such as the pipettes used in chemistry laboratories? Pipettes, or
more generally capillary tubes, hold the liquid regardless the orientation. They do so since their
cross-sectional area is small enough to allow forces from surface tension to overcome gravitational
instabilities acting at the liquid-gas interface. We return to this point in Section 60.2.3 when
studying the Rayleigh-Taylor instability in the presence of surface tension. In the remainder of
this section we discuss elements of surface tension with the goal to develop intuition as well as
to determine the length scales where it becomes important.

h

patm

ρ g h

gravity

Figure 25.9: A container of water with density ρ and height h is placed upside-down. Atmospheric pressure,
patm, will support water with thickness h < patm/(ρ g) ≈ 10 m if the cross-sectional area of the container is small
enough to allow for surface tension to overcome the gravitationally unstable waves that otherwise allow water
to spill from the container. The liquid-gas interface supports both gravity waves (Section 52.3) and capillary
waves (Section 52.10). If the wavelength is small enough then surface tension suppresses the growth of unstable
gravity waves so that the liquid remains within the capillary tube. However, for longer waves allowed by increasing
the cross-sectional area, then fluctuations allow the gravitational instability to overcome surface tension, thus
breaking the interface and releasing water.

25.11.2 Force balance on an air-water interface
Consider two fluids with distinct densities. Air and water provide one example of special
importance to understanding physics at the ocean-atmosphere boundary. Another example
concerns two immiscible layers of water within the ocean or two layers of air within the atmosphere.
For molecules well within either of the fluid regions, the intermolecular forces are statistically
isotropic. In contrast, intermolecular forces are not isotropic for molecules within a mean free
path distance from the interface.20 Attractive (cohesive) intermolecular (van der Waals) forces
dominate within a liquid whereas gas molecules generally feel more repulsive forces. Hence,
a liquid molecule within the liquid-gas interface preferentially experiences an attractive force
towards the liquid side of the interface, as depicted in Figure 25.10. Surface tension arises from
the cohesive force per area acting between molecules in a direction that parallels the interface,
with surface tension acting to resist perturbations to the interface shape.

Anisotropic attractive intermolecular forces cause the interface between the two fluids to
behave as a stretched membrane that experiences a tensile force resisting any stretching of the
interface. The magnitude of the tensile force per unit length (or energy per unit area) is the
surface tension, γ (SI units N m−1 = kg s−2), which measures the force needed to change the
interface a unit length. Equivalently, the surface tension is the energy per area needed to change
the surface area. The surface tension is a property of the two fluids, including their temperature,

20As discussed in Section 16.2, the mean free path is a statistical measure of the distance a molecule moves
before hitting another molecule.
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Lmfp

Figure 25.10: Surface tension at a liquid-gas interface arises from the anisotropic cohesive forces acting on liquid
molecules within a mean-free-path distance, Lmfp, from the interface, which contrasts to the isotropic cohesive
forces acting away from the interface. The net intermolecular force vanishes for interior molecules, whereas the
net force acts inward on molecules at the interface. Surface tension refers to the cohesive force per area acting
between molecules in a direction that is parallel to the interface.

as well as any impurities that might be included on the interface; e.g., oil on the surface of water
effects properties of the capillary waves found on the air-sea interface (see Section 52.10). In the
following we focus on the liquid-gas example to be specific and to expose issues that arise in
studies of the air-sea interface. For a liquid-gas interface surrounding a liquid drop, the tensile
force acts to curve the interface towards the liquid into a spherical shape.

The tensile force along a line segment is directed normal to the line and tangent to the
interface

finterface = −γ n̂× δx, (25.137)

where n̂ is a normal vector pointing towards the center of the curved interface, and δx is a
line element oriented so that the normal n̂ points to the left facing in the direction of the line
increment. Figure 25.11 depicts the surface tensile forces acting on the surface of a spherical
bubble of water. Note that it is sometimes useful to consider the product γ dS as the work
(units of N m−1 = Joule) required to create an area, dS, on the interface. We make use of this
energetic perspective in Section 25.11.3.

To develop an expression for the pressure jump across the liquid-gas interface, consider a
spherical droplet of radius R shown in Figure 25.11 and focus on the circular cross-section cut
through the center of the sphere. The net tensile force acting on the circumference of the circle is

Fcircle =

‰

circle

finterface = −
‰

circle

γ n̂× δx = −2πRγ ẑ. (25.138)

Equilibrium of the spherical droplet is realized by a pressure jump across the circular cross-
sectional area

πR2 (pin − pout) = 2πRγ =⇒ (pin − pout) = 2γ/R. (25.139)

Hence, the pressure jump is determined by the surface tension (a property of the two fluids) and
the curvature of the sphere, R, which is also the radius of curvature for the sphere. Pressure is
higher inside of the sphere (i.e., on the concave side of the interface), with this pressure required
to balance the pressure outside the sphere plus the surface tension. Notably, equilibrium for
smaller bubbles (with R→ 0 ) requires a larger pressure difference than for larger bubbles.

The pressure jump is known as the capillary pressure. It arises from surface tension and
curvature of the interface. The relation (25.139) is a special case of the Young-Laplace formula,
specialized here to a sphere.
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δx

n̂
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̂z

Figure 25.11: Surface tension on a spherical water droplet, with water on the inside of the sphere and air on
the outside. The tensile forces act parallel to the spherical interface between the water and air. When cutting a
circular cross-section as shown here, the surface tensile force acts downward. In equilibrium, the net tensile forces
acting downward along the circumference of the hemisphere (2πRγ) are balanced by a pressure jump across the
droplet, with the interior pressure larger than the exterior pressure. Focusing on the circular cross-section, this
area remains static so long as 2πRγ = πR2 (pin − pout), leading to a pressure jump across the droplet interface
pin − pout = 2 γ/R. This result is general: namely, according to the Young-Laplace formula (25.149), pressure is
greater on the concave side of the interface than on the convex side.

25.11.3 Young-Laplace formula

We garner added insight into the physics of surface tension by considering the energetics required
to enable a virtual displacement of a surface through a pressure field along with the work required
to change the area of the surface. The resulting equation for the pressure jump across the surface
is referred to as the Young-Laplace formula, which expresses the pressure jump in terms of the
surface tension and the principle radii of curvature for the surface.

Consider a horizontal surface depicted in Figure 25.12 that represents the interface seperating
fluid-A from fluid-B, with n̂ a unit normal vector oriented from fluid-A to fluid-B. Now consider a
virtual displacement of each point along the interface by an infinitesimal distance, δh = η(x, y, t),
with n̂ δh connecting points on the initial position of the interface to the displaced position,
where δh > 0 if the displacement is directed towards fluid-B and δh < 0 if directed towards
fluid-A. The (signed) volume swept out by an infinitesimal area dA is given by δhdA. There
are two forms of work required to move the surface: pressure work required to change the fluid
volume and area work required to change the surface area. The pressure work is given by

Wvolume = −pA δVA − pB δVB = (pB − pA) δVA = (pB − pA) δhdA, (25.140)

where we set δVA = −δVB = δh dA. For example, if pB > pA and the displacement is into fluid-B
(δh > 0), then Wvolume > 0. We thus find that Wvolume > 0 to displace the surface into the fluid
region with higher pressure, whereas Wvolume < 0 if displacing the interface into a region with
lower pressure.

In the presence of surface tension, work is needed to change to the interface area

Warea = γ δA, (25.141)

where δA is the change in area of an infinitesimal element on the interface

δA = dS − dA (25.142a)

= dA
[√

1 + (∇δh)2 − 1
]

(25.142b)

≈ dA (∇δh)2/2. (25.142c)

To reach this result we made use of equation (5.33) that relates the area of an infinitesimal
element on a curved surface to the area of its horizontal projection (see Section 5.3.1). We next
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Figure 25.12: Left panel: initial position of a material interface separating two fluid regions, fluid-A and fluid-B.
Right panel: infinitesimal displacement of the interface sweeps out a volume in space, here depicted with the
interface moving upward. To determine the volume, extend a unit normal vector, n̂, from the initial interface
position and pointing towards fluid-B. For this example, n̂ = ẑ. Let δh = η be the distance along that normal to
the new position, with δh > 0 if the displacement moves towards fluid-B and δh < 0 for displacements pointing to
fluid-A. We assume that displacements at each interface point can move independently of adjacent points, so that
the interface area generally changes. The Young-Laplace formula (25.149) says that the pressure jumps when
crossing an interface that is subject to surface tension, with pressure higher on the concave side. In this example,
Young-Laplace says pressure is higher on the Fluid-A side since that it is the concave side.

make use of the surface curvature detailed in Section 5.3.2, where equation (5.38) shows that
the vertical displacement is given, for small displacements, by

−δh ≈ 1

2
R−1

1 (x · e1)2 +
1

2
R−1

2 (x · e2)2. (25.143)

R−1
1 , R−1

2 are the eigenvalues and e1, e2 are the corresponding eigenvectors of the matrix of
second partial derivatives of δh(x, y), whereas the inverse eigenvalues, R1, R2, are the radii of
curvature of the displaced surface. To get signs correct, it is important to note that the radius
of curvature is positive if the surface curves towards the outward normal direction, and negative
otherwise (see Figure 5.5). For the example depicted in the right panel of Figure 25.12, and both
radii of curvature are negative since the surface curves away from the outward normal (pointing
from A to B). This convention explans the minus sign on the left side of equation (25.143).

Orienting the Cartesian axes along the eigenvector directions renders

(∇δh)2 ≈ (x/R1)
2 + (y/R2)

2 = (−δh)
[
1

R1
+

1

R2

]
, (25.144)

where we set
(−δh)/R1 = (x/R1)

2 and (−δh)/R2 = (y/R2)
2. (25.145)

We are thus led to the area difference

δA ≈ dA (−δh)
[
1

R1
+

1

R2

]
. (25.146)

Note that δA > 0 whether displacing the surface into a concave or convex direction, since the
sign of δh accounts for the sign of the radii of curvature. For small displacements of the surface
from its horizontal position, equation (5.41) allows us to connect the radii of curvature for a
surface with the Laplacian of the displacement of the surface, in which case equation (25.146)
takes on the form

δA ≈ −dAδh∇2(δh). (25.147)

Total work for the interface displacement is given by the sum of the area work and volume
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work

Warea +Wvolume = dAδh
[
−γ (R−1

1 +R−1
2 ) + pB − pA

]
= dAδh

[
−γ∇2η + pB − pA

]
, (25.148)

and equilibrium results if the net work vanishes, in which case

pB − pA = γ (R−1
1 +R−1

2 ) = γ∇2η, (25.149)

where we set δh = η as per Figure 25.12. This equation is the Young-Laplace formula, which
reduces to equation (25.139) if R1 = R2 as for a sphere. It says that there is a pressure jump,
known as the capillary pressure, across an interface as given by the surface tension times the
sum of the inverse principle radii of curvature, or equivalently the surface tension times the
Laplacian of the displacement. To help remember signs, note that the Young-Laplace formula
(25.149) says that the pressure on the concave side of an interface is higher than on the convex
side. Hence, pressure is higher on the inside of a bubble/droplet. For the example depicted in
Figure 25.12, ∇2η < 0 since the surface is a local maximum, in which case pA > pB since fluid A
is on the concave side of the interface.

25.11.4 Soluble gas bubbles inside water
The previous considerations hold whether there is liquid or gas inside a spherical bubble or drop.
As an example, consider a spherical gas bubble of radius R = 10−6 m inside water and make
use of the air-water surface tension γ = 0.072 N m−1 = 0.072 kg s−2. We thus find the pressure
jump is

pin − pout = 2 γ/R ≈ 144× 103 N m−2 = 1.42 patm, (25.150)

where patm = 1.01× 105 N m−2 is standard atmospheric pressure. If the gas inside the bubble is
water soluble, then the enhanced pressure inside the bubble will induce more gas to dissolve in
the water, which in turn will cause the bubble to shrink and thus increase the pressure inside
the bubble. Small bubbles of soluble gases can thus be squeezed towards zero radius by the
effects of surface tension induced pressure.

25.11.5 When we can ignore surface tension
The sizable pressure jump (25.150) arises from the tiny radius of curvature of the bubble, with
the pressure jump decreasing as the bubble radius increases. Rather than a bubble, consider an
ocean surface capillary-gravity wave, such as those observed from a boat (e.g., Sections 52.3 and
52.10). Such waves may have wavelength on the order of 10−2 m or longer. If we set the radius
of curvature to R ∼ 10−2 m, then equation (25.150) finds an entirely negligible pressure jump of
∆p ≈ 10−4 pa.

Most geophysical fluid motion of concern in this book is associted with material interfaces
having a radius of curvature on the order of meters or larger. It is for this reason that surface
tension is generally ignored when studying geophysical fluid motion. That is, we can safely
assume there is no pressure jump when approaching an interface between two fluid media, or
between a fluid and a solid boundary. This discussion then justifies the approach considered in
Section 25.10 when studying stresses at interfaces, in which we made use of Newton’s third law
at the interface.

Even so, the role of surface tension is central to the fundamental mechanisms of how matter,
momentum, and energy are transferred across the air-sea interface. Relatedly, as we show in
Section 52.10, capillary waves arise from surface tension, with capillary waves the initial response
of the ocean free surface upon the imposition of a wind stress.
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25.11.6 Further study
This 30-minute video from Prof. Trefethen provides a pedagogical summary of surface tension.
The upside-down container of water in Figure 25.9 is based on a discussion of capillary-gravity
waves in Section 3.1.3 of Falkovich (2011). We study capillary-gravity waves in Section 52.10.
Section 1.9 of Batchelor (1967) discusses how surface tension acts between two fluid media, with
that discussion extended into his Section 3.3 to develop boundary conditions for velocity and
stress. The bubble example in Section 25.11.4 is taken from Section 1.3 of Kundu et al. (2016).
Section 4.10 of Kundu et al. (2016) provides a detailed accounting of the force balance at an
interface, offering more details than found in Batchelor (1967). The energetic arguments used to
derive the Young-Laplace formula follows Section 61 of Landau and Lifshitz (1987). Section 46
of Fetter and Walecka (2003) discuss the dynamics of membranes under tension.

25.12 Exercises
exercise 25.1: Force balance for a non-accelerating tangent plane ocean
Consider an ocean basin, R, on the rotating tangent plane as in Figure 25.2, with bottom
interface separating the ocean fluid from the solid-earth, and upper interface separating the
ocean fluid from the atmosphere, and where the atmosphere has a nonzero mass.21 Assume no
matter crosses the ocean boundaries; i.e., no evaporation, precipitation, nor river runoff. Hence,
the ocean domain maintains a fixed mass

M =

ˆ
R

ρ dV (25.151)

as well as fixed matter. In this case, the ocean domain is materially closed and so its center of
mass position

Xcom =M−1

ˆ
R

x ρ dV (25.152)

has a velocity given by
dXcom

dt
=M−1

ˆ
R

v ρ dV, (25.153)

and corresponding acceleration

d2Xcom

dt2
=M−1

ˆ
R

Dv

Dt
ρdV. (25.154)

Apply a horizontal stress over the ocean surface with a stress vector τ surf. This stress leads to
motion of the ocean fluid. Allow for the ocean bottom to exchange momentum with the static
solid-earth through a horizontal bottom turbulent stress, τ bott. Assume there are no vertical
components to τ surf and τ bott. Also use Cartesian coordinates so that Cartesian vector/tensor
analysis is sufficient for this tangent plane analysis.

(a) What is the force balance for the full ocean domain if the center of mass experiences no
acceleration. Express the corresponding force balance in words and in equations. Expose
the contact forces arising from pressure and from turbulent stresses, as well as the body
forces from Coriolis and gravity. The answer should be generally stated, with no need

21In some applications it is suitable to assume a zero mass atmosphere. For this exercise, however, we do not
make that assumption.
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for specific details. Hint: consider Figure 25.2 and include the missing forces to this
diagram. Mathematically express the force balance as an integral expression as per the
weak formulation of fluid mechanics (see Section 17.1.1).

(b) Express the vertical component of the force balance assuming the fluid is in an approximate
hydrostatic balance, meaning that the pressure and gravitational forces are balanced.22

(c) Consider an ocean without any turbulent contact stresses at the boundaries, τ surf = τ bott =
0 and assume there is no motion anywhere in the fluid. What integral constraints are
satisfied by the horizontal components of the pressure contact force? Hint: recall equations
equations (25.40a) and (25.40b). Also note assume that the free surface is flat, which is
consistent with the absence of motion.

(d) Assume the ocean is on an f -plane (Section 24.5) so that Ω = ẑΩ = ẑ (f/2) is a constant
vector. Also assume that the center of mass velocity vanishes,

´
R
ρv dV = 0. Discuss the

resulting zonal and meridional force balance. Hint: one of the forces appearing in part (a)
now vanishes.

22In Section 27.2 we provide a discussion of when this approximation is appropriate for moving fluids. That
discussion is not needed for the current exercise. Instead, we merely assume the vertical momentum balance is
hydrostatic.
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Chapter 26

ENERGY AND ENTROPY IN A MOVING FLUID

In this chapter we study the energetics of fluid flow. In particular, we are concerned with how
energy is partitioned between the mechanical energy of macroscopic motion and the internal
energy associated with internal degrees of freedom. To fully specify energy in fluid flows requires
us to study the flow of entropy and the associated constraints arising from the second law of
thermodynamics. For this purpose we extend the equilibrium thermodynamics of Chapters 22
and 23 to include time dependent moving fluid phenomena. Making this transition requires the
hypothesis of local thermodynamic equilibrium.

reader’s guide for this chapter
This chapter builds from the momentum dynamics of Chapter 24 and the thermodynamics

of Chapters 22 and 23. In addition to developing the budgets for mechanical energy and
total energy (mechanical plus internal), we derive budgets for entropy and potential enthalpy.
A particularly important practical outcome of this chapter concerns the derivation of the
equation for potential enthalpy or Conservative Temperature, with this equation completing
the suite of fundamental equations describing the evolution of a geophysical fluid. Finally, we
also present a derivation of the momentum equation using Hamilton’s variational principle,
which makes use of Hamilton’s principle for continuous fields in Chapter 46, and the methods
of analytical mechanics in Chapter 12. To make the formalism less mathematically intense, we
employ Cartesian tensors as discussed in Chapters 1 and 2, with all tensor indices downstairs.
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26.2 Gravitational potential energy
Geophysical fluids move within a gravitational field created by the mass of the planet, including
the mass of the fluid itself. We typically focus on a rather simple form for the effective
gravitational acceleration exemplified by the geopotential Φ = g z, where g is the gravitational
acceleration that includes effects from both central gravity plus planetary centrifugal (Section
13.10.4). However, we offer some discussion of astronomical tide producing forces in Chapter
34, whereby the geopotential is a more complicated function of space and time, Φ(x, t). In this
section we study the potential energy of a fluid element due to its presence in a gravitational
field, with the geopotential providing the effective gravitational potential energy per mass of
fluid elements.1

26.2.1 Material evolution

The gravitational potential energy per mass of a fluid element is given by the geopotential, Φ, so
that the gravitational potential energy is Φ ρ δV . Hence, the evolution of potential energy for a
constant mass fluid element is given by

D(Φ ρ δV )

Dt
= ρ δV

DΦ

Dt
, (26.1)

where D(ρ δV )/Dt = 0 since the fluid element has a constant mass. The material time derivative
for the geopotential

DΦ

Dt
=
∂Φ

∂t
+ v · ∇Φ, (26.2)

contains a local time dependence that arises from astronomical tide forcing or movement of mass
on the planet (Chapter 34). As further explored in Section 26.4, the advective term represents
an exchange of mechanical energy between the kinetic energy contained in fluid motion and the
gravitational potential energy due to the fluid being within a gravitational field. This energy
exchange arises from fluid motion across constant geopotential surfaces. For example, motion up
the geopotential gradient, v · ∇Φ > 0, increases gravitational potential energy and motion down
the geopotential gradient decreases potential energy. With the geopotential Φ = g z, we have

v · ∇Φ = g w, (26.3)

so that vertically upward motion (w > 0) increases potential energy.

26.2.2 Flux-form potential energy equation

Another way to reveal the same ideas is to make use of the kinematic identity (19.50c), so that
the density weighted material time derivative of the geopotential is given by

ρ
DΦ

Dt
= ∂t(ρΦ) +∇ · (ρvΦ). (26.4)

For the simple geopotential, Φ = g z, we thus find

ρ
DΦ

Dt
= ρ g w ⇐⇒ ∂t(ρΦ) +∇ · (ρvΦ) = ρ g w. (26.5)

1In this chapter we generally refer to the more concise “gravitational potential energy” or even briefer
“potential energy” rather than “potential energy from the effective gravitational field.”
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26.2.3 Reference geopotential

There is no change to the energetics if we modify the gravitational reference state by modifying
the geopotential

Φ→ Φ+ Φr (26.6)

with Φr an arbitrary constant. In particular, this offset has no effect on the evolution of
gravitational potential energy of the constant mass fluid element since

D(Φr ρ δV )

Dt
= Φr

D(ρ δV )

Dt
= 0. (26.7)

Hence, as is well known from classical mechanics, it is not the value of the gravitational potential
energy that is important, but instead it is the space and time changes that affect energetics.

26.2.4 Regionally integrated gravitational potential energy

Now consider the evolution of the gravitational potential energy integrated over a finite region
R. If the fluid region is closed to mass transport, as per a material boundary, then we can make
use of the Leibniz-Reynolds transport theorem in the form of equation (20.53d) to write

d

dt

ˆ
R

Φ ρdV =

ˆ
R

DΦ

Dt
ρdV, (26.8)

which is an extension of the material evolution equation (26.1). If the region is open to material
mass transport, we make use Leibniz-Reynolds transport theorem in the form of equation (20.37)
to find

d

dt

ˆ
R

ρΦdV =

ˆ
R

∂(ρΦ)

∂t
dV +

˛
∂R
ρΦv(b) · n̂dS (26.9a)

=

ˆ
R

[
ρ
DΦ

Dt
−∇ · (ρΦv)

]
dV +

˛
∂R
ρΦv(b) · n̂dS (26.9b)

=

ˆ
R

ρ
DΦ

Dt
dV +

˛
∂R
ρΦ (v(b) − v) · n̂dS, (26.9c)

where v(b) is the velocity of a point on the boundary of the domain. The evolution thus consists
of the mass integrated material time evolution of the geopotential, plus a surface term that
contributes to the transport of the geopotential across the regional boundaries.

If the region is a vertical column of ocean fluid with fixed horizontal cross-section, extending
from the ocean surface to the ocean bottom, then there is horizontal transport across the vertical
column bounds, plus vertical transport of mass across the ocean free surface. For the free surface
we make use of the surface kinematic boundary condition (19.88c) to write

ˆ
z=η

ρΦ (v(b) − v) · n̂dS =

ˆ
z=η

Qm ΦdA. (26.10)

In this equation, Qm is the mass per time per horizontal area of matter crossing the ocean free
surface at z = η where Qm > 0 for matter entering the ocean domain, and dS is the area element
on the free surface with dA its horizontal projection. As noted in Section 26.2.3, we can add a
constant to the geopotential without affecting the energetics, which is here seen by noting that
mass conservation means that

d

dt

ˆ
ρdV = −

ˆ
R

∇ · [ρ (v − v(b))]dV, (26.11)

page 672 of 2158 geophysical fluid mechanics



26.2. GRAVITATIONAL POTENTIAL ENERGY

which results from setting Φ = 1 in equation (26.9c). In general, we expect the transfer of mass
across the surface boundary to affect the gravitational potential energy both because it adds or
removes mass to the ocean domain, and because it affects the geopotential. To help interpret the
sign from the boundary term, it is useful to define the reference state geopotential so that Φ > 0
at the ocean surface, no matter what the value of η. We can do so by defining the reference
geopotential at or below the ocean bottom. In this case, adding mass increases the gravitational
potential energy and removing mass reduces it.

Consider the special case of a geopotential Φ = g z, so returning to a z = 0 reference state,
in which case the global ocean potential energy equation is written

d

dt

ˆ
ρ z dV =

ˆ
ρw dV +

ˆ
Qm η dA, (26.12)

where we cancelled the constant gravitational acceleration. Now decompose Qm and η into their
global area means and deviations

Qm = Qm +Q′
m and η = η + η′, (26.13)

so that

g

ˆ
Qm η dA = g Qm η A+ g

ˆ
Q′

m η
′ dA. (26.14)

As before, the Qm η term alters potential energy relative to the arbitrary reference state, here
taken as z = 0. The area correlation term increases potential energy in regions where Q′

m η
′ > 0,

which acts to increase the relative deviation of the free surface from its mean value. That is,
Q′

m η
′ > 0 in regions where Q′

m > 0 and η′ > 0 as well as in regions where Q′
m < 0 and η′ < 0.

Conversely, the correlation term reduces potential energy where Q′
m and η′ are anti-correlated,

which acts to decrease the relative deviation of the free surface height.

26.2.5 Potential energy and vertical stratification

Consider the potential energy of a region of horizontally homogeneous fluid centered at a vertical
position, z = zc, and with constant horizontal cross-sectional area, A. Assuming we do not move
vertically far away from the central position, we can write the density in the linear form

ρ(z) = ρ(zc) +
dρ(zc)

dz
(z − zc) ≡ ρc −K (z − zc), (26.15)

where K = −dρ(zc)/dz > 0 is a shorthand for the vertical density gradient at the central
point. The potential energy per volume (∆V = A∆z) for fluid in the vertical region z ∈
[zc −∆z/2, zc +∆z/2] is given by

(g/∆z)

ˆ
z ρdz = (g/∆z)

ˆ zc+∆z/2

zc−∆z/2
[ρc −K (z − zc)] z dz (26.16a)

= g ρc zc − g K (∆z)2/12. (26.16b)

We thus see that the gravitational potential energy decreases as the vertical stratification, K > 0,
increases, with the maximum potential energy when the stratification vanishes, K = 0. As seen
in Section 26.2.6, potential energy is maximized when K = 0 since the center of mass moves
vertically upward as the stratification reduces to zero.
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26.2.6 Gravitational potential energy and mixing
Consider a fluid in exact hydrostatic balance (Section 24.6) with a gravitationally stable vertical
stratification where light fluid is above heavy fluid.2 Now introduce a physical process, such as
vertical mixing associated with a kinetic energy source, that reduces the vertical stratification.
Reducing vertical stratification requires mixing to move heavy fluid up and light fluid down.
In so doing, the kinetic energy supporting the mixing is converted into gravitational potential
energy since the center of mass for the fluid column rises.

We can formulate this thought experiment by considering a column of seawater that is
vertically stratified in salinity, S, and Conservative Temperature, Θ, and another column that
is vertically unstratified with constant values Sm and Θm.

3 We assume the mass of the two
columns is the same so that the bottom pressure, pb, and surface pressure, pa, are the same for
the two columns. However, the volumes will generally differ since the density differs, so that
the two free surfaces, η and ηm, differ. Assuming a geopotential for the homogenized column,
Φ = g zm, leads to the integrated potential energy

g

ˆ ηm

ηb

ρ(Sm,Θm, p) zm dzm = −
ˆ pa

pb

zm dp, (26.17)

where we used the hydrostatic balance to write

dp = −g ρ(Sm,Θm, p) dzm. (26.18)

Likewise, the stratified column has an integrated potential energy

g

ˆ η

ηb

ρ(S,Θ, p) z dz = −
ˆ pa

pb

z dp, (26.19)

so that the difference between the gravitational potential energies per horizontal area in the two
columns is given by

g

ˆ ηm

ηb

ρ(Sm,Θm, p) z dz − g
ˆ η

ηb

ρ(S,Θ, p) z dz =

ˆ pb

pa

(zm − z) dp = (pb − pa) (zm − z). (26.20)

In this equation we introduced the center of mass positions for the vertically homogeneous
column, zm, and the stratified column, z, defined by

zm =
1

pb − pa

ˆ pb

pa

zm dp and z =
1

pb − pa

ˆ pb

pa

z dp. (26.21)

There are two contributions to the potential energy difference in equation (26.20). The first
is the mass per horizontal area, as measured by the difference in bottom pressure and applied
surface pressure, (pb − pa)/g > 0. The second is the difference between the center of mass for
the two columns, zm − z, which is a positive number since homogenizing a fluid column moves
heavier water up and lighter water down so that zm > z. Hence, the potential energy of the
homogenized column is larger than the stratified column. We develop more experience with the
energetics of mixing in Exercise 26.1.

2See Section 30.5 for a more precise discussion of gravitational stability.
3See Section 30.3 for discussion of the seawater equation of state. For present purposes it is sufficient to know

that seawater density is a function of the material tracer S, the thermodynamic tracer, Θ, and pressure, p. When
a column is vertically homogenized that means S and Θ are constant throughout the column. However, pressure
remains hydrostatic and thus is not vertically constant. Since density is a function of pressure, it too retains a
vertical gradient.
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26.3 Kinetic energy of macroscopic motion

Mechanical energy is a dynamical property formed by adding the energy due to motion of
fluid elements (kinetic energy) to the energy arising from the position of a fluid element within
the gravitational field (gravitational potential energy). We studied the gravitational potential
energy budget in Section 26.2. Here, we develop the budget for kinetic energy and then the
full mechanical energy (kinetic plus gravitational potential) in Section 26.4. In Section 26.7 we
then add the mechanical energy from macroscopic motion to the internal energy to develop the
budget for total energy.

26.3.1 Kinetic energy budget from Cauchy’s equation

We start the analysis by considering general features of the kinetic energy budget as seen from
Cauchy’s equation of motion (24.14)

ρ
Dv

Dt
= ρfbody +∇ · (−p I + τ), (26.22)

with a body force per mass, fbody, and contact stress from pressure, p, and the symmetric
frictional stress tensor, τ. Taking the scalar product with v leads to

ρ
DK

Dt
= ρv · fbody + vn ∂m(−p δmn + τmn), (26.23)

where
K = v · v/2 (26.24)

is the kinetic energy per mass. We thus see that the kinetic energy of a fluid element is affected
by work done by the body forces, ρv · fbody, along with work done by stresses through both
pressure and friction.

Rearranging the stress term in equation (26.23) leads to

ρ
DK

Dt
= ρv · fbody +∇ · (−pv + v · τ) + p∇ · v − (∂mvn) τmn. (26.25)

The ∇ · (−pv + v · τ) contribution represents the divergence of a flux arising from pressure and
viscous stress, whereas the term p∇ · v arises from pressure work done on a fluid element as it
changes volume. For the final term in equation (26.25), as note that the frictional stress tensor
is symmetric so that

(∂mvn) τmn = Smn τmn, (26.26)

where we introduced the strain rate tensor from equation (18.90a)

2Smn = ∂nvm + ∂mvn. (26.27)

As shown in Section 26.3.3, the frictional stress tensors resulting from the constitutive relations
in Section (25.8) mean that Smn τmn is non-negative, in which case viscous stresses dissipate
kinetic energy.

26.3.2 Kinetic energy budget for a geophysical fluid

We now develop the kinetic energy budget for a fluid in a rotating reference frame, in which
case the body force is provided by the effective gravity and Coriolis. For this purpose we make
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use of the momentum equation (24.16), repeated here for convenience

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ+∇ · (−p I + τ) (26.28a)

= −ρ∇Φ−∇p+ ρF , (26.28b)

where we wrote
F = ρ−1∇ · τ (26.29)

for acceleration due to viscous friction that arises from the divergence of the frictional stress
tensor. Taking the scalar product the momentum equation in the form of equations (26.28a)
and (26.28b) renders

ρ
DK

Dt
= −ρv · ∇Φ− v · ∇p+ ρv · F . (26.30)

We thus see that the kinetic energy of a fluid element is affected by work done by the geopotential,
−ρv · ∇Φ, along with work done by stresses through both pressure and friction. We detail these
processes in the following.

Contribution from the geopotential

Kinetic energy increases for motion directed down the geopotential gradient

v · ∇Φ < 0 =⇒ increases kinetic energy. (26.31)

For example, with a simple geopotential, Φ = g z, kinetic energy increases where the vertical
velocity is downward,

w < 0 =⇒ −w g ρ > 0←→ downward motion increases K of a fluid element. (26.32)

As seen in Section 26.2.1, this increase in kinetic energy due to motion down the geopotential
gradient is exactly balanced by a decrease in gravitational potential energy. That is, an increase
in kinetic energy through motion down the geopotential comes at the cost of a decrease in
the gravitational potential energy. This exact conversion between kinetic energy and potential
energy is also seen in Section 14.7 for motion of the point particle.

Contribution from the pressure gradient body force

Kinetic energy increases in regions where the velocity projects down the pressure gradient,

v · ∇p < 0 =⇒ increase kinetic energy, (26.33)

thus resulting in an increase in fluid speed imparted by the pressure gradient force. Conversely,
kinetic energy is reduced in regions where the flow is directed up the pressure gradient. It is
notable that geostrophic flows, studied in Section 31.4, have a velocity given by

vg = (g ρ)−1 ẑ ×∇p. (26.34)

Consequently, geostrophic flows have vg · ∇p = 0, so that the pressure gradient force has no
impact on the horizontal kinetic energy of a geostrophic fluid.

Contribution from friction

Kinetic energy is reduced in regions where the velocity has a negative projection onto the
direction of the friction vector, ρv · F < 0. As detailed in Section 26.3.3, the friction arising
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from a viscous stress tensor appropriate for a Newtonian fluid gives rise to two contributions to
kinetic energy: the divergence of a viscous flux plus a sign-definite sink.

26.3.3 Frictional dissipation of kinetic energy

We here detail the role of friction on kinetic energy

friction power per volume = ρv · F = v · (∇ · τ), (26.35)

which is the frictional power per volume (energy per time per volume) that modifies the kinetic
energy per volume of a fluid element, and with the frictional stress tensor, τ, determined by
the constitutive equation (25.79). We anticipated this contribution in the general discussion of
Section 26.3.1, and here provide details.

To proceed, we expose Cartesian tensor labels to have

ρv · F = vm ρFm (26.36a)

= vm ∂nτnm (26.36b)

= 2 vm ∂n(ρ ν Sdev
mn) (26.36c)

= 2 ∂n(ρ ν vm Sdev
mn)− 2 ρ ν ∂nvm Sdev

mn (26.36d)

= 2∇ · (ρ ν v · Sdev)− 2 ρ ν Smn Sdev
mn, (26.36e)

where we recall from Section 25.8.6 that the deviatoric strain rate tensor has elements given by

Sdev
mn = Smn − δmn Sqq/3 with Sqq = ∇ · v. (26.37)

To reach equation (26.36e) required the identity

2 ∂nvm Sdev
mn = (∂nvm + ∂mvn)Sdev

mn + (∂nvm − ∂mvn)Sdev
mn = 2Smn Sdev

mn, (26.38)

where
(∂nvm − ∂mvn)Sdev

mn = 2Rmn Sdev
mn = 0 (26.39)

due to symmetry of the deviatoric strain rate tensor, Sdev
mn = Sdev

nm, and anti-symmetry of the
rotation tensor, Rmn (see Section 18.8 as well as Exercise 1.2). We can show that the second
term in equation (26.36e) is sign-definite by noting that

Sdev
mn Sdev

mn = (Smn − δmn Sqq/3)
2 (26.40a)

= Smn Smn + δmn δmn Sqq Sqq/9− 2Smn δmn Sqq/3 (26.40b)

= Smn Smn + (Sqq)
2/3− 2 (Sqq)

2/3 (26.40c)

= Smn (Smn − δmn Sqq/3) (26.40d)

= Smn Sdev
mn. (26.40e)

We are thus left
ρv · F = 2∇ · (ρ ν v · Sdev)− 2 ρ ν Sdev

mn Sdev
mn. (26.41)

We interpret the two contributions to the frictional power in equation (26.41) as

ρv · F = divergence of viscous flux− viscous dissipation. (26.42)

The divergence theorem means that when integrated over the full domain, the divergence of the
viscous flux becomes a contribution from boundary stresses, and boundary stresses can either
increase or decrease kinetic energy according to details of the boundary processes. In contrast,
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the sign-definite dissipation term provides a sink to the kinetic energy at each point in the fluid
interior. This frictional dissipation is commonly written

ϵ ≡ [v · F ]
dissipate

= 2 ν Sdev
mn Sdev

mn ≥ 0. (26.43)

The dimensions of ϵ are L2 T−3, which in SI units are m2 s−3 = W kg−1. We thus refer to ϵ as
the kinetic energy dissipation per mass arising from viscous effects. It is also sometimes referred
to as the viscous power per mass. Note that we know that ϵ > 0 since Sdev

mn Sdev
mn is the sum of

nine perfect squares, which is seen by expanding the Einstein summation convention

Sdev
mn Sdev

mn = Sdev
1n Sdev

1n + Sdev
2n Sdev

2n + Sdev
3n Sdev

2n , (26.44)

where
Sdev
1n Sdev

1n = Sdev
11 Sdev

11 + Sdev
12 Sdev

12 + Sdev
13 Sdev

13 , (26.45)

and likewise for Sdev
2n Sdev

2n and Sdev
3n Sdev

3n .

26.3.4 Further study

The study of physical processes contributing to kinetic energy dissipation is central to the study
of ocean mixing. The review by MacKinnon et al. (2013) provides a pedagogical starting point
for this active area of physical oceanography.

As shown in Section 17.8 of Griffies (2004), we can relate the global integral of the kinetic
energy dissipation to the friction vector by taking the functional derivative of the dissipation with
respect to the velocity field. This connection follows from the self-adjoint nature of the friction
operator and it can be a useful mathematical framework for developing numerical discretizations
of the viscous friction operator (e.g., Griffies and Hallberg (2000)). In Section 68.5 we consider
a similar connection between the tracer diffusion operator and tracer variance.

26.4 Mechanical energy budget
Mechanical energy of the macroscopic motion is the sum of the kinetic energy plus gravitational
potential energy. We here develop the budget, both differential and integral, for mechanical
energy.

26.4.1 Differential mechanical energy budget

Adding the material time evolution equations for kinetic energy per mass (equation (26.30))
and gravitational potential energy per mass (equation (26.5)) leads to the material form of the
mechanical energy per mass

ρ
DM

Dt
= −v · ∇p+ 2∇ · (ρ ν v · Sdev) + ρ (−ϵ+ ∂tΦ) (26.46a)

= −∇ · (pv − 2 ρ ν v · Sdev) + p∇ · v + ρ (−ϵ+ ∂tΦ) (26.46b)

= −∇ · Jmech + p∇ · v + ρ (−ϵ+ ∂tΦ), (26.46c)

where
M = K +Φ (26.47)

is the mechanical energy per mass of a fluid element. Equation (26.46c) introduced the mechanical
energy flux

Jmech = pv − 2 ρ ν v · Sdev = −v · (−p I + τ) = −v · T, (26.48)
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where T is the stress tensor for a Newtonian fluid given by equation (25.79) . We can write the
material time evolution equation (26.49) as a flux-form conservation equation

∂t(ρM) +∇ · (ρM v + Jmech) = p∇ · v + ρ (−ϵ+ ∂tΦ). (26.49)

Equation (26.46c) says that the material evolution of mechanical energy per mass arises
from the convergence of the mechanical energy flux, Jmech, plus the work done by pressure in a
fluid with non-zero flow divergence, along with frictional dissipation (more discussed in Section
26.7.3), and time changes to the geopotential. Furthermore, as shown when studying total energy
in Section 26.7, mechanical energy is exchanged with internal energy through pressure work
and frictional dissipation. This exchange provides the fundamental link between the mechanical
energy of macroscopic motion and the internal energy of microscropic degrees of freedom. As
already anticipated, there is a cancellation of the mechanical energy exchanged between kinetic
and potential energy due to motion through the gravitational field. However, the time-dependent
geopotential provides a source of mechanical energy arising from processes external to the fluid,
such as astronomical effects that drive tidal motions.

26.4.2 Gravitational potential energy budget for a finite volume
We here develop the gravitational potential energy budget for a finite volume, R. Using the
Leibniz-Reynolds transport theorem in the form of equation (20.47) yields

d

dt

[ˆ
R

ρΦdV

]
=

ˆ
R

∂t(ρΦ) dV +

˛
∂R
ρΦv(b) · n̂dS, (26.50)

where v(b) is the velocity of a point on the region boundary, ∂R, and n̂ is the boundary outward
normal. Next we replace the partial time derivative with

∂t(ρΦ) = ρ
DΦ

Dt
−∇ · (ρvΦ), (26.51)

in which case
d

dt

[ˆ
R

ρΦdV

]
=

ˆ
R

ρ
DΦ

Dt
dV −

˛
∂R
ρΦ (v − v(b)) · n̂dS. (26.52)

For the case of the full ocean domain we use the surface kinematic boundary condition (19.88a),
and no-flux boundary condition on the bottom, to yield

d

dt

[ˆ
R

ρΦdV

]
=

ˆ
R

ρ
DΦ

Dt
dV +

˛
∂R

ΦQm dA, (26.53)

with Qm the mass flux crossing the upper boundary at z = η, and dA the horizontal area element.
For the simple geopotential, Φ = g z, this equation takes the form

d

dt

[ˆ
R

ρΦdV

]
=

ˆ
R

ρ g w dV +

˛
∂R

ΦQm dA. (26.54)

This budget says that the gravitational potential energy for the global ocean domain changes
due to the domain integrated vertical motion, plus contributions from the transfer of mass across
the free surface boundary.

26.4.3 Mechanical energy budget for a finite volume
We here consider the mechanical energy budget for a finite volume region of fluid, first deriving
the budget for a real fluid and then specializing to the perfect fluid without flow divergence.
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Budget for a real fluid

To derive the finite volume budget we make use of the Leibniz-Reynolds transport theorem in
the form of equation (20.49), as well as the flux-form mechanical energy budget (26.49), thus
leading to

d

dt

[ˆ
R

ρM dV

]
= −
˛
∂R
ρM (v − v(b)) · n̂dS −

˛
∂R
Jmech · n̂dS

+

ˆ
R

[p∇ · v + ρ (−ϵ+ ∂tΦ)] dV. (26.55)

The first term on the right hand side arises from the advective transport of mechanical energy
across the moving boundary. The second term arises from the boundary work done by pressure
and viscous stresses, with equation (26.48) yielding the equivalent expression in terms of the
stress tensor

−
˛
∂R
Jmech · n̂dS =

˛
∂R
v · T · n̂dS. (26.56)

The third term in equation (26.55) is a volume source arising from pressure work applied to each
fluid parcel, viscous dissipation, and time tendencies in the geopotential.

Budget for a perfect fluid with zero flow divergence

Consider the particular case of a non-divergent flow (∇ · v = 0), as in the Boussinesq ocean
studied in Chapter 29. In this case, pressure does no work on fluid elements since each element
maintains a constant volume.4 Furthermore, assume the fluid is perfect and so do not have
any viscous stresses. Finally, assume the geopotential is constant in time (∂tΦ = 0). These
assumptions bring the finite volume mechanical energy equation (26.55) to the form

d

dt

[ˆ
R

ρM dV

]
= −
˛
∂R
ρM (v − v(b)) · n̂dS −

˛
∂R
pv · n̂dS. (26.57)

For this fluid, mechanical energy over a finite region changes via the advective transport of M
across the region boundary, taking into account the distinctions between the fluid velocity and
the velocity of the region boundary. Mechanical energy is also modified by pressure work acting
on the region boundary. It is notable that even though the flow is non-divergent at each point,
so that pressure cannot do work on fluid elements, pressure can still do work on the finite region
through boundary effects. Indeed, if the region is material, then (v − v(b)) · n̂ = 0, in which case
mechanical energy is modified only through pressure work integrated over the region boundary.
It follows that a steady state mechanical energy is realized for material regions only with a
vanishing steady state boundary integrated pressure work.

26.5 Hypothesis of local thermodynamic equilibrium
We make use of the hypothesis of local thermodynamic equilibrium in Section 26.6 to couple
the equilibrium thermodynamics in Chapters 22 and 23 to fluids in macroscopic motion. This
hypothesis presumes that macroscopic fluid motion is comprised of a continuum of moving
fluid elements5 that are, individually, in local thermodynamic equilibrium. For a perfect fluid,
macroscopic motion does not alter the entropy for a fluid element. That is, in the absence of
mixing of fluid elements, advective transport is a reversible process. In contrast, mixing of
properties between real fluid elements is irreversible and thus increases entropy.

4In Section 21.2 we show that ∇ · v = 0 means that fluid elements maintain a materially constant volume.
5See Section 17.2.4 for a reminder of fluid elements.
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26.5.1 Elements of the local thermodynamic equilibrium hypothesis
For a real fluid, any finite sized region is generally out of thermodynamic equilibrium, as
evidenced, say, by a non-uniform temperature over macroscopic length scales. Even so, the
local thermodynamic equilibrium hypothesis assumes that infinitesimal fluid elements are in
local thermodynamic equilibrium, thus affording the means to determine intensive thermody-
namic properties (e.g., temperature, pressure, chemical potential) at each point within the
fluid continuum. Furthermore, the hypothesis means that the functional dependence of state
functions (e.g., internal energy, entropy, enthalpy) remains the same for the moving fluid as
in thermodynamic equilibrium. This particular implication of the hypothesis provides the key
operational means for extending to a moving real fluid the differential relations developed for
equilibrium thermodynamics in Part IV of this book.

Theoretical foundations for the hypothesis of local thermodynamic equilibrium are rather
difficult and somewhat unresolved. Indeed, many presentations postulate that the equations of
equilibrium thermodynamics can be extended to moving continuous media, with justification
provided a posteriori based on the resulting implications (e.g., Section III.2 of DeGroot and
Mazur (1984)). We follow this approach here.6 Fortunately, the hypothesis has proven successful
for the atmosphere and ocean motions studied in this book, so that we accept it for our studies.7

Further discussion of the hypothesis of local thermodynamic equilibrium can be found in Section
49 of Landau and Lifshitz (1987), chapter 5 of Huang (1987), and Section 19.2 of Woods (1975).8

26.5.2 Processes facilitating local equilibration
How does local thermodynamic equilibration come about, and how well should we expect it to
be satisfied? If we assume a fluid element has length scale Lmacro = 10−4 m, as motivated in
Section 16.2, then the question reduces to determining the time scale for a fluid element to be
in have its mechanical and thermodynamical properties homogenized. We consider mechanical
equilibrium to be related to the time scales for pressure to equilibrate, whereas thermodynamic
equilibrium requires the additional considerations of material and thermal diffusion.

Pressure signals are transmitted by acoustic waves with speeds cs (Chapter 51), so that we
assume pressure equilibration times are proportional to Lmacro/cs. The sound speed for air at
room temperature is roughly 350 m s−1, so that pressure fluctuations are transmitted across an
air element within roughly 3× 10−7 s. The sound speed is about five times higher in water, thus
leading to roughly 6× 10−8 s for the pressure signal to cross an element of water. Both of these
time scales are extremely tiny from a macroscopic perspective, thus supporting the assumption
that pressure is rapidly equilibrated over the length scales of a fluid element.

The time scale for homogenization of temperature and matter concentrations are given by
L2

macro/κ, where κ is the respective molecular kinematic diffusivity for temperature or matter,
which is on the order of 10−6−10−5 m2 s−1. Hence, the time scale for a fluid element to homogenize
its temperature and tracer concentration, through molecular diffusion, is 10−3−10−2 s. This time
scale is far larger than the pressure time scale, yet it is still small relative to typical macroscopic
processes associated with fluid particle motion.

6The hypothesis of local thermodynamic equilibrium can be motivated by noting that the microscopic motions
of molecules have a much shorter equilibration time scale relative to the longer time scale of macroscopic processes
of interest for fluid flow (Section 16.3.5). Even so, pursuit of that motivation has some nuances that go beyond
our goals. Hence, our perspective is pragmatic, in which we assume local thermodynamic equilibrium and see
what it implies.

7The hypothesis of local thermodynamic equilibrium is questionable for rarefied gas dynamics of the upper
atmosphere, which is a subject outside the scope of this book.

8The extension of equilibrium thermodynamics to a moving fluid falls under the discipline of quasi-equilibrium
thermodynamics or linear irreversible thermodynamics. The term “linear” in the name refers to an assumption
that the system is close to thermodynamic equilibrium throughout its motion so that thermodynamic fluxes are
linear functions of the gradients of the thermodynamic state variables.
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26.6 Thermodynamics of a moving fluid

We here extend the formalism of equilibrium thermodynamics from Chapters 22 and 23 to the
case of a moving fluid. One practical outcome of this development is a framework to understand
how the internal energy of microscopic degrees of freedom is exchanged with the mechanical
energy of macroscopic fluid motion. For that purpose, recall the fundamental thermodynamic
relation (22.56b) for a two-component fluid such as seawater or the atmosphere

dI = T dS− p d(1/ρ) + µdC. (26.58)

This equation expresses the first law of thermodynamics for a quasi-static process (Section
22.1.5), thus relating the exact differential of specific internal energy, I, to the specific entropy, S,
specific volume, 1/ρ, and matter concentration, C, along with the thermodynamic temperature,
T , the pressure, p, and the relative chemical potential, µ.

Now consider a finite region of fluid comprised of a continuum of fluid elements. The fluid
region is generally exposed to mechanical and thermal processes that support macroscopic fluid
motion. However, as discussed in Section 26.5, we assume that each fluid element is in local
thermodynamic equilibrium and separately satisfies the fundamental thermodynamic relation
(26.58). We furthermore assume that the thermodynamic potentials have the same functional
relation across all of the fluid elements. This assumption is basic to our ability to maintain
a field theoretic description of the continuum. Namely, there is no objective definition of a
fluid element. Instead, they are infinitesimal regions of a continuum. So we must make use of
the same functional expression for thermodynamic potentials across all of the fluid elements.
This assumption allows us to take space and time derivatives of thermodynamic potentials as
considered next.

26.6.1 Concerning the transition to a continuous fluid

For a continuum fluid, each of the thermodynamic properties in the fundamental thermodynamic
relation (26.58) are continuous functions of space and time. Furthermore, equation (26.58)
provides a relation between exact differentials as detailed in Section 2.8. As exact differentials of
continuous fields, we can make use of the space and time differentials detailed in Section 17.4.1
to write

dΨ = Ψ(x+ dx, t+ dt)−Ψ(x, t) = dt ∂tΨ+ dx · ∇Ψ, (26.59)

where Ψ is one of the thermodynamic properties, dt is the time differential, and dx is the vector
of space differentials. Following the discussion in Section 17.4.2, we are led to the total time
derivative for a property following an arbitrary trajectory x =X(t)

dΨ

dt
=
∂Ψ

∂t
+

dX

dt
· ∇Ψ. (26.60)

Restricting the trajectory to that defined by a fluid particle, so that v = dX/dt, renders the
material time derivative as in Section 17.4.4

DΨ

Dt
=
∂Ψ

∂t
+ v · ∇Ψ. (26.61)

We make use of this result in Section 26.6.4 to transition the quasi-static relation (26.58) to a
moving fluid.
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26.6.2 Space-time derivatives and thermodynamic partial derivatives
We need one more piece of formalism prior to transitioning the quasi-static relation (26.58) to a
moving fluid. For this purpose, consider the particular case of specific enthalpy, in which case

H = H(x, t) = H[S(x, t), p(x, t), C(x, t)], (26.62)

where the second equality exposed the natural functional dependence based on the fundamental
thermodynamic relation (22.74c)

dH = T dS+ (1/ρ) dp+ µ dC, (26.63)

which holds for transitions between equilibrium states (Section 22.6.4). Again, this same
functional dependence is assumed to hold for the case of an evolving fluid, so long as the
evolution time scales are much slower than the time scales for reaching local thermodynamic
equilibrium. We next make use of the chain-rule to render the spatial gradient

∇H =

[
∂H

∂S

]
p,C

∇S+

[
∂H

∂p

]
S,C

∇p+
[
∂H

∂C

]
S,p

∇C. (26.64)

This spatial gradient probes properties of the field, H(x, t), which is a function of three other
fields, S(x, t), p(x, t), C(x, t). From this field theory perspective, the thermodynamic partial
derivatives are computed by holding the value of the complement thermodynamic properties
fixed at a point in space and time. For example, exposing space and time positions renders the
awkward, yet unambiguous, expression[

∂H

∂S

]
p,C

=

[
∂H[S(x, t), p(x, t), C(x, t)]

∂S(x, t)

]
p(x,t),C(x,t)

. (26.65)

We next apply the thermodynamic partial derivative identities (22.76) to write[
∂H

∂S

]
p,C

=

[
∂H[S(x, t), p(x, t), C(x, t)]

∂S(x, t)

]
p(x,t),C(x,t)

= T (x, t) (26.66a)[
∂H

∂p

]
S,C

=

[
∂H[S(x, t), p(x, t), C(x, t)]

∂p(x, t)

]
S(x,t),C(x,t)

= 1/ρ(x, t) (26.66b)[
∂H

∂C

]
S,p

=

[
∂H[S(x, t), p(x, t), C(x, t)]

∂C(x, t)

]
S(x,t),p(x,t)

= µ(x, t), (26.66c)

thus leading to9

∇H = T ∇S+ ρ−1∇p+ µ∇C. (26.67)

An analogous relation also holds for time derivatives, in which case

∂tH = T ∂tS+ ρ−1 ∂tp+ µ∂tC. (26.68)

We thus find a direct connection between exact differentials satisfied by the fundamental
thermodynamic relations in equilibrium thermodynamics (Chapters 22 and 23), and partial

9Equation (26.67) is used on page 193 of Landau and Lifshitz (1987) as part of their derivation of the entropy
budget for a moving fluid in the presence of heat conduction. It is also used on their page 229 to derive energetics
for a fluid with both heat conduction and matter diffusion. See also their page 4 for more general discussion of
how equilibrium thermodynamic relations imply relations between the space and time structure of thermodynamic
functions in a moving fluid. Other treatments in the literature typically gloss over the transition of the fundamental
thermodynamic relation of equilibrium thermodynamics to the quasi-equilibrium thermodynamics needed for
moving fluids.
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derivatives in both space and time. Such connections prove particularly useful in connecting
between the mechanical force from pressure and gradients in thermodynamic properties. That
is, the identity (26.67) offers an alternative means to express the pressure gradient acceleration
appearing in the momentum equation (e.g., equation (24.15))10

−ρ−1∇p = −∇H + T ∇S+ µ∇C. (26.69)

26.6.3 A caution for thermodynamic partial derivatives
One common confusion arises when not being clear on whether a mathematical expression
refers to an equilibrium thermodynamic relation between thermodynamic variables, as in the
fundamental thermodynamic relation (26.58), or whether it expresses a relation involving space-
time field representations of thermodynamic properties. The distinction is particularly important
when considering derivatives and integrals since it is necessary to know what variables are held
fixed in the process of performing the operations.

For example, consider the middle relation in equation (22.86), which says that the partial
derivative of the Gibbs potential with respect to pressure, holding temperature and tracer
concentration fixed, equals to the specific volume[

∂G

∂p

]
T,C

= νs = ρ−1. (26.70)

However, if we encounter the Gibbs potential as a space-time function, and we use pressure
as a generalized vertical coordinate, then we might find need to compute the distinct partial
derivative [

∂G

∂p

]
x,y,t

̸=
[
∂G

∂p

]
T,C

. (26.71)

When appropriate, we offer reminders to help avoid a cascade of misunderstandings. One point
where this reminder is particularly useful is when discussing energetics for a Boussinesq fluid in
Section 29.6.

26.6.4 First law for a moving fluid element
Sections 26.6.1 and 26.6.2 provide the key operational means for developing the equations of
quasi-equilibrium thermodynamics, in which we apply the equilibrium thermodynamic relations
to moving and evolving fluid elements. Consequently, the fundamental thermodynamic relation
(26.58), which is the first law for a quasi-static process transitioning between thermodynamic
equilibria, becomes for a moving fluid element

DI

Dt
= T

DS

Dt
+

p

ρ2
Dρ

Dt
+ µ

DC

Dt
. (26.72)

Making use of the space and time derivative results from Section 26.6.2 leads to the gradient
and Eulerian time derivative identities

∇I = T ∇S+ p ρ−2∇ρ+ µ∇C (26.73a)

∂tI = T ∂tS+ p ρ−2 ∂tρ+ µ∂tC. (26.73b)

We can further massage the first law (26.72) by recalling that mass conservation as discussed
in Section 19.2 means that changes in the volume of a fluid element are related to density changes

10We make use of the identity (26.69) for studies of circulation in Section 40.2.5 and for potential vorticity in
Section 41.6.
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via
1

δV

D(δV )

Dt
=

1

νs

Dνs
Dt

= −1

ρ

Dρ

Dt
. (26.74)

Hence, equation (26.72) can be written

δM
DI

Dt
= T δM

DS

Dt
− p D(δV )

Dt
+ µ δM

DC

Dt
, (26.75)

where δM = ρ δV is the mass of the fluid element. Since the mass of the fluid element is
constant, equation (26.75) is the fluid element extension of the first law given by equation (26.58).
Alternatively, we can use the further result from mass conservation (equation (19.25))

1

δV

D(δV )

Dt
= ∇ · v (26.76)

to write
DI

Dt
= T

DS

Dt
− (p/ρ)∇ · v + µ

DC

Dt
. (26.77)

Processes affecting internal energy that appear on the right hand side are (i) entropy production,
whose form is developed in Sections 26.10 and 26.7, (ii) mechanical work from pressure modifying
the volume of the fluid element, and (iii) mixing (chemical work) through the exchange of matter
constituents between fluid elements. We provide further details for the first law in Section 26.7
when considering the budget for the total energy of a fluid element.

26.6.5 Enthalpy budget

It is often more convenient to consider the specific enthalpy (Section 22.6.4),

H = I+ p/ρ = I+ p νs. (26.78)

The mass continuity equation (19.19) and the internal energy equation (26.77) yield

DH

Dt
=

DI

Dt
+

1

ρ

Dp

Dt
− p

ρ2
Dρ

Dt
=⇒ DH

Dt
= T

DS

Dt
+

1

ρ

Dp

Dt
+ µ

DC

Dt
, (26.79)

with the second expression consistent with equations (26.67) and (26.68) for the gradient and
local time tendency of the specific enthalpy.

The specific enthalpy equation (26.79) says that for constant pressure processes, changes
to specific enthalpy of a moving fluid element arise just from those processes that give rise to
changes in specific entropy and changes in matter concentration

Dp

Dt
= 0 =⇒ DH

Dt
= T

DS

Dt
+ µ

DC

Dt
. (26.80)

Since many boundary processes occur approximately at near constant pressure (e.g., air-sea
fluxes), this result motivates formulating boundary fluxes of matter and thermal energy in terms
of enthalpy fluxes rather than internal energy fluxes. Also, the mixing of fluid elements occurs
locally in space so that pressure of fluid elements is the same when they mix, again making
enthalpy a useful thermodynamic potential for the study of mixing.
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26.6.6 Thermal and chemical processes and fluxes

The internal energy of a fluid element is modified by the diabatic transfer of thermal energy. We
are generally concerned with two thermal fluxes, one due to conduction and one due to radiation

Jtherm = Jcond + Jrad. (26.81)

Details of the radiant flux require topics outside our scope so we leave it unspecified. However,
we consider forms for heat conduction in Section 26.10, with the simplest form being Fourier’s
law whereby Jcond is directed down the temperature gradient.

The internal energy of a fluid element also changes through changes in the matter concentra-
tion. This change occurs when fluid elements mix at constant pressure. As mentioned in Section
26.6.5, enthalpy is the proper thermodynamic potential to consider for examining the mixing of
matter concentrations. We thus assume that the transfer of chemical energy associated with a
matter flux, JC , leads to a corresponding chemical energy flux given by

Jchem =

[
∂H

∂C

]
T,p

JC . (26.82)

The enthalpy partial derivative is computed at constant pressure and temperature so to isolate
the energy change associated just with mixing of matter. It is important to distinguish this
partial derivative with the distinct derivative that leads to the chemical potential as in equation
(22.76) [

∂H

∂C

]
S,p

= µ. (26.83)

As shown by Exercise 22.2, the two partial derivatives are related by[
∂H

∂C

]
T,p

= µ− T
[
∂µ

∂T

]
p,C

, (26.84)

so that

Jchem =

[
µ− T

[
∂µ

∂T

]
p,C

]
JC . (26.85)

We make use of this relation when studying the entropy budget in Section 26.10.

Details of the thermal and chemical fluxes are undetermined at this point. We garner further
insights through studying the entropy budget and second law of thermodynamics in Section
26.10 and the budget for total energy in Section 26.7. It is remarkable how far the laws of
thermodynamics can be used to constrain the molecular flux laws. Even so, we note that the
conductive and chemical fluxes are those that arise from molecular motions rather than turbulent
motions, with turbulent fluxes determined by properties of the flow whereas Jcond and Jchem are
determined by properties of the fluid.

26.6.7 First law in terms of potential temperature

Equation (23.44) says that the change in entropy for a fluid element moving with constant
matter concentration and at the reference pressure is given in terms of the potential temperature

DS

Dt
=
cp
θ

Dθ

Dt
(26.86)
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For a single-component fluid, the potential temperature equals to the in situ temperature when
p = pR, in which case

cp
Dθ

Dt
= θ

DS

Dt
at p = pR and dC = 0. (26.87)

In general, this relation has little practical value since a fluid element generally does not maintain
pressure at the reference pressure. Even so, in Exercise 26.4 we see that the relations hold for
all pressures for the special case of an ideal gas, and in Exercise 26.5 we see they also hold for
some liquids at all pressures.

26.6.8 Materially constant specific entropy for a perfect fluid
Each material fluid parcel within a perfect fluid maintains a constant specific entropy given that
it experiences no dissipation (friction is absent), maintains a constant composition (mixing is
absent), and encounters no heating (adiabatic). Consequently, specific entropy for each fluid
parcel is reversibly stirred through advection

DS

Dt
=
∂S

∂t
+ v · ∇S = 0. (26.88)

A perfect fluid generally admits nonzero gradients of specific entropy, even as each fluid parcel
moves without altering its specific entropy. The homentropic fluid is a special case where the
entropy is a space-time constant throughout the fluid domain.

26.6.9 Further study
DeGroot and Mazur (1984) provide an authoritative accounting of quasi-equilibrium thermody-
namics as applied to continuum matter such as a fluid. Gregg (1984) and Davis (1994) apply
these methods to small-scale mixing in the ocean. Slightly different formulations can be found
in Landau and Lifshitz (1987) and Batchelor (1967).

26.7 Budget for total energy
Recall from Section 14.7 that a point particle conserves its mechanical energy in the absence of
friction. In contrast, the mechanical energy for a fluid element is not materially constant even
when only conservative forces act on the element. The reason is that for the continuum fluid,
there is (i) a conversion between mechanical energy and internal energy as pressure does work
to alter the volume of fluid elements, and (ii) frictional dissipation of kinetic energy irreversibly
converts some kinetic energy to internal energy through Joule heating (Section 26.7.3). In this
section we combine the mechanical energy budget from Section 26.4 to the internal energy budget
from Section 26.6, thus rendering the budget for total energy of a fluid element. We furthermore
postulate that the domain integrated total energy changes only due to boundary effects, as well
as possible changes in the geopotential such as via astronomical effects. This assumption then
leads to further specifications of the processes contributing to the internal energy and enthalpy
budgets.

26.7.1 Postulating the budget for total energy
In their specific (per mass) forms, the total energy of a fluid element is the sum of the internal
energy, I, of internal degress of freedom, plus the mechanical energy, M, from macroscropic
motion, with the mechanical energy the sum of the kinetic energy plus potential energy

E = I+M = I+K +Φ. (26.89)
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We postulate that this total energy per mass satisfies a conservation law whereby it is affected
only by the convergence of a total energy flux, plus a source due to temporal changes in the
geopotential

ρ
DE

Dt
= −∇ · JE + ρ ∂tΦ. (26.90)

Correspondingly, the flux-form equation for total energy is

∂(ρE)

∂t
+∇ · (ρv E + JE) = ρ ∂tΦ. (26.91)

The flux of total energy is given by

ρv E + JE = ρv E + Jtherm + Jchem + Jmech (26.92a)

= ρv E + Jtherm + Jchem − v · (−p I + τ) (26.92b)

= ρv (E + p/ρ) + Jtherm + Jchem − v · τ, (26.92c)

where Jtherm and Jchem were discussed in Section 26.6.6, and Jmech was derived in Section 26.4.
We have more to say concerning the flux of total energy in Section 26.9 when studying the
Bernoulli potential.

We are led to postulate the total energy equation (26.90) through assuming that
´
R
ρE dV

remains constant in time for a region, R, that is closed to thermal, material, and mechanical
interactions, and one where the geopotential is constant in time. This assumption is based on
our understanding of molecular and atomic mechanics.

26.7.2 First law of thermodynamics for a moving fluid

We now have the total energy budget as postulated in the form of equation (26.90), along
with the mechanical energy budget derived in equation (26.49). Subtracting the two yields the
internal energy budget

ρ
D(E −M)

Dt
= ρ

DI

Dt
= −∇ · (Jtherm + Jchem)− p∇ · v + ρ ϵ. (26.93)

This equation provides yet another expression for the first law of thermodynmics for a moving
fluid element. It says that the internal energy of a fluid element is modified through the
convergence of thermal and chemical fluxes, pressure work that alters the volume of a fluid
element, and frictional dissipation through viscosity. Both the pressure work and frictional
dissipation are exchanged with mechanical energy, and so they appear with opposite signs in
the budget for mechanical energy. We specify the thermal and chemical fluxes in Section 26.10
when studying the entropy budget.

We can make use of the enthalpy equation (26.79) to render the enthalpy budget

ρ
DH

Dt
− Dp

Dt
= −∇ · (Jtherm + Jchem) + ρ ϵ. (26.94)

This equation is used in Section 26.11 when studying the evolution of temperature.

26.7.3 Joule heating from friction

Frictional dissipation, ϵ > 0, measures the conversion of kinetic energy into heat, and it is thus a
conversion from mechanical energy to internal energy

Q̇Joule ≡ ϵ. (26.95)
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This term is referred to as Joule heating in analog to the process that occurs in electrical circuits.
The Joule heating of a fluid by molecular viscosity is larger in regions where the fluid strains are
larger, signalling a more efficient transfer of power to the microscales where molecular viscosity
can act on the flow.

In the ocean interior, measurements indicate that ϵ ≈ 10−9 W kg−1. Dividing by cp =
3900 J kg−1 K−1 leads to a heating rate of less than 10−3 K century−1, which is a very small
rate of ocean heating. Consequently, ocean Joule heating has a negligible role in the ocean heat
budget and as such is generally ignored. Atmospheric flows are roughly two orders faster so that
the kinetic energy per mass is four orders larger. The larger flow speeds lead to larger shears
thus creating larger viscous dissipation that reaches roughly ϵ ≈ 2 W m−2 globally averaged.
Hence, Joule heating is an important part of the global atmosphere enthalpy budget (Becker ,
2003).

26.7.4 Comments on gauge symmetry
Consider again the flux-form equation for total energy (26.91). It is notable that the time
tendency for the total energy remains unchanged if we shift the flux of total energy by a curl,

ρE v + JE → ρE v + JE +∇×G, (26.96)

with G referred to as a gauge function. This arbitrariness in the definition of total energy
flux is ubiquitous in physics; e.g., see the discussion of the electromagnetic field energy flux in
Section 27-4 in Volume II of Feynman et al. (1963).11 We conclude that the energy flux has no
unique local physical meaning. Instead, it is only the convergence of the energy flux that has an
unambiguous meaning given by its role in affecting a time change to the energy at a point in
space.

We also encounter such gauge symmetry in the potential vorticity flux discussed in Chapter
42, as well as the vector streamfunction for an incompressible fluid in Section 21.5.1. In some
cases we can exploit the symmetry to our subjective desires, such as discussed in Section 42.5.6
for potential vorticity. However, we know of no strategic use of gauge symmetry for the study of
energy budgets.

26.7.5 Further study
The postulate of globally integrated total energy conservation in Section 26.7.1, and the associated
discussion of energy budgets, follow that from Section 33 of Serrin (1959), Section II.4 of DeGroot
and Mazur (1984), Chapter 14 of Callen (1985), Sections 49 and 58 of Landau and Lifshitz
(1987), Chapters 3 and 4 of Müller (2006), Appendix B of IOC et al. (2010), Section 2.4 of
Olbers et al. (2012), Chapter 1 of Vallis (2017), and Section 13.5.5 of Thorne and Blandford
(2017).

26.8 Thermodynamic equilibrium with macroscopic motion
We derived the properties of thermodynamic equilibria in Section 22.2.8 for a single component
fluid, and in Section 23.1 for a binary fluid in the presence of a geopotential. We here extend
those discussions to the case of a finite region of a fluid undergoing macroscopic motion in the
absence of gravity. We assume no external forces or torques, so that the total linear momentum
and total angular momentum remain constant. As in our earlier discussions, we derive the
properties of thermodynamic equilibrium by assuming entropy is an extremum at equilibrium.
Furthermore, the extremum must be consistent with the variety of conserved quantities, thus

11The Feynman lectures are available online through the California Institute of Technology.
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motivating the use of Lagrange multipliers as part of the formalism needed to determine the
extremum.

26.8.1 Deriving the equilibrium conditions

To focus on the allowed macroscopic motion, we ignore external fields such as from gravity, in
which case the total energy is the sum of the internal energy plus kinetic energy

Ee = Ie + P 2/(2M), (26.97)

where P = M v is the linear momentum of the system with velocity v and mass M , and
P 2 = P ·P is the squared momentum. If the macroscopic system is materially and mechanically
closed then total energy remains constant, as does the linear momentum and angular momentum.
Thermodynamic equilibrium is realized by maximizing the function

Ψ = Se +A · P +B · (x× P ), (26.98)

where x is the position of the macroscopic system, and the vectors A and B are constant
Lagrange multipliers. Note that for convenience we assume the system to be macroscopically
small but microscopically large (e.g., a fluid element) so that we can assign a single position
vector to the system.

Should entropy be a function of the total energy (which is a constant of the motion) or
remain a function of just the internal energy? To answer this question we appeal to the statistical
interpretation of entropy whereby the number of microstates corresponding to a particular
macrostate is Galilean invariant.12 The local rest state, where total energy equals to internal
energy, is thus sufficient for defining the functional dependence13

Se = Se(V, Ie) = Se[V,Ee − P 2/(2M)]. (26.99)

Hence, maximizing Ψ with respect to the linear momentum component, Pm, requires the
derivative [

∂Se

∂Pm

]
V

=

[
∂Se

∂Ie

]
V

∂Ie

∂Pm
= − 1

T

Pm
M

= −vm
T
, (26.100)

so that the macroscopic velocity at equilibrium is

∂Ψ

∂Pm
= 0 =⇒ v = T (A+B × x). (26.101)

With temperature uniform throughout the macroscopic system at thermodynamic equilibrium,
we find a velocity decomposed into a uniform translation plus a rigid-body rotation. That
is, a closed macroscopic system in thermodynamic equilibrium can, at most, exhibit uniform
translation plus rigid-body rotation. More general macroscopic motion is not possible when
the system is in thermodynamic equilibrium. Furthermore, note that each component of the
strain rate tensor vanishes for uniform translation plus a rigid-body rotation (see Exercise 18.2).
For the Newtonian fluids considered in this book, a zero strain rate tensor means there are no
frictional stresses (Section 25.8.6), thus ensuring no frictionally generated entropy.

The Cauchy-Stokes decomposition from Section 18.8.6 shows that at each time instance,
motion of a fluid element can be kinematically decomposed into translation, rotation, and
dilation. Dilation occurs through mechanical work. In its absence, and without heating or
mixing, the fluid element moves through sequences of translations and rotations that maintain

12Recall our discussion of Galilean invariance in Section 17.5.
13See footnote on page 36 of Landau and Lifshitz (1980) for more discussion.
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thermodynamic equilibrium. With dilation, heating, and/or matter mixing, we conceive of
a moving fluid as a continuum of fluid elements that, on a time scale that is tiny relative to
macroscopic processes, adjusts to thermodynamic equilibrium in response to interactions with
the surrounding fluid environment.

26.8.2 Further study

We here followed the dicussion of §10 in Landau and Lifshitz (1980). See also a complementary
discussion in Section 1.8 of Kamenkovich (1977), who considers a two-component fluid in the
presence of gravity. Kamenkovich (1977) finds that although in situ temperature is a uniform
constant in thermodynamic equilibrium, the salinity is not constant.

26.9 Bernoulli’s theorem

The total energy equation (26.90) reveals that the material time change for the total energy of a
fluid element is affected by the convergence of pressure times velocity. Hence, even in the absence
of irreversible processes (i.e., a perfect fluid) and with a time-independent geopotential, the total
energy of a fluid element is not materially invariant. The pressure flux, pv, is a fundamental
contribution to energy within the continuum. As shown in this section, it is the pressure work
required for the fluid element to mechanically exist within the continuum. We thus refer to pv
as the mechanical injection work. This conceptualization of pv arises in the context of exploring
the remarkably versatile Bernoulli theorem, which is particularly useful in diagnosing energetic
properties of steady flows.

26.9.1 Bernoulli potential

Consider the flux-form equation for the total energy, (26.91), written here as

∂(ρE)

∂t
+∇ · [ρv (E + p/ρ) + Jtherm + Jchem − v · τ] = ρ ∂tΦ. (26.102)

The left hand side indicates that total energy of a fluid element is locally modified by the
advective transport of the quantity

E + p/ρ = (K +Φ) + (I+ p/ρ) = M +H ≡ B, (26.103)

where we introduced the Bernoulli potential, which is the sum of the mechanical energy per
mass plus the enthalpy per mass

B = M+H = K +Φ+ I+ p/ρ. (26.104)

For a perfect fluid there is no irreversible transfer of heat, matter, or momentum so that

perfect fluid =⇒ Jtherm = 0 and Jchem = 0 and τ = 0. (26.105)

Hence, we see that integration over a region with zero boundary transfer of vB leads to the
conservation of total energy for a perfect fluid with a time independent geopotential. Note that
for some purposes it can be useful to write the total energy equation (26.102) as an equation for
the Bernoulli function, which takes the form

∂(ρB)

∂t
+∇ · [ρvB+ Jtherm + Jchem − v · τ] = ∂tp+ ρ ∂tΦ. (26.106)
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26.9.2 Mechanical injection work

Why is ρE affected by the convergence of ρvB rather than the convergence of ρv E? To answer
this question,14 again note that the Bernoulli potential is the sum of the total energy per mass
of a fluid element, E, plus the term p/ρ. So what is p/ρ? Imagine carving out a tiny region from
within a continuous fluid with pressure p and specific volume 1/ρ, leaving behind a “hole”. The
mechanical work required to carve out this hole is precisely equal to p/ρ. Correspondingly, we
interpret p/ρ as the mechanical work required to inject a unit mass of fluid with specific volume
1/ρ into a region with pressure p. We thus refer to p/ρ as the injection work, and we in turn see
that specific enthalpy, H = I+ p/ρ (equation (26.78)), measures the internal energy plus the
mechanial work required for a fluid element to exist within a continuum.

We can support the above interpretation by considering the flux, ρvB, in a perfect fluid
that penetrates a static closed fluid region

˛
∂R
ρvB · n̂dS =

˛
∂R
ρv E · n̂dS +

˛
∂R
pv · n̂dS. (26.107)

The first term on the right hand side is the flux of total energy (mechanical plus internal) that
penetrates the region boundary, ∂R. The second term is the mechanical work done by pressure
acting on the boundary. The example in Section 26.9.5 further supports this perspective, whereby
we develop the energetics of a control volume of fluid moving through a pipe.

26.9.3 Bernoulli’s theorem for a steady perfect fluid

Consider a perfect fluid flow in steady state (vanishing Eulerian time derivatives). Steady state
mass conservation means that

∂ρ

∂t
= −∇ · (ρv) = 0. (26.108)

This relation, along with a steady state energy in equation (26.102) (absent friction, heating,
mixing, and with a time-independent geopotential), means that the steady state velocity field is
locally tangent to isosurfaces of the Bernoulli potential

v · ∇B = 0. (26.109)

We thus see that for the perfect fluid to be in a steady state, the Bernoulli potential is constant
along streamlines, which is a result known as Bernoulli’s theorem. Hence, as the fluid moves
along a streamline, there is an exchange between the total energy per mass, E, and the injection
work, p/ρ, such that their sum remains constant.

A constant Bernoulli potential for steady flow is used frequently in engineering fluid dynamics
to interpret flow around objects, such as for flow around a wing, in which case the sum p+ρv2/2
is sometimes referred to as the total pressure or stagnation pressure. It leads to a realization of
Bernoulli’s principle, whereby in regions of low pressure the energy per mass is relatively large,
whereas the converse holds in regions of high pressure. The change in energy is largely due to a
change in the kinetic energy, so that flow is fast in regions of low pressure (e.g., top of the wing,
flow around a train moving through a tunnel) and slow in regions of high pressure (e.g., bottom
of the wing).15 That is, the Bernoulli principle provides an energetic expression for why a fluid
slows down when moving into a region of relatively high pressure, and speeds up when moving
to a region of low pressure.

14This argument follows Section 13.5.4 of Thorne and Blandford (2017) as well as Section 6 of Landau and
Lifshitz (1987).

15See this discussion and video for why it is incorrect to use Bernoulli’s theorem for explaining the lift on an
airplane wing.
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26.9.4 Traditional derivation of Bernoulli’s theorem
For completeness we offer a second derivation of Bernoulli’s theorem that follows a more
traditional route and reveals some useful manipulations. For this purpose, convert the advective-
form momentum equation (24.16) into its vector-invariant form by making use of the vector
identity (see Section 2.3.4)

ω × v = −K + (v · ∇)v. (26.110)

This identity allows us to eliminate velocity self-advection in favor of the vorticity and kinetic
energy per mass

∂v

∂t
+ ωa × v = −1

ρ
∇p−∇M, (26.111)

where
ωa = ω + 2Ω (26.112)

is the absolute vorticity (see Chapter 40) and we set the irreversible terms to zero since we
are assuming a perfect fluid. The Eulerian time evolution for the kinetic energy per mass is
therefore given by

∂K

∂t
= −1

ρ
v · ∇p− v · ∇M, (26.113)

where we set v · (ωa × v) = 0.

For Bernoulli’s theorem we are interested in the steady state, with a steady kinetic energy
per mass realized by the balance

ρ−1 v · ∇p = −v · ∇M. (26.114)

We can connect this steady state balance to the Bernoulli potential by noting that for a steady
perfect and single-component fluid, equation (26.69) allows us to write

ρ−1 v · ∇p = v · (∇H − T ∇S). (26.115)

Combining with equation (26.114) renders

v · (∇H +∇M − T ∇S) = v · (∇B− T ∇S) = 0. (26.116)

A perfect fluid maintains materially constant specific entropy (Section 26.6.8), which in a steady
state means that

v · ∇S = 0 and v · ∇B = 0 ⇐= steady state perfect fluid. (26.117)

That is, for a steady perfect fluid the velocity is aligned with isosurfaces of specific entropy and
Bernoulli potential.

26.9.5 Steady flow in a pipe
To help further understand Bernoulli’s theorem and the contribution from the mechanical work
provided by pressure forces, consider the steady flow of a constant density perfect fluid in a
frictionless pipe as depicted in Figure 26.1. For this system, Bernoulli’s theorem says that the
following simplified form of the Bernoulli potential is constant for flow along a streamline

B = v2/2 + p/ρ+ g z = constant. (26.118)

Note that internal energy dropped out since for a constant density fluid the internal energy is a
constant and so plays no role in the energetics. Equation (26.118) means that there is a precise
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balance between the kinetic energy per mass, injection work, and geopotential for a steady
and constant density fluid. For example, for flow following a constant geopotential, pressure is
relatively low in regions of large kinetic energy whereas pressure is relatively high in regions
of small kinetic energy. We further pursue this understanding by showing that the statement
(26.118) of Bernoulli’s theorem can be derived through traditional energetic arguments, whereby
the mechanical work done on the fluid system equals to the system’s change in kinetic energy
(see Section 11.1.4 for the particle mechanics version of this work-energy theorem).

For this purpose, let the system under examination be a control volume of fluid as described
in the caption to Figure 26.1, and examine the work done on the control volume over an arbitrary
time increment, ∆t. During this time, a mass of fluid given by

M = ρA1 u1∆t = ρA2 u2∆t (26.119)

moves through the pipe, with A1 u1 = A2 u2 following from volume conservation, and we assumed
that the u1,2 = ∆x1,2/∆t measures the average velocity across the pipe cross-section. Mechanical
work is applied to the fluid in the control volume by pressure acting on the end caps (contact
force) and by gravity acting throughout the fluid (body force).

• pressure work: At the left end cap, pressure from fluid to the left of the control volume
does work on the control volume by the amount p1A1∆x1 = p1M/ρ. On the right end,
the control volume does work on the fluid to its right, which means that a negative work
is applied to the control volume in the amount −p2A2∆x2 = −p2M/ρ.

• gravitational work: Fluid downstream at the right end is higher than fluid upstream
on the left end. The control volume must do work against gravity to achieve this altitude
increase and this work is given by −gM (z2 − z1).

As the fluid moves from left to right, the control volume changes its kinetic energy by the
amount (M/2) (u22 − u21). Equating this kinetic energy change to the work applied to the control
volume renders

(1/2) (u22 − u21) = (1/ρ) (p1 − p2)− g (z2 − z1), (26.120)

where the mass, M , dropped out. Rearrangement then leads to

u2/2 + p/ρ+ g z = constant, (26.121)

which is a statement of Bernoulli’s theorem (26.118).
Making use of volume conservation allows us to rearrange equation (26.120) to determine

the pressure difference between the left and right end of the pipe

p1 − p2 = ρ g (z2 − z1)− (ρ/2)u21 [1− (A1/A2)
2]. (26.122)

To help understand this result, consider two special cases starting with A1 = A2. We see that
for equal cross-sectional areas, the pressure drop equals to the increase in gravitational potential
energy,

p1 − p2 = ρ g (z2 − z1) > 0 with A2 = A1, (26.123)

so that the pressure work equals to the gravitational work required to lift the fluid. Next consider
z2 = z1 so that there is no change in gravitational potential energy but there is a change in
cross-sectional area, in which case

p1 − p2 = −(ρ/2)u21 [1− (A1/A2)
2] < 0 with z2 = z1. (26.124)

In this case there is a pressure increase as the fluid moves into a region with larger cross-sectional
area (A2 > A1). This pressure increase slows the fluid speed, which accords with volume
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Figure 26.1: An example to illustrate the basic physics of Bernoulli’s theorem and pressure work, whereby we
depict the flow of a perfect and constant density fluid from left to right in a pipe of variable cross-section and
variable height. We study the energetics of a control volume (dark blue region) moving with the fluid. The top
panel shows the control volume at one time and the lower panel shows the control volume at a time ∆t later, after
which a mass of fluid,M , has moved through the system. Volume conservation means that (u1 ∆t)A1 = (u2 ∆t)A2,
where ∆x1,2 is the horizontal displacement of the fluid plug over time ∆t, u1,2 is the cross-sectional area average
velocity, A1,2 is the pipe cross-sectional area, and M = ρ∆x1A1 = ρ∆x2A2 is the mass of fluid moving over the
∆t time increment. Pressure forces, p1,2, at the end caps point inward (compressive), with pressure on the left
larger than that on the right to support the fluid moving to the right. As the fluid moves upward it increases its
gravitational potential energy and in so doing the fluid does work against gravity.

conservation.

These examples support our understanding of how pressure provides mechanical work on
fluid control volume boundaries, with that work required to maintain conservation of mechanical
energy (seen in the above case with A2 = A1) and conservation of volume (see in the above
case with z2 = z1). Indeed, taking the control volume to be a tiny fluid element furthers our
understanding of the p/ρ injection work contribution to the Bernoulli potential (26.103).

26.9.6 Steady flow over a topographic bump

We build from the discussion of steady pipe flow in Section 26.9.5 by describing a more
geophysically relevant case of steady single-component perfect fluid flowing over a topographic
bump. In Figure 26.2 we illustrate this flow in the absence of rotation. As the fluid moves
over the bump, it speeds up in order to maintain volume continuity. In regions of faster flow,
Bernoulli’s theorem (26.118) says that the pressure is lower, which is realized here by a lowering
of the sea surface height over the bump. For a small bump, we can imagine that the flow remains
symmetric with respect to the bump, so that the flow downstream of the bump is a reflection of
the upstream flow. To maintain steady flow in the presence of a larger bump requires a larger
pressure drop, which will eventually break the symmetry between downstream and upstream.
For an even larger topographic bump, we find there is no way to satisfy Bernoulli’s theorem, in
which case the flow transitions into a time dependent hydraulic jump.

As for the pipe flow, the steady flow maintains two flow constants: the volume flow rate and

CHAPTER 26. ENERGY AND ENTROPY IN A MOVING FLUID page 695 of 2158



26.9. BERNOULLI’S THEOREM

the simplified form of the Bernoulli potential in equation (26.118)

T = v h∆ and B = v2/2 + p/ρ+ g z, (26.125)

where h is the thickness of the layer and ∆ the width in the direction perpendicular to the flow.
Also, recall that the Bernoulli potential is a constant along a particular streamline. However,
for a constant density layer the Bernoulli potential is independent of depth, as we illustrate
below. For simplicity we assume the flow is only a function of the along-stream coordinate, y,
and furthermore assume the pressure on the upper interface is a uniform constant pa. We also
assume the top and botton interfaces of the layer are material, which then means they are each
streamlines.

It is more convenient to work with the flow rate, T = v h∆, than the velocity, v, in which
case the Bernouilli potential is given by

B = T2/(2h2∆2) + p/ρ+ g z. (26.126)

Far upstream of the bump the layer thickness takes on its unperturbed value, H, so that the
Bernoulli potential along the surface streamline at z = H is given by

B = T2/(2H2∆2) + pa/ρ+ g H. (26.127)

Notice how every term on the right hand side is positive, so that B > 0. Also notice that the
Bernoulli potential along the bottom streamline takes the same value

B = T2/(2H2∆2) + pb/ρ = T2/(2H2∆2) + (pa + ρ hH)/ρ, (26.128)

which results since the layer has constant density. Now express the Bernoulli potential in a
region affected by the bump, in which case

B = T2/(2h2∆2) + pa/ρ+ g η = T2/(2h2∆2) + pa/ρ+ g (h+ ηb). (26.129)

We observe that
B− g ηb = T 2/(2h2∆2) + pa/ρ+ g h ≥ 0, (26.130)

with this quantity referred to as the Bernoulli head. The condition B− g ηb ≥ 0 holds so long as
the flow maintains the assumptions of Bernouili’s theorem. However, if the topography is too
tall, then B− g ηb ≤ 0, in which case the flow can no longer satisfy the Bernoulli theorem. This
result leads us to define a critical topography height

ηcrit
b = B/g = T2/(2H2∆2 g) + pa/(ρ g) +H. (26.131)

When topography is larger than this height, the flow cannot reach a steady state and/or the
flow develops a dependence on the direction perpendicular to the page. In either case, the
assumptions of Bernoulli’s theorem breakdown.

26.9.7 Further study

For an examination of Bernoulli’s theorem for flows in a non-rotating reference frame, such as
flow in laminar boundary layers, see this video from Prof. Shapiro. Chapter 3 of Acheson (1990)
and the text from Pratt and Whitehead (2008) make use of Bernoulli’s theorem for understanding
flows over obstacles with and without the Coriolis acceleration. Their Section 1.4 forms the
basis for the discussion in Section 26.9.6. See also Exercise 8.6 of Klinger and Haine (2019).
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Figure 26.2: Depicting steady flow of a single-component fluid with constant density, ρ, flowing over a topographic
bump and viewed from a non-rotating reference frame so there is no Coriolis acceleration. We assume all properties
are a function only of the along-stream position, y, and z = 0 is taken at the position of a flat topography. For
steady flow of a constant density fluid, the volume transport, T, is constant and given by T = v h∆, where
∆ is the width of the flow in the direction perpendicular to the page, and h = η − ηb is the layer thickness.
The simplified form of the Bernouilli potential given by equation (26.118) is also constant along any streamline,
B = v2/2 + p/ρ + g z = constant. The top panel shows the flow for a very small topographic bump, so that
the flow is symmetric around the bump. The lower panel show flow for a larger bump that requires more fluid
upstream of the bump to support enough pressure drop for steady flow to make it over the bump.

26.10 Entropy budget for the ocean

In this section we consider the entropy budget for the ocean and make use of the second law of
thermodynamics to infer specific forms for the thermal and chemical fluxes introduced in Section
26.6.6. The discussion also holds for the atmosphere in the absence of phase transitions, though
we focus on the ocean application to be specific. Hence, the matter concentration in this section
is the salt concentration for seawater.

The entropy budget follows by rearranging the enthalpy equation (26.79)

T ρ
DS

Dt
= ρ

DH

Dt
− Dp

Dt
− µρ DC

Dt
, (26.132)

with the enthalpy budget in the form (26.94) yielding

T ρ
DS

Dt
= −∇ · (Jtherm + Jchem) + ρ ϵ+ µ∇ · JC , (26.133)

where we wrote the tracer equation as

ρ
DC

Dt
= −∇ · JC, (26.134)

following Section 20.1.3. Through manipulations pursued in Section 26.10.1, we identify a
non-advective entropy flux and a corresponding entropy source. This form of the entropy budget
is useful since we can then invoke the second law to insist that the entropy source is non-negative,
and that statement renders some constraints on the thermal and chemical fluxes.
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26.10.1 Non-advective entropy flux and entropy source

To start the manipulations, divide equation (26.133) by T and rewrite in terms of a flux
convergence plus a source

ρ
DS

Dt
= −∇ ·

[
Jtherm + Jchem − µJC

T

]
+∇(1/T ) · (Jtherm + Jchem − µJC)− (JC/T ) · ∇µ+

ρ ϵ

T
.

(26.135)
Recall from the identity (26.84) that we can write the chemical energy flux as

Jchem =

[
∂H

∂C

]
T,p

JC =

[
µ− T

[
∂µ

∂T

]
C,p

]
JC = (µ− T µT )JC , (26.136)

where we introduced a shorthand for the third equality. This identity then leads to

Jchem − µJC = −T µT JC , (26.137)

in which case the entropy equation (26.135) becomes

ρ
DS

Dt
= −∇ ·

[
Jtherm − T µT JC

T

]
+∇(1/T ) · (Jtherm − T µT JC)− (JC/T ) · ∇µ+

ρ ϵ

T
. (26.138)

We thus identify the non-advective entropy flux

JS =
Jtherm

T
−
[
∂µ

∂T

]
p,C

JC =
Jtherm

T
+

[
∂S

∂C

]
T,p

JC , (26.139)

where the second equality made use of the Maxwell relation

−
[
∂S

∂C

]
T,p

=

[
∂µ

∂T

]
p,C

, (26.140)

which is derived as part of the solution to Exercise 22.2. The additional terms comprise the
entropy source

ΣS =
ρ ϵ

T
+∇(1/T ) · (Jtherm − T µT JC)− (JC · ∇µ)/T (26.141a)

=
ρ ϵ

T
+
∇T
T 2
· (T µT JC − Jtherm)− (JC · ∇µ)/T (26.141b)

=
ρ ϵ

T
− ∇T · Jtherm

T 2
+
JC · (µT ∇T −∇µ)

T
(26.141c)

=
ρ ϵ

T
− ∇T · Jtherm

T 2
− JC · (µC ∇C + µp∇p)

T
(26.141d)

=
ρ ϵ

T
− ∇T · Jtherm

T 2
− JC

T
·
[[

∂µ

∂C

]
T,p

∇C +

[
∂µ

∂p

]
T,C

∇p
]
, (26.141e)

where we wrote the gradient of the chemical potential, µ(T, p, C), as

∇µ =

[
∂µ

∂T

]
p,C

∇T +

[
∂µ

∂p

]
T,C

∇p+
[
∂µ

∂C

]
T,p

∇C = µT ∇T + µp∇p+ µC ∇C. (26.142)

The non-advective entropy flux (26.139) arises from the thermal and chemical fluxes, and
the entropy source (26.141e) includes contributions from those fluxes as well as the frictional
dissipation of mechanical energy.
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26.10.2 Constraints from the second law of thermodynamics
The second law of thermodynamics states that the entropy source is non-negative

ΣS ≥ 0⇐= second law of thermodynamics. (26.143)

This condition imposes constraints on the frictional dissipation, thermal flux, and tracer flux.
Since frictional dissipation in Newtonian fluids (equation (26.43)) is non-negative, ϵ ≥ 0, we
make use of the second law to constrain just the thermal flux and tracer flux. Furthermore,
recall from equation (26.81) that the thernal flux is comprised of a radiant flux and conductive
flux. We assume that radiant flux is determined by processes external to the fluid. We thus use
the second law to constrain just the conductive portion of the thermal flux along with the tracer
flux. That is, from the entropy source (26.141e) we have the second law constraint

−∇T · Jcond − T µC JC ·
[
∇C +

µp
µC
∇p
]
≥ 0. (26.144)

This constraint can be satisfied by assuming the conductive and tracer fluxes are of the form

ρ−1 Jcond = −cp κT ∇T − κTC
[
∇C +

µp
µC
∇p
]

(26.145a)

ρ−1 JC = −κC
[
∇C +

µp
µC
∇p
]
− κCT ∇T. (26.145b)

The variety of molecular fluxes

The first term in the conductive thermal flux (26.145a) is known as Fourier’s law of conduction

JFourier
cond = −ρ cp κT ∇T, (26.146)

in which case the conductive thermal flux is directed down the gradient of the in situ temperature.
The second term leads to a conductive thermal flux in the presence of matter concentration
gradients and pressure gradients, and this process is known as the Dufour effect

JDufour
cond = −ρ κTC

[
∇C +

µp
µC
∇p
]
. (26.147)

The first term in the matter flux (26.145b) is known as Fick’s law of diffusion

JFick
C = −ρ κC ∇C. (26.148)

The second term in in the matter flux (26.145b) is known as barodiffusion

Jbarodiff
C = −(ρ κCT µp/µC)∇p, (26.149)

which is a matter flux arising from a pressure gradient. Finally, the matter flux arising from
temperature gradients is known as the Soret effect

JSoret
C = −ρ κCT ∇T. (26.150)

Thermodynamic equilibrium and the vertical gradient of salinity

In Section 23.1, we learned that thermodynamic equilibrium for a fluid in a gravity field leads
to a uniform temperature, T , and a pressure in exact hydrostatic balance. The salt flux must
vanish in thermodynamic equilibrium, but in the presence of a pressure gradient we have a
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nonzero vertical salinity gradient from equation (26.145b) given by

dC

dz
= − µp

µC

dp

dz
=
µp ρ g

µC
. (26.151)

This relation is identical to equation (23.20) resulting from our study of conditions for ther-
modynamic equilibrium of a binary fluid in a gravity field. It is satisfying to see the same
thermodynamic equilibrium condition arise from the rather different path taken here.

Invoking Onsager reciprocity condition

The Onsager reciprocity conditions16 are now invoked to relate the two off-diagonal coefficients
according to

T µC κCT = κTC , (26.152)

which brings the entropy condition to the form

cp κT |∇T |2 + κC µC T

∣∣∣∣∇C +
µp
µC
∇p
∣∣∣∣2 + 2κTC ∇T ·

[
∇C +

µp
µC
∇p
]
≥ 0. (26.153)

This condition then constrains the phenomenological constants κC , κT and κTC so that

|κTC |2 ≤ κT κC cp T µS . (26.154)

Comments on measurements

The cross-diffusion coefficients, κTC and κCT , are both measured to be very small for seawater,
so that the Dufour effect and Soret effect are commonly ignored. Furthermore, in an ocean
in thermodynamic equilibrium, the vertical salinity gradient implied by equation (26.151) is
roughly 3 g kg−1 per 1000 m. This vertical salinity gradient is far larger than measured in the
ocean, thus providing evidence that turbulent fluxes, even in the ocean interior, dominate over
molecular fluxes. That is, the observed ocean has sufficient turbulence to keep it well away from
thermodynamic equilibrium.

26.10.3 A summary presentation

We here summarize the previous material by skipping details for the entropy flux, thermal flux,
and matter flux. For this purpose, write the budget for the total energy in the form

ρ
DE

Dt
= −∇ · (pv − v · τ) + ρ

[
−ϵ+ T

DS

Dt
+ µ

DC

Dt

]
+ ρ ∂tΦ. (26.155)

Now assume that the specific entropy and matter concentration satisfy the evolution equations

ρ
DS

Dt
= −∇ · JS +ΣS and ρ

DC

Dt
= −∇ · JC , (26.156)

thus rendering

ρ

[
T
DS

Dt
+ µ

DC

Dt

]
= −T ∇ · JS + T ΣS − µ∇ · JC (26.157a)

= −∇ · (T JS + µJC) +∇T · JS +∇µ · JC + T ΣS, (26.157b)

16See Chapter 14 of Callen (1985) for these conditions and their underlying dynamical connections.
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which then brings the total energy equation (26.155) into the form

ρ
DE

Dt
= −∇ · (pv − v · τ + T JS + µJC) + [−ρ ϵ+∇T · JS +∇µ · JC + T ΣS] + ρ ∂tΦ. (26.158)

We now postulate that the globally integrated total energy is constant in the absence of boundary
processes and with a time independent geopotential. In the presence of mechanical dissipation
and matter constituent mixing, a necessary condition for such global energy conservation is for
the specific entropy source to take the form

T ΣS = ρ ϵ−∇T · JS −∇µ · JC. (26.159)

That is, the entropy source arises from frictional dissipation, entropy mixing, and matter mixing.
With this form for the entropy source, the total energy budget (26.158) is given by the material
form and the equivalent flux-form expressions

ρ
DE

Dt
= −∇ · (pv − v · τ + T JS + µJC) + ρ ∂tΦ (26.160a)

∂(ρE)

∂t
= −∇ · (E v + pv − v · τ + T JS + µJC) + ρ ∂tΦ. (26.160b)

The modified form of the internal energy budget (26.77) is found by subtracting the mechanical
energy budget (26.49) from the total energy budget (26.160a)

ρ
DI

Dt
= ρ

D(E−M)

Dt
= −p∇ · v −∇ · (T JS + µJC) + ρ ϵ. (26.161)

The corresponding enthalpy budget (26.79) is given by

ρ
DH

Dt
− Dp

Dt
= −∇ · (T JS + µJC) + ρ ϵ = −∇ · JH + ρ ϵ. (26.162)

In the second equatlity we defined the enthalpy flux

JH = T JS + µJC (26.163a)

= Jtherm − T
[
∂µ

∂T

]
p,C

JC + µJC (26.163b)

= Jtherm +

[
∂H

∂C

]
T,p

JC (26.163c)

= Jtherm + Jchem, (26.163d)

where we used equation (26.139) for the entropy flux, JS, equation (26.136) for the chemical flux,
Jchem, and the thermodynamic identity (26.84) for the third equality. Furthermore, recall that
the thermal flux, Jtherm, is the sum of a conductive plus radiative contribution as per equation
(26.81).

26.10.4 Comments
It is remarkable how the second law of thermodynamics is able to predict new physical processes
through considering the various forms that the thermal and matter fluxes can take to ensure
a positive entropy source. Caldwell (1973) and Caldwell and Eide (1981) estimate the Soret
effect for seawater, where they propose some relevance of this effect in quiescent ocean regions
with strong gradients. In contrast, for liquids the Dufour effect is about 1000 times smaller
than Fickian heat conduction and so it is safely ignored throughout the ocean. McDougall and
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Turner (1982) and McDougall (1983) studied double-diffusive convection in the presence of
cross-diffusion, extending the oceanographic applications to arbitrary solutions with a pair of
solutes. None of these studies consider the role of pressure gradients in generating fluxes.

For most purposes of oceanography, the fluxes considered in this section are far smaller than
those induced by turbulent flow processes. In this case, the flux relations reduce to the Fickian
and Fourier expressions yet with turbulent exchange coefficients rather than their molecular
values. Turbulence thus makes molecular diffusive processes generally negligible for the ocean.
Indeed, we already made this conclusion when noting that thermodynamic equilibrium implies
a sizable vertical salinity gradient as given by equation (26.151). Whereas turbulence acts
to produce a homogenous salinity (as well as potential temperature and potential enthalpy),
molecular diffusion leads to a rather large vertical salinity gradient. Since the vertical salinity
gradient implied by thermodynamic equilibrium is much larger than that measured in the ocean,
we conclude that the ocean is far from a thermodynamic equilibrium state.

26.10.5 Further study

Much of our presentation in this section followed that from Sections 2.4 and 2.5 from Olbers
et al. (2012) and Appendix B of IOC et al. (2010). Graham and McDougall (2013) extend these
ideas to a turbulent ocean. The physical ideas underlying the Onsager reciprocity conditions are
lucidly discussed in Chapter 14 of Callen (1985).

26.11 Temperature evolution

In specifying the state of a fluid element it is sensible to make use of the temperature, pressure,
and tracer concentration given that these state properties are readily measured in the laboratory
and environment. Furthermore, these properties are the natural variables for the Gibbs potential
(Section 22.6.6). Hence, given values for (T, p, C) we can determine the Gibbs potential and
then determine all other thermodynamic properties by taking partial derivatives.

How do we specify the evolution of (T, p, C) for a fluid element? Evolution of the matter
concentration follows from the tracer equation (an advection-diffusion equation) as developed in
Section 20.1. Pressure measures the compressive stress acting on each fluid element (Section
25.8), with its specification depending on the dominant dynamical balances (see Section 26.13).
Temperature reflects the energy of the internal microscopic degrees of freedom within a fluid
element, with its evolution the subject of this section. We show how Conservative Temperature,
Θ, rather than in situ temperature, T , or potential temperature, θ, offers the simplest prognostic
equation of the three temperature variables. The key reason is that Θ evolves almost precisely
like a material tracer, driven by the convergence of fluxes, whereas the equations for T and θ
contain extra source terms in additon to flux convergences.

26.11.1 Evolution of in situ temperature

In developing the temperature equation it is useful to start from the prognostic equation for
enthalpy as developed in Sections 26.6.5. For that purpose we write the enthalpy equation
(26.162) as

ρ
DH

Dt
=

Dp

Dt
−∇ · JH + ρ ϵ, (26.164)

with the enthalpy flux, JH, written in terms of the entropy and tracer fluxes as per equation
(26.163d).

To reveal a prognostic equation for temperature, we write enthalpy as a function of (T, p, C)
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so that
DH

Dt
=

[
∂H

∂T

]
p,C

DT

Dt
+

[
∂H

∂p

]
T,C

Dp

Dt
+

[
∂H

∂C

]
T,p

DC

Dt
. (26.165)

The partial derivatives can be related to response functions via the following. First, the specific
heat capacity at constant pressure is given by equation (22.102)[

∂H

∂T

]
p,C

= cp. (26.166)

Next, we make use of the Gibbs potential identities in Section 22.6.6 to write[
∂H

∂p

]
T,C

=

[
∂G

∂p

]
T,C

− T
[
∂

∂p

]
T,C

[
∂G

∂T

]
p,C

(26.167a)

= νs − T
[
∂

∂T

]
p,C

[
∂G

∂p

]
T,C

(26.167b)

= νs − T
[
∂νs
∂T

]
p,C

(26.167c)

= νs (1− T αT), (26.167d)

where αT is the thermal expansion coefficient given by equation (22.103). Use of these identities
in the enthalpy equation (26.165) and rearrangement leads to the in situ temperature equation

cp ρ
DT

Dt
= −∇ · JH +

[
∂H

∂C

]
T,p

∇ · JC + αT T
Dp

Dt
+ ρ ϵ. (26.168)

The in situ temperature of a fluid element thus evolves according to convergence of the enthalpy
fluxes, divergence of matter concentration fluxes, material time changes to pressure, and frictional
dissipation. We can massage this expression a bit more by introducing the enthalpy flux (26.163c)
so that

cp ρ
DT

Dt
= −∇ · Jtherm − JC · ∇

[
∂H

∂C

]
T,p

+ αT T
Dp

Dt
+ ρ ϵ, (26.169)

where constraints on the conductive portion of the thermal flux were discussed in Section 26.10.2.

26.11.2 Evolution of potential temperature
We can convert the in situ temperature equation (26.168) into a version of the potential
temperature equation by recalling the expression (23.26) for the lapse rate

Γ̂ =

[
∂T

∂p

]
C,S

=
T αT

ρ cp
(26.170)

so that equation (26.168) takes the form

cp ρ

[
DT

Dt
− Γ̂

Dp

Dt

]
= −∇ · JH +

[
∂H

∂C

]
T,p

∇ · JC + ρ ϵ. (26.171)

Making use of the definition (23.31) for potential temperature renders

cp ρ
Dθ

Dt
= −∇ · JH +

[
∂H

∂C

]
T,p

∇ · JC + ρ ϵ. (26.172)

As expected, pressure changes are removed from the evolution equation for potential temperature.
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26.11.3 Conservative Temperature for the ocean
Rather than expressing enthalpy as a function H(T, p, C), we make use of its natural coordinate
dependence H(S, p, C) from Section 22.6.4, which leads to the enthalpy equation in the form
(26.162)

ρ
DH

Dt
=

Dp

Dt
−∇ · JH + ρ ϵ. (26.173)

The pressure term arises just like for in situ temperature. Its presence suggests we introduce the
potential enthalpy.

Potential enthalpy and Conservative Temperature

The potential enthalpy is defined to be the enthalpy of a fluid element moved to a reference
pressure, pR, while maintaining fixed specific entropy and fixed tracer concentration

Hpot(S, C) = H(S, pR, C). (26.174)

As for potential temperature (Section 23.3.3), it is most convenient to take pR as the standard
atmospheric pressure, thus corresponding to the standard pressure at the air-sea interface. This
definition parallels that for potential temperature given by equation (23.36). It is also motivated
by the exchange of enthalpy (heat) across the air-sea boundary, thus providing a natural means
to study coupled air-sea processes.

By construction, the material time derivative of potential enthalpy is given by

ρ
DHpot

Dt
= ρ

[
∂Hpot

∂S

]
C

DS

Dt
+ ρ

[
∂Hpot

∂C

]
S

DC

Dt
(26.175a)

= θ (−∇ · JS +ΣS)− µR∇ · JC (26.175b)

= (θ/T ) [ρ ϵ−∇ · JH]− [µR − (θ/T )µ]∇ · JC, (26.175c)

where we set

θ =

[
∂Hpot

∂S

]
C

and µR =

[
∂Hpot

∂C

]
S

(26.176)

and used equation (26.159) for the entropy source, ΣS. Now define the Conservative Temperature,
Θ, via

crefp Θ ≡ Hpot(S, C) = H(S, pR, C), (26.177)

where crefp is an arbitrary reference specific heat capacity. For the ocean, McDougall (2003)
suggested that crefp be chosen so that Θ = θ at a salinity of 35 parts per thousand. McDougall
(2003) furthermore argued that the terms appearing in the potential enthalpy equation (26.175c)
are well approximated for the ocean by just the convergence of the enthalpy flux. Hence, the
Conservative Temperature satisfies, to a very good approximation, the source-free tracer equation

ρ crefp

DΘ

Dt
= −∇ · JH. (26.178)

Key points regarding the Conservative Temperature equation

The Conservative Temperature equation (26.178) is mathematically identical to the material
tracer equation, and as such it offers an elegant means to prognose thermodynamic properties of
the fluid and to perform budget analyses. We further emphasize two points in regards to this
equation relative to the potential temperature equation (26.172).

• The source terms (those not associated with flux convergences) on the right hand side
of the potential temperature equation are much larger than those in the Conservative
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Temperature equation. In particular, McDougall (2003) and Graham and McDougall
(2013) showed that the potential temperature sources are roughly 100 times larger in
certain regions of the ocean than the Conservative Temperature sources.

• The heat capacity appearing in the Conservative Temperature equation is a fixed constant,
by construction. This feature contrasts to the space-time variable heat capacity, cp,
appearing in both the in situ temperature equation (26.168) and potential temperature
equation (26.172). The space-time variations of cp are not negligible (e.g., order 5% for
the global ocean), thus making the non-constant heat capacity required for the T and θ
equations very inconvenient for purposes of budget analyses (see McDougall et al. (2021)
for more on this point).

We close by noting that the enthalpy flux, JH, is related to the entropy flux and concentration
flux as per equation (26.163d). As discussed in Section 2.6 of Olbers et al. (2012), the dominant
terms appearing in this flux arise from entropy, which itself is largely due to fluxes of temperature.
Consequently, the flux JH is well approximated as a flux just of Θ.

26.11.4 Alternative functional dependencies for specific enthalpy
Thus far in this section, we have considered specific enthalpy to be a function of (T, p, C) as well
as its natural functional dependence, (S, p, C). The introduction of potential temperature and
Conservative Temperature allow us to consider two more functional depenencies

H = Hnatural(S, p, C) = HT(T, p, C) = Hθ(θ, p, C) = HΘ(Θ, p, C). (26.179)

We use distinct notations for the functions since they each return specific enthalpy yet when
fed distinct input. Given the more common use of either potential temperature or Conservative
Temperature in atmosphere and ocean sciences, the final two functional dependencies are most
commonly used in practice. Note that for brevity, we often drop the extra notation adorning
the specific enthalpy symbol, except where confusion may arise. As an example of the above
functional dependence, consider the exact differential of specific enthalpy when written using
the (Θ, p, C) dependence, in which

dH =

[
∂HΘ

∂Θ

]
p,C

dΘ +

[
∂HΘ

∂p

]
Θ,C

dp+

[
∂HΘ

∂C

]
Θ,p

dC (26.180a)

=

[
∂HΘ

∂Θ

]
p,C

dΘ + ρ−1 dp+

[
∂HΘ

∂C

]
Θ,p

dC, (26.180b)

where we set

ρ−1 =

[
∂HΘ

∂p

]
Θ,C

, (26.181)

which is a generalization of the partial derivative (22.76) holding for the natural functional
dependence. Further discussion of the other partial derivatives are provided in Graham and
McDougall (2013) as well as Appendices A.10 and A.11 of IOC et al. (2010).

26.11.5 Further study
The discussion in this section largely followed the more complete ocean discussion given in
Section 2.6 of Olbers et al. (2012), which is itself based on McDougall (2003) and Graham and
McDougall (2013).

Considerations for a realistic atmosphere involve phase changes (liquid-vapor and liquid-solid),
with the associated latent heat exchanges are leading order contributions to the enthalpy budget
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(see Lauritzen et al. (2022) for a comprehensive review). Additionally, the role of frictional
dissipation is not negligible in the atmosphere whereas it is negligible in the ocean (see Section
26.7.3).

26.12 Conservation laws and potential properties
A central facet of theoretical physics concerns the development of concepts and tools to expose
conservation laws and their underlying symmetries.17 We routinely make use of such laws in
geophysical fluid mechanics to provide constraints on the fluid motion and to study budgets of
corresponding properties to help understand fundamental processes. As such, conservation laws
offer great physical insight and predictive utility. We close this chapter by summarizing some
conceptual points concerning conservation laws. In particular, we identify the need to distinguish
laws that involve just the convergence of a flux from those that also include non-conservative
“source” terms. We also distinguish between material and non-material conservation laws, in
which properties satisfying material conservation laws are materially invariant in the absence of
local mixing processes.

26.12.1 Flux-form conservation laws
Certain scalar properties studied in fluid mechanics satisfy conservation laws that are written as

ρ
Dψ

Dt
= −∇ · J ⇐⇒ ∂(ρψ)

∂t
= −∇ · (ρv ψ + J). (26.182)

The right hand side of the flux-form expression (second equation) involves a flux that is comprised
of an advective term, ρv ψ, plus a non-advective term, J . Examples of conservation laws of this
type include the material tracer concentration, ψ = C, as in equation (26.188); the Conservative
Temperature, ψ = Θ, as in equation (26.189); the total energy, ψ = E, in the absence of
astronomical forces, as in equation (26.160b); and the potential vorticity, ψ = Q, as in equation
(41.49). In Chapter 20, we saw how this differential equation leads to finite volume conservation
properties for the integral of ψ-stuff within a region,

´
R
ψ ρdV , with the evolution of this

integral only affected by area integrated fluxes, ρv ψ + J , penetrating the region boundary
(mathematically seen by applying the divergence theorem).

Conservation laws of the form (26.182) are a direct consequence of the local conservation
of ψ-stuff within the fluid. That is, the amount of ψ-stuff changes at a point only through the
local convergence of fluxes onto that point, and likewise for a finite region. Such conservation
laws are consistent with basic notions of causality and locality that appear throughout physics,
with a discussion of such conservation laws offered in Section 27-1 of Feynman et al. (1963).

26.12.2 Conservation laws that are not flux-form
The presence of source/sinks are relevant for chemical or biogeochemical reactions, whereby
matter is converted from one form to another. Such processes are not mathematically represented
as the convergence of a flux. As such, they are not contained in the conservation law (26.182)
and they are correspondingly referred to as non-conservative processes. Even without chemical
reactions, not all fluid properties satisfy flux-form conservation laws of the form (26.182). For
example, linear momentum of a fluid element is affected by pressure, Coriolis, and effective
gravity, and these processes are not represented as the convergence of a flux.

As discussed in Chapter 14, conservation laws are associated with symmetries of the physical
system. Correspondingly, non-conservative terms appearing in an evolution equation often reflect

17See Chapter 14 for the connection between conservation laws and symmetries, as embodied by Noether’s
theorem.
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the breaking of a symmetry. For example, motion around a sphere does not conserve linear
momentum even in the absence of forces, whereas linear momentum is conserved for free motion
in a planar geometry.

26.12.3 Non-material or wave-like transport of properties
Pressure is of particular note since pressure perturbations travel through a compressible fluid via
acoustic waves (Chapter 51), or, in the case of an incompressible flow, a pressure perturbation is
felt globally and instantaneously as reflected in the elliptic Poisson equation satisfied by pressure
(Section 29.3). More generally, the wave mediated transfer of forces, or other fluid properties
such as momentum or mechanical energy, is an example of a non-material transfer; i.e., a transfer
of information not arising from the transfer of matter. Non-material wave mediated transfer
often occurs much faster than material transfer, with matter transport only mediated through
advection and diffusion. Correspondingly, material substances (and potential enthalpy) are not
directly affected by wave transport. Rather, waves affect material substances only so far as they
affect advection and diffusion.

26.12.4 Material and non-material conservation laws
Mass invariance for a fluid element reflects matter conservation in classical physics, which in turn
motivates the kinematic perspective pursued throughout this book that follows fluid elements
whose mass remains constant. Relatedly, in the absence of irreversible mixing, the matter content
of the fluid element remains invariant so that its tracer concentration is materially constant

ρ
DC

Dt
= 0. (26.183)

For example, in the absence of mixing, the salt content of seawater and the water content of
moist air are materially invariant, so that the salt concentration and water concentration in a
fluid element remains invariant. Correspondingly, in the presence of mixing between two fluid
elements, the net material tracer in the combined fluid element equals to the sum of the tracer
content in the contributing elements. We refer to fluid properties satisfying such conservation
laws as materially conservative properties.

What about fluid properties that satisfy a local flux-form conservation law of the form
(26.182), and yet do not remain materially invariant in the absence of mixing? For example,
consider the total energy, E, from Section 26.7. Even in the absence of entropy sources (i.e., no
mixing) and astronomical forces (i.e., constant gravity), mechanical work from pressure modifies
the internal energy of the fluid element via the energy equation (26.160a)

ρ
DE

Dt
= −∇ · (pv). (26.184)

Pressure work means that when two fluid elements are combined, the total energy of the combined
fluid, E12, is not generally equal to the sum of their separate total energies,

E12 ̸= E1 + E2. (26.185)

So although total energy is locally conserved in the sense that it is affected by a local flux
convergence, it does not satisfy a material-like conservation law. We say that total energy is a
non-materially conservative fluid property. Notably, when integrated globally over a domain
closed to energy fluxes, including mechanical energy fluxes (meaning there is no pressure work
applied to the domain boundaries), and when there are no time dependent astronomical forces,
then the domain integrated total energy,

´
ρE dV , remains constant. This global conservation

CHAPTER 26. ENERGY AND ENTROPY IN A MOVING FLUID page 707 of 2158



26.13. EQUATIONS FOR ROTATING AND STRATIFIED FLUIDS

law means that the total energy is conserved globally. Conservation laws for non-materially
conserved properties, such as total energy, offer a less powerful constraint on fluid motion than
the material conservation laws. Even so, global conservation can be of great use when studying
energy transformations within a closed domain.

We summarize the above discussion by noting that for a fluid property to be locally conser-
vative, it is necessary that the density weighted material derivative of that property be given
by the convergence of a flux as in equation (26.182). To be materially conservative, a property
must have its flux convergence vanish in the absence of mixing processes that are local in space
and time. A diffusive flux satisfies this property (see Chapter 69 for more on diffusion). In
contrast, the pressure flux convergence acting to modify total energy, −∇ · (pv), can be nonzero
even in regions where there is no mixing of matter since pressure is transported by waves
(Section 26.12.3). So although total energy is locally conserved, its flux is dependent on non-local
processes as mediated by waves, so that total energy satisfies a non-material conservation law.

26.12.5 Concerning potential properties

As introduced in Sections 23.3 and 26.11.3, to study fluid mixing it is useful to work with scalar
fields that are not affected by adiabatic and isentropic pressure work. For this reason, rather
than in situ temperature, we prefer to work with potential temperature, θ, or Conservative
Temperature, Θ, both of which are potential properties as discussed in Section 23.3.1. Some
potential properties are also endowed with the local conservation property discussed above,
which makes local budgets available just like for a material tracer. For example, Conservative
Temperature is very well approximated as a conservative property, with its non-flux form sources
far smaller than potential temperature (Section 26.11.3). In contrast, neither in situ temperature
nor total energy are potential properties since an adiabatic and isentropic change in pressure
alters the in situ temperature and total energy of a fluid element.

26.12.6 Further study

Much from this section is motivated by the more extensive discussion in Sections A.8 and A.9 of
IOC et al. (2010).

26.13 Equations for rotating and stratified fluids

We close this chapter by summarizing the physical content of the suite of partial differential
equations describing rotating and stratified fluids.

ρ
Dv

Dt
+ 2 ρΩ× v = −ρ∇Φ−∇p+∇ · τ momentum (26.186)

Dρ

Dt
= −ρ∇ · v mass continuity (26.187)

ρ
DC

Dt
= −∇ · J(C) matter conservation (26.188)

ρ
DΘ

Dt
= −∇ · J(Θ) potential enthalpy conservation (26.189)

ρ = ρ(C,Θ, p) equation of state. (26.190)

It is a testament to the success of classical continuum mechanics that these equations are of
use for describing fluid phenomena from the millimetre scale to the astrophysical scale. We
summarize the following terms in these equations.
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• linear momentum and velocity: Newton’s second law of motion, as developed for a
fluid in Chapter 24, provides the prognostic equation for the velocity field, v. Each of the
three velocity components evolves according to its respective dynamical equation (26.186).
As noted at the end of Section 24.2.3, we write the momentum equation in the form (26.186)
by separating the time dependence of the basis vectors into a term arising from rigid-body
rotation (which leads to planetary Coriolis and planetary centrifugal accelerations) and a
term arising from the motion of the fluid relative to the rotating sphere (which leads to
the metric acceleration when using non-Cartesian coordinates).

• mass conservation: Kinematics provides a constraint on the velocity field according to
the needs of mass conservation for a fluid element (Section 19.2). This constraint leads to
the continuity equation (26.187).

• material tracer conservation: Kinematic constraints from the conservation of matter
(Section 20.1) leads to the material tracer equation (26.188). Evolution is determined
by the convergence of tracer fluxes, J , with this flux specified by molecular diffusion as
discussed in Section 68.3, or through other parameterized processes when sampling flow
on scales larger than millimetres (see Chapter 71).

• thermodynamic tracer: The Conservative Temperature, Θ, (Section 26.11.3), evolves
according to the convergence of fluxes, just like a material tracer.

• density: The in situ density can be updated in time via mass continuity (equation
(26.187)) or via knowledge of (C,Θ, p). We discussed the many forms of density for the
ocean and atmosphere in Section 30.3.

• pressure: There is no prognostic equation for pressure. Rather, pressure is diagnosed
based on knowledge of other fields. Here are sketches of how that diagnostic calculation is
performed.

– For an ideal gas, pressure is diagnosed from the ideal gas relation (23.48) using the
density and temperature.

– For fluid flow maintaining an approximate hydrostatic balance (Section 27.2), pressure
is diagnosed at a point through knowledge of the weight per area above the point.

– For a non-divergent fluid flow as per the oceanic Boussinesq fluid (Chapter 29), pressure
is no longer connected thermodynamically to partial derivatives of the thermodynamic
potentials (Section 22.6). Instead, pressure is determined kinematically by the non-
divergence constraint. In particular, for a non-hydrostatic Boussinesq fluid, pressure
is diagnosed by solving a Poisson equation derived from taking the divergence of the
momentum equation (see Section 29.3).

• geopotential: The geopotential, Φ, is a function of the mass distribution of the planet
and any relevant astronomical bodies. The simple geopotential is generally used in this book,
with the single exception of Chapter 34 where we develop the equations for astronomical
tides. The simple geopotential is specified by both the radial position (to give the height
above an arbitrary reference level) plus the latitude (to give the centrifugal potential) (see
Section 13.10.4). For geophysical fluid studies, the reference level is generally taken at the
level of a resting sea surface. We thus often write the radial coordinate as

r = Re + z (26.191)

where Re = 6.371× 106 m is the radius of a sphere whose volume approximates that of
the earth (equation (13.117)), and z is the geopotential coordinate measuring the height
above sea level.
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• earth’s spin: The earth’s angular velocity, Ω, is time constant for geophysical fluid
studies of concern here. Its value is discussed in Section 13.1.

• friction: The friction vector,
ρF = ∇ · τ, (26.192)

is the divergence of a symmetric and trace-free deviatoric stress tensor, τ (Section 25.8).
The stress tensor is determined through a constitutive relation as a function of the strain
and viscous properties.

• kinematic and dynamic boundary conditions: Kinematic and dynamic boundary
conditions consist of the exchange of matter, momentum, and enthalpy with the surrounding
media, such as the solid earth or another fluid component (e.g., atmosphere-ocean exchange).
We discuss the boundary conditions for matter in a homogeneous fluid in Section 19.6;
matter in a multi-constituent fluid in Section 20.4; for momentum in Section 25.10; and
for ocean buoyancy in Section 72.6.

26.14 Exercises
exercise 26.1: Energetics of ocean mixing
In this exercise we develop some basics for the energetics of mixing, thus providing more
experience with the ideas developed in Section 26.2.6. We do so by examining a vertical column
of seawater with uniform horizontal cross-sectional area, A. Let the initial conditions consist of
two homogeneous regions stacked vertically, with thickness hn, massMn, density ρn, Conservative
Temperature Θn, and salinity Sn, where n = 1 is the lower region and n = 2 the upper region.
Assume this column to be stably stratified so that ∆ρ = ρ1−ρ2 > 0. We then completely mix the
two regions to produce a homogeneous column of fluid of mass M , salinity S, and Conservative
Temperature Θ. We ignore pressure effects on density, so that the density is uniform in the
two regions prior to mixing, and uniform in the full column after mixing. The conservation
of mass, conservation of salt, and conservation of potential enthalpy (heat), mean that these
scalar properties remain the same before and after the mixing, thus allowing us to compute the
properties of the homogenized column

M =M1 +M2 and M Θ =M1Θ1 +M2Θ2 and M S =M1 S1 +M2 S2. (26.193)

(a) Compute the gravitational potential energy of the initial seawater column, taking the
bottom of the column as the zero reference level.

(b) Compute the gravitational potential energy of the fluid column after homogenization.
Verify that the gravitational potential energy of the homogenized column is greater than
the initial column. For this question, assume the final thickness of the column equals to
the sum of the initial thicknesses. This assumption is not exact but is very accurate for
our purposes. For an exact calculation see equation (72.112) in our study of sea level in
Section 72.7.7.

(c) If the same amount of energy used to increase in gravitational potential energy was instead
used to increase kinetic energy of the homogenized fluid, what is the expression for the
change in squared velocity? Write your expression in terms of the thicknesses, hn, and
densities, ρn.
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(d) If the change in gravitational potential energy were converted to potential enthalpy of the
homogenized fluid, what is the expression for the increase in Conservative Temperature,
Θ? Again, write your expression in terms of the thicknesses, hn, and densities, ρn.

(e) Compute the change in speed and change in Conservative Temperature for the previous parts
of this exercise using the following values for a region of seawater: cp = 3992.1 J kg−1 K−1,
ρ1 = 1020 kg m−3, ∆ρ = 1 kg m−3, h1 = 1 m, and h2 = 1 m.

exercise 26.2: A modified frictional stress tensor
Following the methods from Section 26.3.3, assume viscous friction in the momentum equation
takes the form

ρF = ∂n(ρ ν ∂nv), (26.194)

with ν > 0 a scalar kinematic viscosity (generally non-constant). This friction operator cor-
ressponds to the frictional stress tensor

τnm = ρ ν ∂nvm. (26.195)

(a) Show that when integrated over the full domain

ˆ
F · v ρ dV < 0, (26.196)

where boundary terms are ignored. Hence, the global integrated kinetic energy is dissipated
(reduced) through the impacts of viscosity in the interior of the domain. Note that for this
exercise, it is sufficient to assume Cartesian tensors so that

ρF · v = ρFm vm = ∂n(ρ ν ∂nvm) vm. (26.197)

(b) What property does the assumed τnm in equation (26.195) not satisfy, thus making it
unsuitable as a frictional stress tensor? Discuss according to what we studied in Section
25.4.

exercise 26.3: Integrated frictional dissipation for an incompressible fluid
Consider an incompressible fluid (∇ · v = 0 along with ρ is constant). Assume the fluid is
contained in a region, R, whose boundary, ∂R, is static. Also assume the velocity satisfies the
no-slip condition on ∂R, as relevant for a viscous fluid. Show that the frictional dissipation of
kinetic energy (Section 26.3.3) has a global integral

ˆ
R

v · F ρdV = −ρ ν
ˆ
R

|ω|2 dV, (26.198)

where ω = ∇×v is the vorticity. Hint: derive equation (18.156) from exercise 18.1, and specialize
that equation to the case of an incompressible fluid.

exercise 26.4: Thermodynamic manipulations for ideal gases
This question develops some manipulations with the potential temperature.

(a) Beginning with the expression (23.92) for potential temperature of an ideal gas, show that

dθ =
θ

T

[
dT − νs

cp
dp

]
. (26.199)

(b) Given the result (26.199), show that an ideal gas satisfies the following relation

T dS =
cp T

θ
dθ. (26.200)
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Whereas the relation (23.44) holds for a general fluid only at the reference pressure, this
exercise shows that it holds for an ideal gas at all pressures. As a result, a moving fluid of
ideal gas satisfies the material time relation

T
DS

Dt
=
cp T

θ

Dθ

Dt
⇒ cp T

θ

Dθ

Dt
= Q̇. (26.201)

exercise 26.5: Thermodynamic manipulations for a liquid
Consider seawater with specific entropy given by (see Section 1.7.2 of Vallis (2017))

S(S, T, p) = S0 + cp0 ln(T/To) [1 + β∗S (S − So)]− αo p
[
βT + βT γ

∗ p

2
+ β∗T (T − To)

]
, (26.202)

and corresponding specific heat capacity at constant pressure

cp(S, T, p) = cp0 [1 + β∗S (S − So)]− αo p β∗T T. (26.203)

In these equations, T is the in situ temperature, S is the salinity, and p is the in situ pressure.
All other terms on the right hand side to these expressions are empirical constants. Verify that
the specific entropy differential for a fluid element with constant composition is given by

θ dS = cp(S, θ, pR) dθ, (26.204)

where θ is the potential temperature and pR is the corresponding reference pressure. Consequently,
we can write for a moving fluid element

Q̇ =
cp T

θ

Dθ

Dt
, (26.205)

where we evaluate the non-constant heat capacity at cp(S, θ, pR). We see that certain liquids
have an expression for heating that is analogous to that for an ideal gas, with the ideal gas case
discussed in Exercise 26.4. Hint: Make use of the identity (23.36).

exercise 26.6: Bernoulli theorem and two sheets of paper (exercise 1.22 of
Sutherland (2010))
Hold two sheets of paper from their top edge so they are two fingers-widths apart. Blow between
the two sheets. Do they separate or come together. Explain what happens in terms of the
physics discussed in this chapter. Hint: make use of the simplest form of Bernoulli’s theorm
from Section 26.9.

exercise 26.7: Dynamically inconsistent velocity
Consider the two dimensional non-divergent vector field

u = Γ (y2 x̂+ x2 ŷ), (26.206)

with Γ a constant of dimensions L−1T−1. In this exercise we will show that it cannot be a
physically realizable velocity field.

(a) Assuming u is a velocity field for fluid flow, then determine the pressure field giving rise to
this velocity. Assume a constant density, non-rotating reference frame, zero friction, and
no boundary effects. Do so by making use of the Bernoulli theorem in equation (26.118)
for horizontal (constant z) flow, and thus provide the expression for pressure, and express
that pressure along a streamline. Hint: compute the streamfunction corresponding to the
velocity, and choose a convenient streamline upon which to evaluate the pressure.

(b) Now make use of the momentum equation to find the pressure gradient. Attempt to
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integrate this equation to then find the pressure field. You should reach an inconsistency.
Given this inconsistency, what can you conclude about the physical realizability of the
given u as a velocity vector? Discuss. Hint: recall the discussion of exact differentials in
Section 2.8.

exercise 26.8: Crocco’s theorem
Prove that the spatial gradient of the Bernoulli potential for a single-component steady state
perfect fluid can be written

B = T ∇S + v × ωa. (26.207)

This result is known as Crocco’s Theorem (Crocco, 1937). We derive two conclusions from
this theorem. First, in a steady state, there is a nonzero vorticity non-parallel to the velocity
whenever B− T ∇S; i.e.,

v × ωa = B− T ∇S. (26.208)

Second, it means that the velocity for a single-component perfect fluid in steady state is aligned
parallel to isosurfaces of both the Bernoulli potential and the specific entropy

v · ∇B = T v · ∇S. (26.209)

We encounter another form of this theorem for the steady state shallow water equations in
Exercise 39.7.

Hint: to help formulate the proof, study the discussion in Section 26.9.3 where we showed
that the Bernoulli potential is constant along a steady flow streamline in a perfect fluid. Also
recall equation (26.115), which is valid for a steady state and applied here to a single-component
fluid.
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Chapter 27

APPROXIMATE HYDROSTATIC FLOW

For a moving fluid with scales of motion that maintain a small vertical to horizontal aspect
ratio, we show in this chapter that the vertical pressure gradient and gravitational acceleration
individually remain far larger than other accelerations acting on a fluid element. In this
case, the vertical momentum equation, even for the moving fluid, remains approximately in
hydrostatic balance column-by-column. We thus have a flow whereby each vertical column is in
hydrostatic balance, and yet there are horizontal pressure gradients that drive horizontal motion.
Correspondingly, there is also vertical motion. In this chapter, we study the many facets of this
approximately hydrostatic flow.

More generally, we observe that the ocean and atmosphere thermo-hydrodynamical equations
(26.186)-(26.190) explain a huge range of phenomena. Yet by encapsulating so many physical
scales of motion and associated dynamical processes, the equations are difficult to manage when
studying a focused dynamical regime. Therefore, it is common to approximate or filter the
equations to remove scales that are not of direct interest to the problem at hand, thus enabling a
more telescopic view of the dynamics. The hydrostatic primitive equations provide an important
example of this approach.

reader’s guide to this chapter
The column-by-column hydrostatic balance found in the approximate hydrostatic flow is

ubiquitous in large-scale fluid flows in the atmosphere and ocean. We thus make extensive
use in this book of the corresponding expressions for the pressure gradients holding for such
flows. Relatedly, the hydrostatic primitive equations have been very useful in the study of
ocean and atmosphere circulation since their introduction in the 1950s, and we make use of
them in various forms throughout the remainder of this book.
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27.1 The hydrostatic primitive equations
The hydrostatic primitive equations provide a set of approximate equations for use in studying
large-scale atmospheric and oceanic phenomena. Indeed, nearly all numerical models of the
large-scale atmospheric and oceanic circulation are based on the primitive equations. They make
use of the following three approximations.

27.1.1 Hydrostatic approximation
As discussed in Section 24.6, a static fluid in a gravity field maintains an exact hydrostatic
balance, whereby the pressure at a point equals to the weight per area of fluid above that point.
As shown in Section 27.2, the hydrostatic balance is very closely maintained column-by-column
for the large scales in a moving geophysical fluid. Hence, it is appropriate for many purposes to
take the hydrostatic approximation for the vertical momentum equation, with this approximation
central to the study of large-scale geophysical fluid dynamics.

The hydrostatic approximation results in a balance within the vertical momentum equation
(24.21) between the vertical pressure gradient and the effective gravitational force

∂p

∂r
= −ρ g, (27.1)

with this balance holding separately for each vertical column. Notably, there are no viscous or
turbulent terms appearing in the hydrostatic balance.

Vertical integration of this equation, while assuming g is constant, renders a diagnostic
expression for the hydrostatic pressure at a point as a function of the weight per horizontal area
above the point

p(r, λ, ϕ, t) = p(r0, λ, ϕ, t) + g

ˆ r0

r
ρ(r′, λ, ϕ, t) dr′. (27.2)

Note that we exposed the horizontal space dependence along with the time dependence for the
density and hence the hydrostatic pressure. That is, an approximate hydrostatic fluid flow has
horizontal pressure gradients as well as time dependence.

We emphasize that in making the hydrostatic approximation, we are not assuming that vertical
motion vanishes. In fact, there is vertical motion. But with the hydrostatic approximation,
the vertical motion is not prognosed by the vertical momentum equation. Instead, it must be
diagnosed via the constraints imposed on the motion. We have more comment on this point
in Section 27.2.7. Furthermore, there are no other terms appearing in the vertical momentum
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equation, so that we retain just the vertical pressure gradient and the gravity term. Friction or
boundary turbulent stresses do not appear in the hydrostatic balance, whereas they generally do
appear in the non-hydrostatic vertical momentum equation.

27.1.2 Shallow fluid approximation
The ocean and atmosphere each form a fluid shell that envelopes the outer portion of the
planet. The thickness of the these fluids is small relative to the earth’s radius. The shallow fluid
approximation1 builds this scale separation into the equations of motion by setting the radial
coordinate equal to the earth’s radius

r = Re + z ≈ Re. (27.3)

This approximation is made where r appears as a multiplier, but not as a derivative operator.
For example, the spherical coordinate gradient operator (24.23) takes the approximate form

∇ =
λ̂

r cosϕ

∂

∂λ
+
ϕ̂

r

∂

∂ϕ
+ r̂

∂

∂r
≈ λ̂

Re cosϕ

∂

∂λ
+
ϕ̂

Re

∂

∂ϕ
+ r̂

∂

∂r
. (27.4)

This approximation proves useful when computing the depth integrated fluid mechanical equations
for studies where we wish to remove the vertical degress of freedom. Examples include the depth
integrated mechanical energy in Section 27.1.6, the depth integrated momentum equation in
Section 28.4, the depth integrated angular momentum equation in Section 28.5, and the depth
integrated vorticity equations in Sections 44.3, 44.5, and 44.6.

27.1.3 Traditional approximation
The traditional approximation comprises three approximations that come as a package in order
to maintain physical consistency.

Coriolis acceleration

The traditional approximation sets to zero the Coriolis terms in the horizontal momentum
equations involving the vertical velocity. We are thus concerned only with the local vertical
component of the earth’s angular rotation vector (see discussion in Section 13.9.8)

Ω = Ω Ẑ = Ω(ϕ̂ cosϕ+ r̂ sinϕ)→ Ω sinϕ r̂ = f/2, (27.5)

where
f = (2Ω sinϕ) r̂ (27.6)

is the Coriolis parameter and Ẑ is the spherical earth unit vector pointing out of the north pole
(Figure 4.3).2

Metric terms

The traditional approximation also drops the metric terms, uw/r and vw/r, associated with the
vertical velocity as they appear in the horizontal momentum equations (24.19) and (24.20). These
terms are generally smaller than the other terms since w is much smaller than the horizontal
velocity for large-scale geophysical fluid flow.

1The shallow fluid approximation is distinct from the shallow water approximation treated in Part VI of this
book.

2We use the capital Ẑ to distinguish this north pole unit vector from the local ẑ = r̂ unit vector pointing
vertical relative to a tangent plane discussed in Section 24.5.
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Physical consistency

The shallow fluid approximation and both parts of the traditional approximation must be taken
together in order to maintain a consistent energy and angular momentum conservation principle
for the resulting equations. As shown in Exercise 27.1, taking one but not the other leads to a
physically inconsistent set of equations

27.1.4 Summary of the hydrostatic primitive equations
The above approximations lead to the primitive equations written in spherical coordinates

Du

Dt
− u v tanϕ

Re

− f v = − 1

ρRe cosϕ

∂p

∂λ
+ F λ (27.7)

Dv

Dt
+
u2 tanϕ

Re

+ f u = − 1

ρRe

∂p

∂ϕ
+ F ϕ (27.8)

∂p

∂z
= −g ρ, (27.9)

where the gradient operator is given by equation (27.4). We can write these equations in the
vector form

ρ
Du

Dt
+ (f + u tanϕ/Re) ẑ × ρu = −ρ∇Φ−∇p+ ρF , (27.10)

where
F = λ̂F λ + ϕ̂F ϕ (27.11)

is the horizontal friction acceleration, and the vertical component of equation (27.10) is the
hydrostatic balance. Furthermore, the material time derivative in this equation signifies the
relative acceleration

Du

Dt
= λ̂

Du

Dt
+ ϕ̂

Dv

Dt
. (27.12)

27.1.5 Flux-form mechanical energy budget
For fluid flow maintaining the approximate hydrostatic approximation, the kinetic energy is
dominated by the horizontal motions. Indeed, as we now show, the proper form of the kinetic
energy is precisely that contained just in the horizontal motions. We do so by taking the scalar
product of the horizontal velocity with the momentum equation (27.10) to render

ρ
DKhyd

Dt
= −ρu · ∇Φ− u · ∇p+ ρu · F , (27.13)

where we introduced the hydrostatic kinetic energy per mass

Khyd = u · u/2. (27.14)

Making use of the hydrostatic balance in the presence of a simple geopotential, Φ = g z (so that
u · ∇Φ = 0), leads to

ρ
DKhyd

Dt
= −(v · ∇p− w ∂zp) + ρu · F (27.15a)

= −∇ · (v p) + p∇ · v − w g ρ+ ρu · F , (27.15b)

which leads to the flux-form conservation equation for kinetic energy

∂t(ρK
hyd) +∇ · [v (ρKhyd + p)] = p∇ · v − ρ g w + ρu · F . (27.16)
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Furthermore, Φ = g z means that

ρDΦ/Dt = ∂t(ρΦ) +∇ · (ρvΦ) = ρ g w, (27.17)

in which case the flux-form equation for the mechanical energy per mass, Mhyd, is given by

∂t(ρM
hyd) +∇ · [ρv (Mhyd + p/ρ)] = p∇ · v + ρu · F , (27.18)

where
Mhyd = Khyd +Φ = u · u/2 + g z. (27.19)

Equation (27.18) compares to the non-hydrostatic mechanical energy equation (26.49). The key
difference is that the kinetic energy per mass is here just given by the horizontal flow (27.14).
Additionally, the friction vector for the hydrostatic flow is horizontal. Otherwise, the physical
interpretation of the mechanical energy budget accords with that for the non-hydrostatic flow
given in Section 26.4.

27.1.6 Depth integrated mechanical energy budget

We here extend the analysis from Section 27.1.5 to derive the depth integrated mechanical energy
budget for the hydrostatic primitive equations. The kinetic energy per area contained in the
horizontal flow as integrated over a column is given by

ˆ η

ηb

ρKhyd dz =
1

2

ˆ η

ηb

ρu · u dz. (27.20)

Leibniz’s rule leads to the time tendency

d

dt

ˆ η

ηb

ρKhyd dz = ∂tη [ρK
hyd]z=η +

ˆ η

ηb

∂t(ρK
hyd) dz. (27.21)

Making use of the kinetic energy equation (27.16) as well as Leibniz’s rule gives the budget

d

dt

ˆ η

ηb

ρKhyd dz = [ρKhyd + pa]z=η (∂tη−w+u · ∇η)z=η + [ρKhyd + pb]z=ηb (w−u · ∇ηb)z=ηb

−∇h ·
ˆ η

ηb

(ρuKhyd + u p) dz +

ˆ η

ηb

(p∇ · v − ρ g w + ρu · F ) dz. (27.22)

Note that when bringing ∇h outside the vertical integral, besides making use of Leibniz’s rule, we
also assumed ∇h is itself independent of z, which is trivially the case with Cartesian coordinates.
However, for spherical coordinates the assumption requires the shallow fluid approximation so
that the r−1 appearing in the gradient operator is replaced by R−1

e as per equation (27.4). It is
here that we see that the depth integrated equations are most usefully posed when working with
the hydrostatic primitive equations.

The bottom kinematic boundary condition (19.56) and surface boundary condition (19.94)
then give the depth-integrated kinetic energy budget

d

dt

ˆ η

ηb

ρKhyd dz =

Qm [K
hyd + pa/ρ]z=η −∇h ·

ˆ η

ηb

(ρuKhyd + u p) dz +

ˆ η

ηb

(p∇ · v − ρ g w + ρu · F ) dz. (27.23)

The first term on the right hand side arises from the mass transport across the ocean surface,
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along with the applied surface pressure. The second term is the convergence of the depth
integrated flux of kinetic energy plus pressure. The final term is the depth integral of the
buoyancy conversion term plus frictional work. Similar manipulations starting from the flux-form
mechanical energy budget (27.18) lead to the depth integrated budget

d

dt

ˆ η

ηb

ρMhyd dz =

Qm [M
hyd + pa/ρ]z=η −∇h ·

ˆ η

ηb

(ρuMhyd + u p) dz +

ˆ η

ηb

(p∇ · v + ρu · F ) dz. (27.24)

27.1.7 Comments and further study

The primitive equations make use of the momentum equations, which contrasts to non-primitive
equation methods that develop evolution equations for the vorticity and divergence. Smagorinsky
(1963) was an early proponent of the hydrostatic primitive equations for use in studying the
large-scale ocean and atmospheric circulation. These equations form the basis for many general
circulation models of the atmosphere and ocean. However, it is notable that finer resolution
simulations, that admit strong vertical motions, must make use of the non-hydrostatic equations.
Non-hydrostatic simulations are particularly relevant when studying clouds in the atmosphere
and fine-scale mixing in the ocean, with both of these processes involving nontrivial vertical
accelerations that break the hydrostatic approximation. These models sometimes also time step
the momentum equations, and as such are referred to as non-hydrostatic primitive equation
models.

27.2 Elements of approximate hydrostatic pressure
For a static fluid with identically zero net acceleration, the vertical pressure gradient precisely
balances the weight of fluid to thus realize exact hydrostatic balance. We discussed this static
solution to the equations of motion in Sections 24.6 and 25.5. For a moving fluid with scales
of motion that maintain a small vertical to horizontal aspect ratio, the presentation in this
section reveals that the vertical pressure gradient and gravitational acceleration individually
remain far larger than other accelerations acting on a fluid element. In this case, the vertical
momentum equation, even for the moving fluid, remains approximately in hydrostatic balance
column-by-column. We thus have a fluid flow whereby each vertical fluid column is in hydrostatic
balance, and yet there are horizontal pressure gradients that drive motion. In this section we
study aspects of such approximately hydrostatic fluid flows.

For simplicity in this section we make use of Cartesian coordinates rather than the spherical
coordinates used in Section 27.1.

27.2.1 Expressions for the hydrostatic pressure

Making the hydrostatic approximation in the vertical momentum equation leads to the local
balance

∂p

∂z
= −ρ g. (27.25)

Vertically integrating upward from a point within the ocean to the ocean surface leads to the
hydrostatic pressure

p(x, y, z, t) = pa(x, y, t) + g

ˆ η

z
ρ(x, y, z′, t) dz′. (27.26)
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In this equation we wrote p(η) = pa for the pressure at the ocean free surface, z = η(x, y, t),
arising from the weight of the overlying atmosphere or sea ice; i.e., this is the applied pressure
acting on the top of the ocean fluid. A similar integration applies to the atmosphere

p(x, y, z, t) = g

ˆ ztop

z
ρ(x, y, z′, t) dz′, (27.27)

where z = ztop is the top of the atmosphere, sometimes approximated by ztop =∞. For both the
ocean and the atmosphere, we assume g remains a constant over the vertical extent of the fluid,
which is a sensible approximation even for the top of the atmosphere.

In both the ocean and atmosphere, the hydrostatic pressure at a vertical position, z, equals
to the weight per horizontal area of matter above that position, with equations (27.26) and
(27.27) providing explicit expressions in terms of in situ density and boundary contributions.
These expressions offer a huge simplification for how we determine pressure, with the remainder
of this section providing example implications.

27.2.2 Evolution of hydrostatic pressure

We expect that hydrostatic pressure evolves according to the convergence of mass onto the
column of fluid above that point. The ocean hydrostatic pressure also changes due to time
changes in the applied upper boundary pressure. Here we derive mathematical expressions that
support these expectations, with Figure 27.1 providing a schematic.
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Figure 27.1: Evolution of hydrostatic pressure for a vertical position in the atmosphere (left panel) and ocean
(right panel) according to equations (27.30) and (27.33a). Hydrostatic pressure at a vertical position, z, which
here is the bottom of the fluid column, arises from the convergence of mass onto the column over the region above
z. The ocean column also has a contribution from the time tendency of applied surface pressure plus the mass of
coming across the top boundary. For the atmosphere as assume the top boundary is at ztop = ∞ and so there is
no mass coming across that boundary.

Hydrostatic pressure in the atmosphere

A time derivative of the atmospheric hydrostatic pressure (27.27) renders

∂tp = g

ˆ ztop

z
∂tρ(x, y, z

′, t) dz′. (27.28)

Note the absence of a time derivative on ztop. We ensure this time derivative is not relevant by
setting ztop to a constant value well above anything of physical relevance; e.g., ztop ≈ ∞. Now
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insert the mass continuity equation (19.6) and make further use of Leibniz’s rule to write

∂tp = −g
ˆ ztop

z
∇ · (v ρ) dz′ (27.29a)

= g ρ(z)w(z)− g
ˆ ztop

z
∇h · (u ρ) dz′, (27.29b)

where we set w(ztop) ρ(ztop) = 0. The first term on the right hand side arises from the vertical mass
flux into the fluid column from below. The second term arises from the horizontal convergence
of mass as integrated over the column above the position, z. If the vertical position of the
bottom limit on the integral is independent of horizontal position, then we can pull the horizontal
divergence operator outside of the integral to render

∂tp = g ρ(z)w(z)− g∇h ·
ˆ ztop

z
u ρdz′. (27.30)

In Exercise 27.3 we derive an expression for the bottom pressure, p(x, y, z = ηb(x, y), t), where
we must use Leibnitz’s rule to pull the horizontal derivative outside of the integral.

Hydrostatic pressure in the ocean

The derivation for the ocean requires some more work since the ocean free surface is a permeable
space and time dependent function. A time derivative of the ocean pressure expression (27.26)
renders

∂tp = ∂tpa + g ρ(η) ∂tη + g

ˆ η

z
∂tρ(x, y, z

′, t) dz′, (27.31)

where we made use of Leibniz’s rule to take the time derivative of the upper limit at z = η(x, y, t),
and with the shorthand ρ(η) = ρ(x, y, z = η, t). Now insert the mass continuity equation (19.6)
and make further use of Leibniz’s rule to write

∂t(p− pa)− g ρ(η) ∂tη = g

ˆ η

z
∂tρ(x, y, z

′, t) dz′ (27.32a)

= −g
ˆ η

z
∇ · (v ρ) dz′ (27.32b)

= −g [ρ(η)w(η)− ρ(z)w(z)]− g
ˆ η

z
∇h · (u ρ) dz′ (27.32c)

= g ρ(z)w(z) + g [(−w + u · ∇η) ρ]z=η − g∇h ·
ˆ η

z
u ρdz′ (27.32d)

= g ρ(z)w(z) + g (Qm − ρ(η) ∂tη)− g∇h ·
ˆ η

z
u ρdz′, (27.32e)

where the last step made use of the kinematic boundary condition (19.94) for the ocean free
surface, with Qm the mass flux entering the ocean across the free surface. Rearrangement, and
cancellation of the ρ(η) ∂tη term appearing on both sides, leads to

∂tp = ∂tpa + g ρ(z)w(z) + g Qm − g∇h ·
ˆ η

z
u ρ dz′. (27.33a)

The first term on the right hand side arises from time fluctuations of the applied pressure at
z = η. The second and third terms measure the vertical convergence of mass onto the column of
fluid sitting above the vertical position, with ρ(z)w(z) the mass flux entering the column from
below and Qm the mass flux entering from across the free surface. The final term arises from the
vertically integrated horizontal mass transport converging onto the column above the position of
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interest.

27.2.3 Heuristic scaling
We here present a scale analysis to justify the hydrostatic approximation. This analysis serves
to introduce a common method used in fluid mechanics to identify those processes that may be
dominant for a particular flow regime. In particular, the flow regime of interest here occurs with
a small vertical to horizontal aspect ratio

αaspect ≡
H

L
≪ 1, (27.34)

with H a typical length scale for vertical motion and L the horizontal length scale. This regime
is fundamental to the large-scale circulation of the ocean and atmosphere. As the hydrostatic
approximation is concered with the force balances in a fluid column, it is sufficient to ignore
rotation when performing a scale analysis.

Consider the vertical momentum equation (24.43c) from the tangent plane and traditional
approximations (Section 24.5), along with the associated scales for the various terms

Dw

Dt
= −1

ρ

∂p

∂z
− g (27.35a)

W

T
+
U W

L
+
W W

H
= −1

ρ

∂p

∂z
− g. (27.35b)

In the second equation we introduced the following scales for the terms appearing on the left
hand side of the first equation.

• L is the horizontal scale of the motion.

• H is the vertical scale of the motion.

• W is the vertical velocity scale.

• U is the horizontal velocity scale. For this analysis we do not distinguish between the
zonal and meridional velocity scales, writing U for both. This assumption is not always
valid, such as when scaling for jet stream or equatorial flows, both of which have larger
zonal speeds than meridional.

• T is the time scale of the motion. We assume that the time scale is determined by horizontal
advection3 so that T ∼ L/U .

To get a sense for the numbers, consider large-scale atmospheric flows with W = 10−2 m s−1,
L = 105 m, H = 103 m, U = 10 m s−1. These numbers lead to T = L/U = 104 s and to the
values for the vertical momentum equation

10−6 m s−2 ∼ −1

ρ

∂p

∂z
− g. (27.36)

With g ∼ 10 m s−2, the only term that can balance the gravitational acceleration is the
vertical pressure gradient. A similar analysis holds for large-scale ocean flows where we set
W = 10−3 m s−1, L = 103 m, H = 101 m, U = 10−1 m s−1. These numbers lead to
T = L/U = 104 s and to

10−7 m s−2 ∼ −1

ρ

∂p

∂z
− g. (27.37)

3This assumption for time scale is not always appropriate, such as for studies of waves where we may instead
consider time scales according to a wave speed and wave length.
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In either case, large scale motion maintains an approximate hydrostatic balance whereby
∂p/∂z = −ρ g.

We offer a more formal scale analysis in Section 29.2, making use of the oceanic Boussinesq
equations derived in Chapter 29. For the remainder of this section we explore certain properties
of a fluid flow maintaining an approximate hydrostatic balance.

27.2.4 Removal of a dynamically irrelevant background state
The previous analysis pointed to the dominance of the hydrostatic balance in the vertical
momentum equation for large scale motions. However, is that analysis sufficient to understand
what causes motion? To help answer that question, consider a density field that is decomposed
into a constant, ρo, plus a deviation

ρ(x, t) = ρo + ρ′(x, t), (27.38)

with a corresponding decomposition of the pressure field

p(x, t) = p0(z) + p′(x, t) with
dp0
dz

= −ρo g. (27.39)

That is, the pressure is decomposed into a background static pressure field that is just a function
of z, plus a deviation from the background pressure. In this case, the non-rotating vertical
momentum equation takes the form

ρ
Dw

Dt
= −∂p

′

∂z
−
[
dp0
dz

+ ρo g

]
= −∂p

′

∂z
. (27.40)

We thus see that the exact hydrostatically balanced background pressure, p0(z), has no dynamical
implications. Correspondingly, to garner a more relevant scaling for the hydrostatic balance it is
appropriate to ask whether the dynamically active pressure, p′, is approximately hydrostatic.

For flows with small aspect ratios, the vertical momentum equation remains approximately
hydrostatic even when removing the dynamically inactive background pressure field. So our
intuition about hydrostatic dominance holds unchanged even for the dynamical pressure. The
formal justification of this approximation is nicely framed within the Boussinesq equations
of Chapter 29 since the pressure force in these equations exposes just the dynamically active
pressure. We thus postpone further discussion of hydrostatic scaling until Section 29.2.

27.2.5 Ocean dynamic topography
There are occasions in oceanography where it is useful to study the thickness of a layer bounded
by isobars, here defined the thickness of fluid extending from the ocean free surface to a chosen
pressure level in the ocean interior (see Figure 27.2)

D(p) = η − z(p). (27.41)

Assuming a hydrostatic balance for each fluid column allows us to relate this expression to the
vertical integral between two pressure surfaces of the specific volume, ρ−1

D(p) =

ˆ η

z(p)
dz = g−1

ˆ p

pa

dp′

ρ
, (27.42)

where the second step used the hydrostatic balance and absorbed a minus sign by swapping
integral limits. We refer to the thickness D(p) as the dynamic topography with respect to a
reference pressure, p. Note that D(p) is sometimes also called the steric sea level.
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z = ⌘b(x, y)

Figure 27.2: The ocean dynamic topography, D(p) = η − z(p), is the thickness of a layer from the sea surface at
z = η(x, y, t) to the vertical position of a constant pressure surface, z = z(x, y, p, t).

Evolution of the dynamic topography arises from changes in the pressure applied to the free
surface as well as changes in the specific volume

g
∂D(p)

∂t
= − 1

ρ(η)

∂pa
∂t

+

ˆ p

pa

∂ρ−1

∂t
dp. (27.43)

Importantly, the time derivative here acts on the specific volume when computed on surfaces
of constant pressure. If the depth, z(p), of the constant pressure surface is static, then the
evolution of layer thickness, D(p), is identical to the sea surface, η. In general, there is no such
static pressure level, thus making the time tendencies differ, though certain situations warrant
this approximation.

27.2.6 Surfaces of atmospheric geopotential height and pressure
In Section 23.4.10 we computed the geopotential height within an exact hydrostatic and ideal
gas atmosphere. We here apply those results to the case of approximate hydrostatic and ideal
gas columns, making use of equation (23.82) for the difference in geopotential height between
two constant pressure surfaces (isobars)

Z2 − Z1 = −(Ratm ⟨T ⟩/g) ln(p2/p1). (27.44)

In this equation, ⟨T ⟩ is the mean temperature within the column as computed according equation
(23.80), and Ratm is the specific gas constant for air given by equation (23.51). The geopotential
thickness is positive when the isobars have p2 < p1. This situation holds when level-2 sits at
a higher altitude in the atmosphere than level-1, whereby the hydrostatic pressure decreases
moving upward. Furthermore, the geopotential thickness is directly proportional to the column
mean temperature so that a warmer column is thicker. This result is expected since for a given
mass of air, a warmer column is less dense and so isobars are higher over warmer hydrostatic
air columns than cooler columns. Correspondingly, when moving horizontally along a constant
geopotential surface, we encounter higher pressure when moving into a region of warmer air.
This situation is entirely analogous to that in Figure 27.4 when studying the horizontal pressure
difference between two hydrostatic and equal mass columns of seawater.

27.2.7 Concerning vertical motion
Unbalanced vertical accelerations still exist in an approximate hydrostatic flow. Yet these
vertical accelerations are not seen in the prognostic equations, since the vertical momentum
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Z2 � Z1 = �(Ratm hT i/g) ln(p2/p1)

Figure 27.3: Thickness of the layer of an ideal gas atmosphere located between two constant pressure surfaces
as given by equation (27.44): Z2 − Z1 = −(Ratm ⟨T ⟩/g) ln(p2/p1). Evidently, when the flow is approximately
hydrostatic, then p2 < p1 so that the thickness of the layer is positive. Also notice that the layer thickness
increases when the column averaged temperature, ⟨T ⟩, increases. Correspondingly, when moving horizontally
along a constant geopotential surface (fixed z), we encounter higher pressure when moving into a region of warmer
air and lower pressure when moving into a region of colder air.

equation reduces to a local hydrostatic balance. Hence, rather than compute vertical motion
prognostically, vertical motion in an approximate hydrostatic flow must be diagnosed through
constraints on the motion.

For example, an important constraint on the large-scale ocean circulation arises from vorticity
and potential vorticity conservation, which are topics considered in Part VII of this book. Mass
continuity discussed in Section 29.1.4 provides another constraint. In particular, horizontal
velocity divergence in a non-divergent flow is balanced by vertical velocity convergence as per
equation (29.17). The vertical pressure forces required to produce the vertical motion are those
precisely needed to maintain volume continuity. In a hydrostatic flow, we do not directly compute
these forces for the purpose of prognosing vertical accelerations. Rather, the vertical acceleration
is inferred through kinematic constraints. The associated forces can be diagnosed given the
velocity and the accelerations.

27.2.8 Further study

Section 2.7.4 in Vallis (2017) provides examples of scales over which the hydrostatic relation
remains a useful approximation in geophysical fluid flows. Further discussions of dynamic
topography are given in Appendix B.4 of Griffies et al. (2014) as well as in Tomczak and Godfrey
(1994). This 8-minute video from Prof. Hogg offers an introduction to hydrostatic pressure.

27.3 Horizontal pressure gradients
In contrast to an exact hydrostatic fluid, where there is no motion, there are generally horizontal
pressure gradients in an approximate hydrostatic fluid flow, and these horizontal gradients drive
horizontal motion. Such horizontal pressure gradients can arise from horizontal differences in
the mass density. We refer to such pressure gradients as internal pressure gradients since they
arise from density gradients internal to the fluid, which are sometimes referred to as baroclinic
pressure gradients. Horizontal pressure gradients can also arise from horizontal gradients in
the total mass of a fluid column, with such pressure gradients referred to as external pressure
gradients, which are sometimes referred to as barotropic pressure gradients.

In developing an understanding of the horizontal pressure accelerations in an approximate
hydrostatic flow, it is useful to examine the variety of expressions for the pressure gradient,
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which is the purpose of this section. We make use of these expressions studying case studies in
Section 27.4.

27.3.1 Top down horizontal pressure gradient

In this section we examine the horizontal pressure gradient in an approximate hydrostatic flow,
and do so by integrating from the top down. This approach complements that in Section 27.3.2,
which starts from the bottom and integrates up.

External and internal contributions to the horizontal pressure gradient

Recall equation (27.26), which expresses the hydrostatic pressure at a point within the ocean

p(x, y, z, t) = pa(x, y, t) + g

ˆ η

z
ρ(x, y, z′, t) dz′. (27.45)

In this equation, pa = p[x, y, z = η(x, y, t), t] is the pressure applied to the ocean free surface at
z = η(x, y, t) from any mass above the ocean, such as the atmosphere or cryosphere. In many
idealized cases we assume the media above the ocean is massless, in which case pa = 0. Now
introduce the globally referenced Archimedean buoyancy (see Chapter 30) as defined by

b = −g (ρ− ρo)/ρo, (27.46)

in which case the hydrostatic pressure is

p = −g ρo z + g ρo [η + pa/(g ρo)]− ρo
ˆ η

z
bdz′. (27.47)

The first term is a background pressure that increases moving downward. However, this
background pressure has no horizontal dependence and so it does not contribute to the horizontal
pressure gradient. In contrast, the second and third terms have horizontal gradients and are thus
sometimes referred to as the dynamical pressure. The second term arises from the free surface
height plus the applied surface pressure. This term is uniformly felt throughtout the fluid column
since it has no vertical dependence. The free surface term is the product of the large number,
g ρo, times a small free surface undulation, η. The third term arises from buoyancy within the
fluid computed relative to the constant background density, ρo, and this term is a function of
vertical position. Furthermore, it is the vertical integral over a generally large depth range of
the buoyancy. In this manner, the second and third terms can be of comparable magnitude.

The horizontal gradient of the hydrostatic pressure (27.47) is given by

∇hp = ∇hpa + g ρ(η)∇hη︸ ︷︷ ︸
external contribution

− ρo

ˆ η

z
∇hbdz′︸ ︷︷ ︸

internal contribution

= ∇hpa + g ρ(η)∇hη︸ ︷︷ ︸
external contribution

+ g

ˆ η

z
∇hρ dz′.︸ ︷︷ ︸

internal contribution

(27.48)

The internal contribution to the pressure gradient arises from horizontal gradients in Archimedean
buoyancy that are integrated vertically over the region above the point of interest. The external
contribution acts throughout the vertical fluid column since it is only a function of horizontal
position and time. Every point within the fluid column instantly feels this term whenever there
is a gradient in the applied surface pressure, the surface height, or the surface buoyancy, with
ρo[g − b(η)] = g ρ(η).
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Mathematical comments regarding the external contribution

Observe that the external contributions to the horizontal pressure gradient in equation (27.48)
are all functions of horizontal position and time, so there is no z dependence to hold fixed when
computing ∇h on these terms. Even so, we sometimes retain the ∇h notation to align with that
required to denote a horizontal gradient operator acting on three dimensional fields, such as
buoyancy, b(x, y, z, t), and density, ρ(x, y, z, t)).

To exemplify this comment, observe that the external contribution can be written as the
horizontal pressure gradient evaluated at the ocean surface4

(∇hp)z=η = ∇hpa + g ρ(η)∇hη. (27.49)

Hence, the pressure gradient in equation (27.48) can be written in the succinct form

∇hp = (∇hp)z=η − ρo
ˆ η

z
∇hbdz′ = (∇hp)z=η + g

ˆ η

z
∇hρ dz′. (27.50)

Observe that the component of the horizontal pressure gradient in a direction tangent to the
free surface arises just from the ∇hpa term.

Mathematically, equation (27.49) decomposes the horizontal pressure gradient into the
horizontal gradient of pressure along the curved free surface (the ∇hpa term), plus a term that
accounts for curvature of the free surface (the g ρ(η)∇hη term). As seen in Section 65.2, this
decompostion of the horizontal pressure gradient, made throughout the fluid column, is a key
step needed to formulate the equations of motion using generalized vertical coordinates.

27.3.2 Bottom up horizontal pressure gradient
It is sometimes useful to work with the bottom pressure and bottom topography, rather than the
free surface height. For this purpose we invert the formulation from Section 27.3.1 by introducing
the bottom pressure

pb = pa + g

ˆ η

ηb

ρdz, (27.51)

in which case

p = pa + g

ˆ η

z
ρdz (27.52a)

= pa + g

ˆ η

ηb

ρdz − g
ˆ z

ηb

ρdz (27.52b)

= pb − g
ˆ z

ηb

(ρ− ρo + ρo) dz (27.52c)

= pb − g ρo (z − ηb) + ρo

ˆ z

ηb

bdz′, (27.52d)

so that the corresponding expression for the horizontal hydrostatic pressure gradient is

∇hp = ∇hpb + g ρ(ηb)∇hηb︸ ︷︷ ︸
external contribution

+ ρo

ˆ z

ηb

∇hbdz′︸ ︷︷ ︸
internal contribution

= ∇hpb + g ρ(ηb)∇hηb︸ ︷︷ ︸
external contribution

− g

ˆ z

ηb

∇hρdz′.︸ ︷︷ ︸
internal contribution

(27.53)

4Namely, all terms in equation (27.49) are a function just of the horizontal position computed along the
z = η(x, y, t) ocean surface, so that we could write ∇ rather than ∇h. Yet on the left hand side it is important to
write ∇h, since we are evaluating the horizontal pressure gradient at the surface.
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The horizontal pressure gradient at the bottom

Just as for the pressure gradient expression (27.48), observe that equation (27.53) decomposes the
horizontal pressure gradient into an external and internal contribution. The internal contribution
arises from gradients in the buoyancy as integrated below the depth of interest. The external
contributions arise from gradients in the bottom pressure, which measures the mass per area of
fluid within the column, plus gradients in the bottom topography as weighted by the bottom
buoyancy (27.59). The external contribution can be written as the horizontal pressure gradient
evaluated at the ocean bottom

(∇hp)z=ηb = ∇hpb + g ρ(ηb)∇hηb, (27.54)

which accords with equation (27.49) for the horizontal pressure gradient evaluated at the ocean
surface. Evidently, the horizontal pressure gradient at the ocean bottom equals to the gradient
of the bottom pressure, plus a term that accounts for the bottom slope. Furthermore, the
component of the horizontal pressure gradient in a direction tangent to the ocean bottom arises
just from the ∇hpb term. Finally, we make use of expression (27.54) to produce a more succinct
form of the horizontal pressure gradient (27.53)

∇hp = (∇hp)z=ηb + ρo

ˆ z

ηb

∇hbdz′ = (∇hp)z=ηb − g
ˆ z

ηb

∇hρdz′. (27.55)

Further decomposing the bottom pressure contribution

The bottom pressure contribution to equations (27.53) and (27.55) is generally dominated by
gradients in the bottom topography. These gradients are static and so it can be useful to isolate
the bottom topography by taking the horizontal gradient of equation (27.51) to find

∇hpb = ∇pa + g ρ(η)∇η − g ρ(ηb)∇ηb + g

ˆ η

ηb

∇hρdz (27.56a)

=

[
∇pa + g ρ(η)∇η − b(ηb)∇ηb + g

ˆ η

ηb

∇hρ dz
]
− g ρo∇ηb, (27.56b)

in which case we write the bottom pressure gradient as

∇hpb = ∇hp′b − g ρo∇hηb, (27.57)

so that the horizontal pressure gradient takes the form

∇hp = ∇hp′b − ρo b(ηb)∇hηb︸ ︷︷ ︸
external contribution

+ ρo

ˆ z

ηb

∇hbdz′,︸ ︷︷ ︸
internal contribution

(27.58)

where we introduced the bottom buoyancy via

ρo [g − b(ηb)]∇ηb = g ρ(ηb)∇ηb. (27.59)

27.4 Balancing internal and external pressure gradients
In this section we work through a set of case studies by considering a given density configuration
that sets up an internal pressure gradient, and then seek a sea level configuration that establishes
an external pressure gradient to balance the internal pressure gradient, thus leading to a net zero
horizontal pressure gradient. We do not seek reasons for why the internal and external pressure
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gradients balance, which require more than the hydrostatics used in this chapter. Rather, we
consider the balanced state as a useful means to further an understanding of hydrostatic pressure.
We are also motivated by noting that many ocean flows maintain a partial balance between
internal and external pressure gradients along certain surfaces, which motivates the notion of a
level of no motion, thus making the balanced state a useful starting point for examining the
more complete dynamics of a particular flow.

As the starting point for these considerations, recall the expressions for the horizontal pressure
gradient along the ocean surface (equation (27.49)) and ocean bottom (equation (27.54)). Here
we list these equalities again, along with two more expressions that follow from evaluating
equation (27.50) at the ocean bottom and equation (27.55) at the ocean surface

(∇hp)z=η = ∇hpa + g ρ(η)∇hη = (∇hp)z=ηb − g
ˆ η

ηb

∇hρdz (27.60a)

(∇hp)z=ηb = ∇hpb + g ρ(ηb)∇hηb = (∇hp)z=η + g

ˆ η

ηb

∇hρdz. (27.60b)

27.4.1 Horizontal hydrostatic pressure gradient in a mass conserving fluid

As a warm-up to the continuous cases to follow, we work through an example emblematic of
how one determines the sign for horizontal pressure gradients in an approximate hydrostatic
balance. The example is posed for equal mass columns of mass conserving fluid in a bounded
fluid layer, such as the ocean, but these considerations hold for the atmosphere where the upper
boundary is the top of the atmosphere (i.e., effectively unbounded). We assume the flat bottom
of the layer has a constant pressure so that the horizontal pressure gradient vanishes along the
bottom, thus offering a particular example of the level of no motion.

Two columns with equal mass yet different densities

Consider two adjacent columns of seawater with equal mass but with distinct density; assume
the density in each column is constant throughout the respective columns; and assume the
atmospheric pressure is equal above the two water columns. Figure 27.4 offers a schematic,
where we make the additional assumption that the two columns sit on a flat bottom. We can
imagine setting up this configuration by starting with uniform density water, then warming the
water in column B more than column A while maintaining constant mass in the two columns.
This process sets up a horizontal density gradient with an associated horizontal gradient in the
hydrostatic pressure. Furthermore, the less dense water in column B occupies more volume so
that its free surface sits higher

ρB < ρA =⇒ ηB > ηA. (27.61)

What is the sign of the horizontal hydrostatic pressure gradient? As we show in the following,
column B (the low density column) has larger hydrostatic pressure than column A (the high
density column) for every point in the column, except at the bottom where the two bottom
pressures are identical since the two columns have equal mass. The bottom thus represents a
level of no motion.

Computing pressure starting from the equal bottom pressures

Since the two columns have equal mass and equal cross-sectional area, the hydrostatic pressures
(weight per unit area) at the bottom of the two columns are equal and given by

pbot = g ρA (ηA − ηb) = g ρB (ηB − ηb), (27.62)
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where z = ηb(x, y) is the vertical position at the bottom, z = ηA(x, y, t) is the top of column A,
and z = ηB(x, y, t) is the top of column B. Since the bottom pressures are identical, there is no
horizontal pressure gradient at the bottom so that all pressure gradients exist above the bottom.

The hydrostatic pressure at an arbitrary position within column A is given by

pA(z) = g ρA (ηA − z) = pbot − g ρA (−ηb + z), (27.63)

where we only expose here the z dependence to reduce clutter. The second equality arose by
substituting the bottom pressure from equation (27.62) to eliminate the surface height ηA. Doing
so is useful since we know that ηA ̸= ηB, and yet the bottom pressure is the same for the two
columns. The same approach for pressure in column B yields

pB(z) = g ρB (ηB − z) = pbot − g ρB (−ηb + z). (27.64)

We can now take the difference between the two hydrostatic pressures to find

pB(z)− pA(z) = g (−ηb + z) (ρA − ρB) > 0. (27.65)

Since ρA > ρB and z ≥ ηb we see that at any point above the bottom, the hydrostatic pressure
in column B (the lighter column) is greater than that in column A (the denser column). This
horizontal difference in the hydrostatic pressure renders a force pointing from column B to
column A. Vertically integrating this pressure difference over the thickness of column A leads to
the net force per horizontal length

Fpressure B to A =

ˆ ηA

ηb

[pB(z)− pA(z)] dz = (g/2) (ρA − ρB) (ηA − ηb)2 > 0. (27.66)

Inferring pressure gradients starting from the top

Another way to understand why the pressure force points from column B to column A is to
note that at the top of both columns the pressures are the same (and equal to the uniform
atmospheric pressure). However, since column B sits higher than column A, as we move down
from z = ηB the pressure increases in column B immediately, whereas the pressure in column
A remains at the atmospheric pressure until entering the water column at z = ηA < ηB. So it
is clear that the pressure in column B is greater than A starting from the surface and moving
down. Since the two bottom pressures are equal, then we infer the pressure isolines as drawn in
Figure 27.4.

27.4.2 Inverse barometer sea level
A zero horizontal pressure gradient at the ocean surface, in the presence of an applied surface
pressure, is known as an inverse barometer sea level, whereby from equation (27.60a) we have

(∇hp)z=η = ∇hpa + g ρ(η)∇hη = 0, (27.67)

which leads to
∇h · [g ρ(η)∇hη] = −∇2

h pa. (27.68)

Assuming ρ(η) is roughly constant, then the inverse barometer sea level is depressed under
an atmospheric high pressure (where ∇2

h pa < 0) and it rises under an atmospheric low (where
∇2

h pa > 0), with Figure 27.5 providing a schematic. We again encounter the inverse barometer
when studying shallow water theory in Section 35.2.2.
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z

z = ηb

z = ηA

z = ηB

ρA > ρB

pA ≤ pB

Figure 27.4: Two seawater columns on a flat bottom with equal mass but different densities with ρA > ρB. We
assume the atmosphere above the columns has the same pressure over both columns, thus offering zero horizontal
pressure force. Furthermore, the horizontal cross-sectional area of the two columns are the same so that the less
dense water in column B has more volume and thus a greater thickness: ηB > ηA. Since the column masses are
the same, the hydrostatic pressures (weight per horizontal area) at the bottom of the two columns are equal:
pA(z = ηb) = pB(z = ηb) = pbot. In oceanographic parlance, the bottom offers a “level of no motion” from which
to reference the pressure field. At any position z above the bottom, equation (27.65) shows that the hydrostatic
pressure in column B is greater than A: pB(z) − pA(z) = g (−ηb + z) (ρA − ρB) > 0. The horizontal gradient
in hydrostatic pressure thus points from column B towards column A. The red lines show lines of constant
pressure (isobars), which are horizontal next to the bottom but which slope upward to the right moving towards
the surface. This configuration provides salient points about hydrostatic pressure relevant for the slightly more
complex reduced gravity example in Figure 35.5. Also, it is useful to compare this schematic to Figure 31.4, which
discusses the depth dependence of the horizontal gradient in hydrostatic pressure as per ∂(∇hp)/∂z = −g∇hρ.
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g ⇢(⌘)r⌘ = �rpa

Figure 27.5: Illustrating the inverse barometer response of sea level under an atmospheric high pressure where
∇2pa < 0. The inverse barometer sea level is depressed according to equation (27.68).

27.4.3 Balanced pressure gradients above a level of no motion

Consider the case in which there is zero horizontal pressure gradient along a constant geopotential
surface

z = ηnm. (27.69)

We might find this configuration to be a relevant approximation of the sluggish flows in the
deep ocean where flow can be much weaker than the upper ocean. Along this level there is zero
horizontal geostrophic flow.5 What is required from the hydrostatic pressure field to realize this
level of no motion? Based on the expressions (27.50) and (27.55), the pressure field must satisfy

0 = (∇hp)z=ηnm = (∇hp)z=η + g

ˆ η

ηnm

∇hρdz = (∇hp)z=ηb − g
ˆ ηnm

ηb

∇hρ dz. (27.70)

5As studied in Chapter 31, geostrophic flow arises from a balance between the Coriolis acceleration and the
horizontal pressure gradient acceleration. Hence, if there is a depth along which there is zero horizontal pressure
gradient, then there is a corresponding zero horizontal geostrophic flow.
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Each of these equations expresses a compensation or balance between external and internal
contributions to the pressure gradient so that

(∇hp)z=η = −g
ˆ η

ηnm

∇hρ dz (27.71a)

(∇hp)z=ηb = g

ˆ ηnm

ηb

∇hρdz. (27.71b)

In Figure 27.6 we illustrate the compensation (27.71a) that results if an external pressure
gradient from a sloping sea level exactly balances the internal pressure gradient from horizontal
density gradients so that

ρ(η)∇hη = −
ˆ η

ηnm

∇hρ dz. (27.72)

This equation allows us to estimate the scale for the free surface slope by writing

ρo |∇hη| ∼ H |∇hρ| = (H ρo/g) |S N2|, (27.73)

where S is the slope of the density surfaces relative to the horizontal, H = η − ηnm is the depth
of the fluid, and N2 is the squared buoyancy frequency. Assuming |S| ≈ 10−3, H ≈ 3× 103 m,
and N2 ≈ 10−6 s−2 leads to the free surface slope

|∇hη| ≈ 10−7. (27.74)

Evidently, the free surface slope is much smaller (roughly 10−3 times smaller) than that of the
interior density surfaces. We see this relative slopes again when studying the reduced gravity
model in Section 35.3.
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Figure 27.6: Illustrating the balance of internal and external horizontal pressure gradients that is needed to
realize a level of zero horizontal pressure gradient at z = ηnm (i.e., a level of no motion), and thus a level with zero
geostrophic flow. The balance shown here is taken from equation (27.71a) with a zero applied pressure gradient,
∇pa = 0. Hence, compensation is between an external pressure gradient from the sea level that exactly balances
the internal pressure gradient from horizontal density gradients. The relative slope of the free surface is exagerated
here, with actual slopes scaling as in equation (27.74), which are generally much smaller (roughly 10−3 smaller)
than the slope of density surfaces.

27.4.4 Balanced pressure gradients above a sloping side boundary
We now extend the example from Section 27.4.3 to study the case of compensated internal and
external pressure gradients in the presence of a sloping coastal side boundary. Just like over a
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flat bottom, realizing this compensation requires a sea level gradient to produce the external
pressure gradient to balance the internal pressure gradient caused by the density field. As we
find here, typical coastal density gradients, with lighter waters near the coast, leads to sea level
rise near the coast and with this rise referred to as steric setup. The analysis is motivated by
the studies of Helland-Hansen (1934), Csanady (1979) and Bingham and Hughes (2012). Note
that to pursue an analytical calculation requires a number of common approximations. These
approximations are often not realized in realistic flows. However, they lead to expressions whose
relevance can be readily tested. Furthermore, they offer a useful starting point for more detailed
analyses.

Idealized coastal density and topography

To enable an analytical calculation, consider a static density given by

ρ(y, z) = ρo + ρ′(y, z) with |ρ′| ≪ ρo, (27.75)

and a bottom topography that is a monotonic function of the off-shore distance,

z = ηb(y) with ∂yηb < 0. (27.76)

An example coastal density configuration is depicted in Figure 27.7, whereby the topography
deepens off-shore, ∂yηb < 0, and with lighter water next to the coast as might occur from
freshening and warming in the shallow coastal waters. Along-shore gradients (in the x̂-direction)
are typically far weaker than across shore gradients (in the ŷ-direction). This observation then
motivates assuming all fields to have zero ∂x.

Depth of no motion intersecting a bottom of no motion

Assume a depth of no-motion at z = ηnm that intersects the sloping coastal bottom at z = ηb(ynm)
as in Figure 27.7. Furthermore, assume there is no horizontal pressure gradient all along the
bottom, from y = ynm to the coastline at y = 0, so that the bottom becomes a sloped surface of
no geostrophic motion. Although there are many cases where geostrophic currents are nonzero
next to sloping bottoms, it is useful to consider the no motion case as a baseline. Doing so
facilitates diagnostic calculations reflective of the approach used for the open ocean away from
coasts and thus forms a baseline dynamical balance. Equation (27.60b) then says that at each
position along the bottom, from y = ynm to y = 0, the horizontal pressure at the sea surface
balances the depth integrated horizontal density gradient

(∂yp)z=η = −g
ˆ η

ηb

∂yρdz. (27.77)

Integrating to find the steric setup along a coast

To derive an approximation for the sea level at the coast relative to the interior, assume the
surface density is a constant (ρ(η) ≈ ρo), and the atmospheric pressure is constant (∇pa = 0),
which, with equation (27.60a), then renders

∂yη = − 1

ρo

ˆ η

ηb

∂yρ dz. (27.78)

This equation says that if density increases away from the coast, then sea level rises toward the
coast, which, as already noted, we refer to as a steric setup of coastal sea level.
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Figure 27.7: Density field in a region next to a coastal shelf and slope, illustrating the typical case with lighter
water next to the coast, such as from freshening and warming in the shallow coastal waters. Along-shore density
gradients (in the x̂-direction) are typically far weaker than across-shore gradients (in the ŷ-direction), and they
are here ignored. If there are no geostrophic currents at the bottom, so that (∇hp)z=ηb = 0 (indicated by the short
horizontal dotted lines next to the bottom), then there is an exact compensation of external and internal pressure
gradients as given in Section 27.4.3 and as illustrated by Figure 27.6. This pressure compensation is arrived at
by sea level rising next to the coast. The arrows along the bottom and the vertical line at y = ynm refer to the
integration sense for the steric calculations of η(y = 0) (equation (27.83)) and η(y = ynm) (equation (27.82)).
Although many continental slope regions have nonzero flow at the bottom, the calculation of coastal steric setup
assuming (∇hp)z=ηb = 0 offers a useful starting point for interpreting coastal sea level patterns.

With one further approximation, equation (27.78) can be integrated to provide an explicit
expression for the steric sea level at the coast, relative to sea level away from the coast. For that
purpose, set the upper limit on the right hand side integral to 0, thus yielding

∂yη = − 1

ρo

ˆ 0

ηb

∂yρ dz. (27.79)

Now integrate this equation from the coast at y = 0 to the off-shore position at y = ynm, so that

η(0)− η(ynm) =
1

ρo

ˆ ynm

0

[ˆ 0

ηb(y)
∂yρ(y, z) dz

]
dy. (27.80)

Pulling the ∂y derivative across the vertical integral, and using Leibniz’s rule (Section 20.2.4),
leads to

η(0)− η(ynm) =
1

ρo

ˆ ynm

0

[
∂

∂y

ˆ 0

ηb(y)
ρ(y, z) dz + ρ(y, z = ηb) ∂yηb

]
dy. (27.81)

Since ηb(y = 0) = 0 (sea level vanishes at the shoreline), the first integral on the right hand side
is given by

1

ρo

ˆ ynm

0

[
∂

∂y

ˆ 0

ηb(y)
ρ(y, z) dz

]
dy =

1

ρo

ˆ 0

ηb(ynm)
ρ(ynm, z) dz, (27.82)

which is an integral that extends from the bottom at η(y = ynm) up to z = 0, as depicted in
Figure 27.7.

The second integral in equation (27.81) is given by

1

ρo

ˆ ynm

0
ρ[y, z = ηb(y)] ∂yηb dy = − 1

ρo

ˆ ηb(ynm)

0
ρb dηb, (27.83)
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where we set
dηb = −(∂yηb) dy, (27.84)

which follows since ηb is a monotonic function of y, and with the minus sign accounting for
∂yηb < 0 as assumed for Figure 27.7. The left hand integral in equation (27.83) is a y-integral of
the bottom density times the topographic slope, integrated from the coastal position at y = 0 to
the off-shore position at y = ynm. The right hand side is the bottom density, ρb = ρ[y, z = ηb(y)],
integrated along the bottom from ηb(0) = 0 to ηb(y = ynm), as depicted by the arrows along the
bottom in Figure 27.7.6

Bringing terms together allows us to write equation (27.81) as

η(0)− η(ynm) = −
1

ρo

ˆ 0

ηb(ynm)
ρb dηb +

1

ρo

ˆ 0

ηb(ynm)
ρ(ynm, z) dz. (27.85)

As noted earlier, if the density is lighter near to the coast then η(0)− η(ynm) > 0. The various
assumptions needed to derive equation (27.85) render this expression an approximation for more
realistic sea levels near coasts. Even so, it offers a relatively simple expression that only requires
density information, and as such it is a useful starting point for interpreting sea level patterns
next to coasts and on continental shelves. In particular, the direct contributions to sea level
from winds are missing from this calculation, so that deviations from steric setup typically signal
contributions from winds.

27.5 Homogeneous fluid in a rotating tank
As an application of the ideas developed in this chapter and in earlier chapters, we develop
the equations for a homogeneous fluid in a rotating tank such as occurs in laboratory studies
of rotating fluids. One point of departure from planetary applications concerns the choice of
vertical coordinate. Recall we introduced geopotential surfaces in Section 13.10.4, on which
the effective gravitational force (sum of central gravity plus planetary centrifugal) is constant.
Correspondingly, we introduced geopotential coordinates in Section 13.11.3 to simplify the
equations for planetary fluid dynamics. In contrast, for the rotating tank we do not make use of
geopotential coordinates. Instead, we expose the centrifugal acceleration (due to rotation of the
tank), which allows for a clear display of the parabolic shape for the free surface when the fluid
is in rigid-body motion.

27.5.1 What about the planet’s rotation?

Do we need to worry about the planet’s rotation? To answer this question, consider a typical
record player with an angular speed of 45 revolutions per minute

Ωrecord = 0.75 s−1. (27.86)

This angular speed is roughly 104 times faster than the earth’s angular speed of 7.29× 10−5 s−1

(equation (13.1)). For a tank rotating at a rate on the same order as a record player, we are
justified ignoring the rotating earth in comparison to the rotating tank. That is, we can safely
ignore planetary Coriolis and planetary centrifugal accelerations, allowing us to instead focus on
the non-inertial accelerations arising just from the tank rotating on a laboratory turntable.

6Note that Csanady (1979) and Bingham and Hughes (2012) refer to the integral (27.83) as a line integral
computed along the bottom. However, it is not the sort of line integral considered in Section 2.4. The reason is
that the integrand, ρb, is weighted by the bottom increment, dηb = −(∂yηb) dy, rather than the arc-length along
the bottom, ds = dy

√
1 + (∂yηb)2.
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27.5.2 Formulating the equations of motion

In an inertial reference frame, a fluid element feels the gravitational force, pressure force, and
friction, thus leading to the Cartesian coordinate equations of motion

DuI

Dt
= −1

ρ

∂p

∂x
+ F x (27.87)

DvI
Dt

= −1

ρ

∂p

∂y
+ F y (27.88)

DwI

Dt
= −1

ρ

∂p

∂z
− g + F z, (27.89)

where vI is the inertial velocity, ρ is the constant density, and we orient the coordinates so that
the z-axis extends vertically upward from the center of the tank and parallel to the gravity
acceleration. Correspondingly, the rotation vector for the tank is

Ω = Ω ẑ = (f/2) ẑ. (27.90)

To derive the rotating frame equations, return to some of the kinematics from Chapter 13,
in which we write the position of a fluid particle as

X(t) = X x̂+ Y ŷ + Z ẑ. (27.91)

We assume that the Cartesian unit vectors are fixed in the rotating frame and thus move as a
rigid-body with the rotating tank. The inertial velocity is thus given by

dX

dt
=

[
dX

dt

]
x̂+

[
dY

dt

]
ŷ +

[
dZ

dt

]
ẑ +Ω×X. (27.92)

Correspondingly, the acceleration is given by

d2X

dt2
=

[
d2X

dt2

]
x̂+

[
d2Y

dt2

]
ŷ +

[
d2Z

dt2

]
ẑ + 2Ω× v +Ω× (Ω×X), (27.93)

where we defined the rotating frame Cartesian velocity as

v =

[
dX

dt

]
x̂+

[
dY

dt

]
ŷ +

[
dZ

dt

]
ẑ. (27.94)

Setting the inertial acceleration equal to the inertial force per mass leads to the equations of
motion in the rotating frame

Du

Dt
− 2Ω v = −1

ρ

∂p

∂x
+Ω2 x+ F x (27.95)

Dv

Dt
+ 2Ωu = −1

ρ

∂p

∂y
+Ω2 y + F y (27.96)

Dw

Dt
= −1

ρ

∂p

∂z
− g + F z, (27.97)

which take on the vector form

Dv

Dt
+ f ẑ × v = −∇

[
p/ρ+ g z − Ω2 (x2 + y2)/2

]
+ F . (27.98)

As expected, we encounter both a Coriolis and centrifugal acceleration due to the rotation of
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the tank.

27.5.3 Rigid-body rotation and parabolic free surface shape

Consider a fluid at rest in a non-rotating tank, and then start the tank rotating. As in our
discussion of Couette flow in Section 25.8.2, viscous effects transfer motion from the outside
tank wall (where a no-slip boundary condition makes the fluid move with the wall) into the
interior of the fluid. Given sufficient time and a constant rotation rate, the fluid reaches a steady
state in rigid-body motion. Recall that rigid-body motion means that the velocity vanishes in
the rotating reference frame.

As an application of the above equations of motion, we here determine the shape of the
upper free surface for this steady rigid-body motion, offering two related derivations. Note that
when the fluid reaches rigid-body motion, all strains vanish within the fluid so that frictional
stresses vanish (see Section 25.8). Hence, the steady force balance is fully inviscid although
the steady state required viscosity to reach it. The ability to ignore friction in the steady state
greatly simplifies the analysis.

Component equations of motion

The velocity and acceleration in the rotating frame are zero when the fluid is in rigid-body
rotation. The vertical momentum equation (27.97) thus reduces to the approximate hydrostatic
balance

∂p

∂z
= −ρ g. (27.99)

In general we do not have hydrostatic balance for motion in a tank that deviates from rigid-body.
However, when that motion is close to a rigid-body rotation, then the fluid is in an approximate
hydrostatic balance. As seen in Section 27.2, this situation corresponds to the large-scale ocean
and atmosphere.

Hydrostatic balance with a constant density means that the pressure is a linear function of
depth

p(x, y, z) = ρ g (η − z), (27.100)

where z = η(x, y) is the vertical position of the free surface. The horizontal momentum equations
(27.95)-(27.96) reduce to a balance between the pressure gradient and centrifugal accelerations

∂p

∂x
= ρ xΩ2 and

∂p

∂y
= ρ yΩ2. (27.101)

Pressure thus increases when moving radially away from the center. Substituting in the pressure
as given by the hydrostatic relation (27.100) leads to relations satisfied by the rigid-body free
surface

g
∂η

∂x
= xΩ2 and g

∂η

∂y
= yΩ2. (27.102)

Integration leads to the quadratic expression for the free surface

η = η(0) +
Ω2 (x2 + y2)

2 g
, (27.103)

where η(0) is the free surface at the center of the tank where x = y = 0. The rigid-body rotating
fluid thus has a quadratic free surface with the height of the surface increasing away from the
center, as depicted in Figure 27.8. Notice how the fluid density dropped out from the problem,
so that this parabolic shape holds for any homogeneous fluid in rigid-body motion.
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Figure 27.8: Rotating tank of homogeneous fluid that has reached a steady state with a parabolic free surface.

Vector force balance

A more telescopic means to determine the free surface shape is to set the forces to zero on the
right hand side of the vector equation of motion (27.98) so that

p/ρ+ g z − Ω2 (x2 + y2)/2 = p0/ρ, (27.104)

where p0 is a constant pressure to be specified below. Furthermore, we set friction to zero since
the fluid is in rigid-body motion. Everywhere along the free surface, with z = η, the pressure
equals to that applied to the free surface by the overlying media, p = pa (e.g., atmospheric
pressure). Hence, setting z = η in equation (27.104) and solving for η yields

η =
p0 − pa
ρ g

+
Ω2 (x2 + y2)

2 g
. (27.105)

For simplicity, assume the applied pressure is spatially constant. Hence, setting p0 according to
the free surface at x = y = 0 brings the free surface to the parabolic form in equation (27.103)

p0 − pa
ρ g

= η(0) =⇒ η = η(0) +
Ω2 (x2 + y2)

2 g
. (27.106)

27.5.4 Further study

We study the angular momentum for the shallow water version of this system in Section 36.8.
See section 6.6.4 of Marshall and Plumb (2008) for more discussion of laboratory rotating tank
experiments.

27.6 Exercises

exercise 27.1: Primitive equations and axial angular momentum
The axial angular momentum of a fluid element satisfying the primitive equations is given by

Lz = (ρ δV )R⊥ (u+R⊥Ω) ≡ (ρ δV ) lz (27.107)

where
R⊥ = Re cosϕ (27.108)
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is the distance from the polar rotation axis to a point on the sphere with radius Re, and

lz = R⊥ (u+R⊥Ω) (27.109)

is the angular momentum per unit mass. For this exercise, we develop some results for the axial
angular momentum in the primitive equations. For this purpose, it can be useful to recall the
discussion of axial angular momentum in Section 24.7, in which we did not assume primitive
equations.

(a) Consider a constant mass fluid element in the absence of friction. Show that the primitive
equation zonal momentum equation (27.7) implies that the material evolution of axial
angular momentum per mass is given by

Dlz

Dt
= −1

ρ

∂p

∂λ
. (27.110)

(b) Assume the zonal pressure gradient vanishes. Move the fluid element vertically while
maintaining a fixed latitude. What happens to the zonal momentum of this primitive
equation fluid element? Hint: be sure to remain within the “world” of the primitive
equations.

(c) Give a very brief symmetry argument for why the axial angular momentum is materially
conserved when ∂p/∂λ = 0. Hint: recall the discussion of Noether’s Theorem in Section
14.1.1.

(d) Consider the material evolution of primitive equation axial angular momentum per mass
in the case where the zonal momentum equation retains the unapproximated form of the
Coriolis acceleration. Discuss the resulting material evolution equation. Does this equation
make sense based on the symmetry argument given in the previous part of this exercise?

exercise 27.2: Mass balance for a hydrostatic ocean column
Equation (19.103) provides a kinematic expression for the column mass budget. Show that for a
hydrostatic fluid flow, the mass balance for a fluid column (equation (19.115)) takes the form

∂t(pb − pa) = −g∇ ·Uρ + g Qm, (27.111)

where

Uρ =

ˆ η

ηb

u ρdz (27.112)

is the depth integrated horizontal mass transport,

pb = pa + g

ˆ η

ηb

ρ dz (27.113)

is the hydrostatic pressure at the ocean bottom, and pa(x, y, t) is the pressure applied to the
ocean surface from the overlying atmosphere or sea ice.

exercise 27.3: Evolution of atmospheric bottom hydrostatic pressure
In deriving equation (27.30) we assumed the lower limit on the integral to be a horizontal
constant. However, when integrating over the full atmospheric column, the lower limit varies
horizontally given that the earth boundary is not flat. Return to equation (27.29b) and derive
the evolution equation for the bottom pressure

∂tpbot = −g∇h ·Uρ, (27.114)
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where
pbot(x, y, t) = p[x, y, z = ηb(x, y), t] (27.115)

is the atmospheric pressure at the solid earth at z = ηb(x, y),

Uρ =

ˆ ztop

ηb

u ρdz′ (27.116)

is the depth integrated horizontal mass transport, and ztop is the vertical position of the
atmospheric top that is assumed to be independent of horizontal position.
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Chapter 28

PRESSURE FORM STRESS

As introduced in our discussion of Cauchy’s stress principle in Section 25.2, pressure form stress is
the horizontal stress arising from pressure that acts on a sloped surface or interface. As a contact
force per area, Newton’s third law describes how form stress renders a transfer of pressure forces
across interfaces, with pressure form stress affecting a vertical transfer of horizontal pressure
forces. Hence, it provides an inviscid/reversible mechanism for the vertical transfer of horizontal
momentum, thus complementing the vertical transfer associated with viscosity in the presence
of tangential shear stresses (Section 25.8.2).

In this chapter we study pressure form stresses on a variety of interfaces encountered in
geophysical fluids. We then develop two case studies to expose the role of pressure form stress in
the force balances affecting motion of an ocean fluid column. The first case study is concerned
with the evolution of vertically integrated horizontal linear momentum per mass. The second
case study focuses on the axial angular momentum budget as a framework to study the dominant
force balances in ocean channel flow and ocean gyre flow.

chapter guide

In this chapter we build from the study of stresses in Chapter 25, with an understanding
of pressure form stress greatly enhancing our understanding of horizontal forces acting in
geophysical fluids. The focus on horizontal forces in this chapter complements our studies
in Chapter 30, whereby the net vertical acceleration from pressure and gravitational forces
is repackaged into the buoyancy force.
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28.4.5 Depth integrated momentum equation . . . . . . . . . . . . . . . 757
28.4.6 Zonally integrated zonal momentum balance . . . . . . . . . . . . 758
28.4.7 Balances when ∇ ·Uρ = 0 . . . . . . . . . . . . . . . . . . . . . . 759

28.5 Axial angular momentum budget for an ocean domain . . . . . . . . . . . 760
28.5.1 Anticipating the budget . . . . . . . . . . . . . . . . . . . . . . . 760
28.5.2 Axial angular momentum . . . . . . . . . . . . . . . . . . . . . . 761
28.5.3 Depth integrated budget . . . . . . . . . . . . . . . . . . . . . . . 761
28.5.4 Atmospheric and topographic form stresses . . . . . . . . . . . . 762
28.5.5 Turbulent stresses at the surface and bottom . . . . . . . . . . . 762
28.5.6 Summary budget for column integrated axial angular momentum 763
28.5.7 Steady domain integrated balance . . . . . . . . . . . . . . . . . 763
28.5.8 Form stress versus dual form stress . . . . . . . . . . . . . . . . . 764
28.5.9 Steady zonal and depth integrated budget . . . . . . . . . . . . . 765
28.5.10 Southern Ocean balances . . . . . . . . . . . . . . . . . . . . . . 765
28.5.11 Topographic form stress and ocean gyres . . . . . . . . . . . . . . 765
28.5.12 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 766

28.1 Pressure form stresses at an interface
As depicted in Figure 28.1, there are three surfaces or interfaces across which we commonly
study form stresses in geophysical fluids.

• atmosphere-ocean form stress: A form stress occurs at the air-sea interface. From
the perspective of the ocean, the nonzero atmospheric pressure applied to the sea surface
(the sea level pressure) provides a pressure acting on the sloped upper ocean free surface,
thus rendering an atmospheric form stress acting on the ocean. Through Newton’s third
law (see Section 11.5.2), this form stress is met by the equal in magnitude but oppositely
directed ocean form stress acting on the atmosphere.

• interior fluid interfacial form stress: A form stress occurs on an internal interface
within the fluid, and we study such interfacial form stresses in Section 28.3. Although the
interface is arbitrary, it is dynamically very interesting to study form stresses acting on
buoyancy isosurfaces. The reason is that buoyancy interfaces are directly connected to the
geostrophic motion studied in Chapter 31. In particular, in Section 31.7 we study form
stresses associated with buoyancy interfaces found in geostrophic flows.

• fluid-topography form stress: A form stress exists at a solid/fluid boundary, at which
the ocean or atmosphere impart a pressure force on the solid earth. Through Newton’s
third law, the pressure force imparted by the fluid on the solid earth is met equally in
magnitude but oppositely in direction by a force provided by the solid earth onto the fluid.
The horizontal projection of this force per area acting from the earth on the fluid is the
topographic form stress and it is considered in Section 28.2.

28.1.1 Concerning the sign of a form stress
As a vector, pressure form stress has a direction and a magnitude, with three examples depicted
in Figure 28.1. Even so, keeping track of the direction can be confusing if it is unclear who is
the giver of the form stress and who is the receiver. To help in understanding the sign, imagine
pushing against a heavy rock or boulder: you exert a force on the rock in one direction whereas,
through Newton’s third law, the rock exerts an equal and opposite force on you. Clarity is
realized by specifying the origin of the force in order to determine its sign. For example, as
illustrated in Figure 28.2, is one concerned with the force applied by the ocean bottom pressure
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atmosphere

ocean

Figure 28.1: Illustrating the three interfaces of concern in geophysical fluid mechancs for the discussion of form
stresses. Continuity of pressure at the interface, through Newtons’ third law, means that the form stress on one
side of the interface is equal and opposite to that acting on the other side. Left panel: a curved atmosphere-ocean
interface leads to an atmospheric form stress acting on the ocean, F form

atm to ocn, and its equal and opposite oceanic
form stress acting on the atmosphere, F form

ocn to atm = −F form
atm to ocn. Middle panel: a curved interior ocean interface

(e.g., a buoyancy surface) leads to an interfacial form stress acting on the lower layer, F form
k→k+1, and its equal and

opposite interfacial form stress acting on the upper layer, F form
k+1→k = −F form

k→k+1. Right panel: a curved fluid-solid
earth interface leads to a fluid form stress acting on the solid earth, F form

fluid to earth, and its equal and opposite
oceanic form stress acting on the fluid, F form

earth to fluid = −F form
fluid to earth. The magnitude of the form stresses is a

function of the pressure acting at the interface as well as the slope of the interface (steeper slopes lead to larger
magnitude).

onto the earth (liquid ocean is giver and solid earth is receiver), or instead with the force from
the earth applied onto the ocean fluid (earth is giver and ocean is receiver)? These forces have
equal magnitude but opposite direction. Knowing the direction requires knowing the force giver
and/or the force receiver.
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Figure 28.2: Contact forces, such as pressure, satisfy Newton’s third law. Hence, the contact force at a point
imparted by region A onto region B, FA onto B, is equal and opposite to the force imparted by region B onto
region A so that FA onto B = −FB onto A. In the case where A=fluid (ocean or atmosphere) and B=solid earth, we
generally to refer to the horizontal portion of F earth onto fluid, per horizontal area, as the topographic form stress.

28.1.2 Mathematical expression for form stress

To expose the mathematics of form stress, consider a surface, S, such as that shown in Figure
28.3. To kinematically decompose the pressure force, assume the surface has no vertical section,
with this assumption commonly satisfied by surfaces of interest for geophysical flows.

Assuming the surface has no vertical sections allows us to write the vertical position of a
point on the surface as1

z = η(x, y, t). (28.1)

1See the geometry discussion in Chapter 5 for more on the maths of such surfaces. Also see the discussion of
generalized vertical coordinates in Chapters 63 and 64.
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Figure 28.3: The pressure force acting on an arbitrary surface is given by F press = −p n̂dS, where dS is the
surface area element. We here depict the pressure acting on the top side of a surface, F press

top . Through Newton’s
third law, the pressure force vector acting on the top side of the interface is equal and opposite to the pressure
force acting on the bottom side: F press

top = −F press
b . The horizontal component of this force vector arises from

the slope; i.e., the geometric form of the surface. We thus refer to the horizontal pressure force per area as
the form stress, F form

top = −F form
b . The area element on the surface, dS, has a horizontal projection given by

dA = dxdy = cosϑdS, with the angle assumed to be within the range −π/2 < ϑ < π/2 so that the surface is
nowhere vertical.

The outward normal pointing away from the top side of the surface is given by

n̂top =
∇(z − η)
|∇(z − η)| =

ẑ −∇η√
1 + |∇η|2

. (28.2)

Multiplying the pressure times the horizontal area element on the surface, dS, leads to the net
pressure force acting at a point on the top side of the surface

F press = −p n̂top dS = −p (ẑ −∇η) dA = −p (−∂xη x̂− ∂yη ŷ + ẑ) dA. (28.3)

In this equation we used the identity2

dS = |∇(z − η)|dA =
√
1 + |∇η|2 dA, (28.4)

with
dA = dx dy (28.5)

the horizontal projection of the surface area element (see Figure 28.3). We identify the form
stress acting on the top side of this interface as

pressure form stress acting on top side of interface ≡ p∇η. (28.6)

The name follows since the stress is determined by the “form” of the surface as measured by its
slope, ∇η. We can thus write the pressure force acting on the top side of the surface as the sum
of a vertical pressure force plus a horizontal pressure form stress

F press
top = ẑ [ẑ · F press

top ] + F form
top = p (−ẑ +∇η) dA pressure force on top of interface. (28.7)

Newton’s third law, as manifested by Cauchy’s Stress principle (Section 25.2) says that there is
a local mechanical equilibrium of pressure contact forces within a fluid. Additionally, as seen in
our discussion of stress on an interface in Section 25.10, this local equilibrium holds for pressure
forces acting on interfaces separating two fluids, such as the atmosphere and ocean, as well as
a fluid and the solid earth. Thus, the contact pressure force acting on the bottom side of the
interface is equal in magnitude but oppositely directed to the contact force acting on the top

2The identity (28.4) follows from trigonometry summarized in Figure 28.3. See further details in the kinematic
boundary conditions of Section 19.6 and the analogous dia-surface transport in Section 64.3.

page 746 of 2158 geophysical fluid mechanics



28.2. FORM STRESSES ON SOLID-FLUID BOUNDARIES

side (see Section 25.8.2)

F press
bot = ẑ [ẑ ·F press

bot ]+F form
bot = p (+ẑ−∇η) dA pressure force on bottom of interface. (28.8)

28.1.3 Comments
We here offer three comments in regards to pressure form stress.

• not a mysterious notion: The form stress, particularly interfacial form stress, can
appear mysterious in some presentations. Part of the reason is that it sometimes appears
seemingly without prior motivation as part of mathematical manipulations of the momen-
tum equation. We illustrate these manipulations in Sections 28.2, 28.3, and 28.5, yet aim
to offer sufficient physical motivation to help guide the maths. Another reason for the
mystery is that the signs ascribed to form stress are often not clearly specified, with such
ambiguities motivating the somewhat pedantic discussion in Section 28.1.1.

• unbalanced form stresses and motion: Consider a container filled with water at
rest. The horizontal pressure forces acting on the container sides are pressure form stresses
between the water and the container. As discussed in Section 25.5, without motion
we know that the form stresses balance over the whole of the fluid-container boundary,
whereas horizontal motion occurs if the form stresses are out of balance. Quite generally,
when concerned with fluid motion, we are interested in processes that lead to unbalanced
form stresses. For example, when studying bottom topographic form stresses in the
ocean, the bulk of the form stress acts to support the ocean water within the ocean
basin. The dynamically active portion of the topographic form stress, associated with
the fluid motion, is a small residual of the total form stress. Careful analysis is required
to diagnose dynamically relevant patterns, with Molemaker et al. (2015) and Gula et al.
(2015) presenting one method, and we explore their method as part of Exercise 40.14.

• dual form stress often confused with form stress: It is notable that much of
the literature refers to −η∇p as a form stress. However, as emphasized in Section 28.4.4,
−η∇p is not a form stress but is a dual form stress. Even though both have dimensions of
a pressure, the dual form stress is not a pressure force in the sense that it does not act to
accelerate a fluid element.

The confusion between form stress and dual form stress perhaps originates from the
common application of zonal averages. In this case we may wish to study the dynamics
of the zonally averaged flow, particularly domains that are zonally periodic, in which we
have the identity ˛

p ∂xη dx = −
ˆ
η ∂xp dx. (28.9)

Hence, the zonally integrated form stress (left hand side) equals to the zonally integrated
dual form stress (right hand side). However, care must be exercised in applying this identity
in non-zonally periodic domains (we further pursue this point in Section 28.4). Even
more fundamentally, p∇η ≠ −η∇p. Consequently, it is generally necessary to distinguish
the pressure form stress, which is a horizontal force per area that acts to accelerate fluid
elements through Newton’s law of motion, from the dual form stress, which does not
appear in the equation of motion.

28.2 Form stresses on solid-fluid boundaries
In this section we focus on form stress arising from the shape of the solid earth interface with the
atmosphere and ocean; i.e., the fluid-topographic form stress. As we are normally interested in the
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form stress applied to the fluid, we focus on the topographic form stress. We also encounter the
form stress associated with undulations in the ocean free surface and the atmospheric pressure
at that interface, with the atmospheric form stress the stress imparted to the ocean from the
atmosphere.

28.2.1 Zonally symmetric ridge

In Figure 28.4 we depict an idealized ridge with an example oceanic pressure field to illustrate the
nature of topographic form stress acting on the ocean. Rather than assuming exact hydrostatic
equilibrium as in Figure 25.5, with zero horizontal pressure gradients, we here consider pressure
to be higher to the west of the ridge than to the east. Since the ridge is assumed to be symmetric
in the zonal direction, we conclude that the topographic form stress, which acts just at the
fluid-solid interface, is higher on the west side of the ridge than on the east. In turn, the net
topographic form stress acting on the fluid is to the west, whereas the net oceanic form stress
acting on the solid earth is to the east. We encounter this situation in Section 28.5.10 when
studying the force balances for steady circulation in a zonally periodic channel.

plow
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x = − L/2 x = L/2

Figure 28.4: Depicting contact forces acting at a fluid-solid interface. The topographic form stress acts on
the fluid and the equal in magnitude but oppositely directed fluid form stress acts on the solid earth. In this
illustration the topography is assumed to be a ridge in the shape of an equilateral triangle. We also assume there
is higher pressure to the west of the ridge than to the east as per the zonal balance discussed in Figure 28.8 for
a Southern Ocean ridge. Hence, the topographic form stress has a larger magnitude on the western side of the
ridge than on the eastern side. When integrated over the full ridge, there will be a net westward topographic
form stress acting on the fluid and a net eastward fluid form stress acting on the solid earth. If the ridge was
free to move, it would move to the east. The thin gray column extends from the solid earth bottom to the ocean
free surface. As this column sits on the western side of the ridge, topographic form stress provides a westward
acceleration at the column bottom. The net acceleration of the column is determined by integrating the contact
forces around the column boundary and body forces throughout the column interior. We study the axial angular
momentum budget for a fluid column in Section 28.5, with form stresses appearing in that budget.
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28.2.2 Form stress transfer between the fluid and its boundaries
We now illustrate how topographic form stress appears mathematically in the study of momentum
balances acting on a fluid. For definiteness, consider a column of ocean fluid extending from
the bottom at z = ηb(x, y) to the free surface at z = η(x, y, t), and focus on the zonal force
balance such as depicted in Figure 28.4. In computing the acceleration acting on this column
at a particular horizontal position, we need to determine the depth integrated zonal pressure
gradient

depth integrated zonal pressure gradient = −
ˆ η

ηb

∂p

∂x
dz. (28.10)

We expose the contact force version of the pressure force by making use of Leibniz’s Rule (Section
19.7) to write

−
ˆ η

ηb

∂p

∂x
dz = − ∂

∂x

ˆ η

ηb

p dz︸ ︷︷ ︸
zonal deriv depth integrated pressure

+
∂η

∂x
pa︸ ︷︷ ︸

atmospheric form stress

− ∂ηb
∂x

pb,︸ ︷︷ ︸
topographic form stress

(28.11)

where pa is the pressure applied to the ocean at its surface, z = η, and pb is the pressure at the
ocean bottom, z = ηb. The decomposition identifies the following three pressure contributions to
the pressure force acting on the fluid column.

• zonal derivative of the column integrated pressure: The first term in equation
(28.11) arises from the zonal derivative of pressure across the vertical sides of the column

zonal derivative of layer integrated pressure = − ∂

∂x

ˆ η

ηb

p dz. (28.12)

This term leads to a net eastward acceleration if the depth integrated pressure is higher to
the west than the east.

• atmospheric form stress at the free surface: In the presence of a sloping free
surface interface, equation (28.11) reveals that ∂η/∂x ̸= 0, the atmospheric pressure, pa,
imparts an atmospheric form stress onto the ocean

zonal atmospheric form stress acting on ocean =
∂η

∂x
pa. (28.13)

For example, if the free surface slopes up to the east, ∂η/∂x > 0, then the atmosphere
provides a positive (eastward) zonal form stress onto the ocean. In turn, through Newton’s
third law, the ocean provides a westward zonal form stress to the atmosphere.

• topographic form stress on ocean: Equation (28.11) also reveals that the bottom
pressure, pb, present at z = ηb imparts a form stress to the solid earth

zonal oceanic form stress acting on solid earth =
∂ηb
∂x

pb. (28.14)

In turn, through Newton’s third law, the topographic form stress acting on the ocean is
equal in magnitude but oppositely directed

zonal topographic form stress acting on ocean = −∂ηb
∂x

pb. (28.15)

For example, if the bottom rises to the east, so that ∂ηb/∂x > 0, then the oceanic form
stress acting on the solid earth is eastward whereas the topographic form stress acting
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on the ocean is westward. As a check, we verify that the signs of these form stresses are
consistent with those in Figure 28.4.

28.2.3 Decomposing topographic form stress
We follow the approach used in Section 27.3.2 to decompose here the contributions to the bottom
pressure. Assuming the fluid maintains an approximate hydrostatic balance, and focusing on
the oceanic case, allows us to decompose the bottom pressure according to

pb = pa + g

ˆ η

ηb

ρdz (28.16a)

= g ρo [η + pa/(g ρo)]︸ ︷︷ ︸
external

−g ρo ηb︸ ︷︷ ︸
topog

+ g

ˆ η

ηb

(ρ− ρo) dz︸ ︷︷ ︸
internal

(28.16b)

≡ pext + ptopog + pint. (28.16c)

We refer to the contribution from applied surface pressure plus surface height undulations as
external, whereas those arising from density deviations relative to a constant reference density
are termed internal. There is a further contribution from bottom topography itself.

Multiplying the decomposed pressure (28.16c) by the slope of the bottom topography renders
an expression for the various contributions to topographic form stress

−pb∇ηb = −pext∇ηb − ptopog∇ηb − pint∇ηb. (28.17)

The topographic term is static whereas the other two terms are time dependent. External
contributions arise from undulations in the free surface as well as the applied pressure. This
contribution fluctuates due to motions occuring on the relatively rapid time scales associated
with external gravity waves or atmospheric pressure fluctuations such as through synoptic
weather patterns. Internal contributions arise from the relatively slow internal movements of
density surfaces, such as from internal gravity waves or even slower motions due to advection and
diffusion. The study from McCabe et al. (2006) pursues this decomposition of the topographic
form stress as part of their analysis of flow around a headland.

28.3 Interfacial form stress
In this section we focus on the form stress acting at an interface within the fluid itself, which is
known as the interfacial form stress. As part of this discussion we expose some of the common
manipulations found when considering finite volume integrated momentum budgets, whereby we
decompose the horizontal pressure gradient acceleration acting on an infinitesimal column of
fluid within the layer, as depicted in Figure 28.5. These manipulations are analogous to those
considered in Section 28.2 for the topographic and atmospheric form stresses.

28.3.1 Interfacial form stresses transferred between layers
When studying the momentum of a column of fluid within a chosen layer, we need to compute
the depth integrated zonal pressure gradient over a layer at a particular horizontal point

layer integrated zonal pressure gradient = −
ˆ ηk−1/2

ηk+1/2

∂p

∂x
dz, (28.18)

where z = ηk−1/2(x, y, t) is the vertical position for the interface at the top of the fluid layer
and z = ηk+1/2(x, y, t) is the vertical position for the bottom interface. If the layer integrated
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Figure 28.5: A schematic of the contact pressure force per area acting on the boundaries of a vertical column
region within a fluid layer. The horizontal cross-sectional area of the column is depth independent. The interface
at the lower boundary is at the vertical position z = ηk+1/2(x, y, t), and the upper interface is at z = ηk−1/2(x, y, t).
In accordance with Newton’s third law, pressures are continuous across each of the ηk±1/2 layer interfaces so that
the pressure forces are equal in magnitude yet oppositely directed on the opposite sides to the interfaces. The
boundaries of the dark gray columnar region feel a contact pressure force acting inward, as per the compressive
nature of pressure. The left side of the column experiences a pressure, pL; the right side experiences, pR; the
upper interface has a pressure, pk−1/2, acting between the layer k − 1 and layer k, and the lower interface has a
pressure, pk+1/2, acting between the layer k + 1 and layer k. The interfacial form stress (IFS) is the name given to
the horizontal pressure stress acting on the upper and lower layer interfaces. Through Newton’s third law, the
IFS imparted to layer k at the z = ηk−1/2 interface is equal and opposite to the IFS imparted to layer k − 1 at this
same interface. The same holds for the IFS at the k + 1/2 interface. It is common to define the layers according to
buoyancy (see Section 31.7) given its direct connection to pressure and dynamics. Even so, the ideas of pressure
contact forces are generic and thus hold for arbitrarily defined layers. This figure is adapted from Figure A1 in
Loose et al. (2023).

pressure gradient is downgradient to the east, then pressure accelerates the column to the east,
and conversely when the layer integrated pressure gradient is downgradient to the west.

Although the depth integrated pressure gradient expression (28.18) is straightforward to
understand, we also find it useful to consider the complementary perspective by studying the
contact force version of the pressure acceleration. Proceeding as in Section 28.2 for topographic
and atmospheric form stresses, we make use of Leibniz’s Rule for a fluid layer

−
ˆ ηk−1/2

ηk+1/2

∂p

∂x
dz = − ∂

∂x

ˆ ηk−1/2

ηk+1/2

p dz︸ ︷︷ ︸
zonal deriv layer integrated pressure

+
∂ηk−1/2

∂x
pk−1/2︸ ︷︷ ︸

IFS at k-1/2 interface

−
∂ηk+1/2

∂x
pk+1/2,︸ ︷︷ ︸

IFS at k+1/2 interface

(28.19)

where we introduced the pressures acting at a point on the interfaces

pk−1/2 = p(x, y, z = ηk−1/2, t) and pk+1/2 = p(x, y, z = ηk+1/2, t). (28.20)

The decomposition identifies the following three pressure contributions, analogous to the decom-
position in Section 28.2 for the topographic and atmospheric form stresses.

• zonal derivative of the column integrated pressure: The first term arises from
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the zonal derivative of pressure across the vertical sides of the column within the layer

zonal derivative of layer integrated pressure = − ∂

∂x

ˆ ηk−1/2

ηk+1/2

p dz. (28.21)

• interfacial form stress at upper interface: The pressure at the z = ηk−1/2 interface
is given by pk−1/2. In the presence of a sloping interface, ∂ηk−1/2/∂x ̸= 0, this pressure
imparts the following interfacial form stress (IFS) to layer-k:

IFS on layer-k from the ηk−1/2 interface =
∂ηk−1/2

∂x
pk−1/2. (28.22)

For example, if the upper layer interface slopes up to the east, ∂ηk−1/2/∂x > 0, then
the interfacial form stress provides a positive (eastward) zonal force to layer-k. In turn,
through Newton’s third law, the layer above, labelled k− 1, feels an interfacial form stress
directed to the west.

• interfacial form stress at lower interface: The pressure, pk+1/2, present at the
z = ηk+1/2 interface imparts an interfacial form stress to layer-k given by

IFS on layer-k from ηk+1/2 interface = −
∂ηk+1/2

∂x
pk+1/2. (28.23)

For example, if the layer slopes down to the east, ∂ηk+1/2/∂x < 0, then the interfacial form
stress accelerates layer-k to the east. In turn, through Newton’s third law, the interfacial
form stress acts to accelerate the layer below, labelled k + 1, to the west.

Now apply the above to a column of ocean fluid, and extend the integration to include the
full ocean column from the free upper surface to the rigid solid earth bottom. Evidently, all
the intermediate interfacial form stresses vanish in the depth integral, with this cancellation a
result of Newton’s third law. Hence, accumulation of the interfacial form stresses throughout
the ocean column leaves only the interfacial form stress at the top (z = η) and at the bottom
(z = ηb). The corresponding boundary form stresses arise from mechanical interactions with
the atmosphere (z = η) and solid earth (z = ηb), as discussed in Section 28.2. This result was
already encountered in a more general context of contact forces in Section 25.2. It will also be
found in our analysis of the depth integrated axial angular momentum budget in Section 28.5.

28.3.2 Zonally integrated interfacial form stress

Besides studying the force acting on a column at a particular horizontal position, it is interesting
to study the net zonal force acting on the layer. For pressure, we thus need to consider the zonal
integral of the layer integrated zonal pressure gradient

−
ˆ [ˆ ηk−1/2

ηk+1/2

∂p

∂x
dz

]
dx =

ˆ [
− ∂

∂x

ˆ ηk−1/2

ηk+1/2

p dz +
∂ηk−1/2

∂x
pk−1/2 −

∂ηk+1/2

∂x
pk+1/2

]
dx.

(28.24)
If the domain is zonally periodic or is bounded by sloping shorelines (see Figure 28.6 discussed
in Section 28.4.6), then the first term vanishes so that the zonally integrated pressure acting on
the layer arises just from the interfacial form stresses

−
ˆ [ˆ ηk−1/2

ηk+1/2

∂p

∂x
dz

]
dx =

ˆ [
∂ηk−1/2

∂x
pk−1/2 −

∂ηk+1/2

∂x
pk+1/2

]
dx. (28.25)
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This zonal integral is only affected by zonal anomalies for the layer vertical positions and
pressures

−
ˆ [ˆ ηk−1/2

ηk+1/2

∂p

∂x
dz

]
dx =

ˆ [∂η′
k−1/2

∂x
p′
k−1/2 −

∂η′
k+1/2

∂x
p′
k+1/2

]
dx (28.26a)

=

ˆ [
−η′

k−1/2

∂p′
k−1/2

∂x
+ η′

k+1/2

∂p′
k+1/2

∂x

]
dx, (28.26b)

where primes denote deviations from the zonal mean. In Section 28.5.9 we offer details to prove
that it is only the zonal anomalies that contribute to the zontal integral in a zonally periodic
channel, or for domains with sloping shorelines. Furthermore, note that for the second equality
we introduced the alternative expressions for the form stresses afforded by zonal periodicity
or zonal sloped shorelines. We offer cautionary remarks on this replacement in Section 28.5.8
regarding this second equality.

28.3.3 Comments
Interfacial form stress acts on any arbitrary surface drawn in a fluid. Interfaces defined by
buoyancy surfaces make the connection between the general concepts presented here to geostrophic
mechanics, and they do so given the connection between buoyancy slopes and thermal wind
(Section 31.4.3). Most studies of interfacial form stress are thus concerned with isopycnal
interfacial form stress, with a discussion given in Section 31.7.

28.4 Depth integrated momentum for the primitive equations
In this section we develop the evolution equation for the depth integrated horizontal momentum
per volume in a column of ocean fluid

Uρ =

ˆ η

ηb

ρudz, (28.27)

extending from the ocean bottom at z = ηb(x, y) to the ocean surface at z = η(x, y, t). As we
will see, the evolution equation clearly exposes how form stresses acting at the ocean surface
and ocean bottom contribute to the column force balance. A study of the depth integrated
momentum equation is commonly considered when the ocean fluid maintains an approximate
hydrostatic balance (see Sections 27.2 and 29.2), and the shallow fluid approximation (Section
27.1.2). These two approximations constitute the hydrostatitc primitive equations (Section 27.1),
which we assume holds in this section.

An important technical feature of the primitive equations is that the horizontal gradient
operator, ∇h, is depth independent, which is a property we use to develop the budget equations
in this section. In particular, we need this assumption for equation (28.30c) below. We also
made use of this property of ∇h in Section 27.1.6 to derive the depth integrated kinetic energy
budget for the primitive equations.

28.4.1 Flux-form horizontal momentum equation
Our starting point is the flux-form horizontal momentum equation (25.64) as specialized to a
simple geopotential, Φ = g z,

∂(ρu)

∂t
+∇ · [ρv ⊗ u] + f ẑ × (ρu) = −∇hp+ ρF . (28.28)
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In this equation, ρF is the horizontal friction vector, and the outer product provides components
to the kinetic stress (Section 25.6)

ρ [v ⊗ u]mi = ρ vm ui = −Tkinetic
mi , (28.29)

with m = 1, 2, 3 (for the full velocity vector, v) extending over the full range whereas i = 1, 2
(for the horizontal velocity vector, u) extending just over the horizontal range.

28.4.2 Leibniz’s rule for the inertial and Coriolis accelerations

Leibniz’s rule (Section 20.2.4) renders the following expressions for the depth integrated inertial
acceleration and Coriolis acceleration

ˆ η

ηb

∂(ρu)

∂t
dz = ∂tU

ρ − [ρu ∂tη]z=η (28.30a)

ˆ η

ηb

∂(w ρu)

∂z
dz = [w ρu]z=η − [w ρu]z=ηb (28.30b)

ˆ η

ηb

∇h · [ρu⊗ u] dz = ∇h ·
[ˆ η

ηb

ρu⊗ udz

]
− [u · ∇η (ρu)]z=η + [u · ∇ηb (ρu)]z=ηb (28.30c)

ˆ η

ηb

f ẑ × (ρu) dz = f ẑ ×Uρ. (28.30d)

Use of the surface and bottom kinematic boundary conditions from Section 19.6

∂tη + u · ∇η = w + ρ−1Qm for z = η (28.31a)

u · ∇ηb = w for z = ηb (28.31b)

leads to the depth integrated inertial and Coriolis accelerations

ˆ η

ηb

[∂t(ρu) +∇ · [v ⊗ (ρu)] + f ẑ × ρu] dz

= (∂t + f ẑ×)Uρ − u(η)Qm −∇h ·
ˆ η

ηb

Tkinetic
hor dz, (28.32)

where we introduced the horizontal kinetic stress tensor

Tkinetic
hor = −ρu⊗ u. (28.33)

28.4.3 External and internal decomposition of the kinetic stress

For some applications it can be useful to introduce the density weighted depth averaged horizontal
velocity

u =

´ η
ηb
ρu dz´ η

ηb
ρdz

=
Uρ

(pb − pa)/g
, (28.34)

where pb is the hydrostatic pressure at the ocean bottom, and pa is the pressure applied to the
ocean surface. The depth averaged velocity is referred to as the external velocity, whereas the
deviation from the depth average

u′ = u− u, (28.35)
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is referred to it as the internal velocity.3 It follows by definition that the internal velocity has a
zero density weighted vertical integral

ˆ η

ηb

ρu′ dz =

ˆ η

ηb

ρ (u− u) dz = 0. (28.36)

Consequently, by making use of u = u+ u′ we find the depth integrated kinetic stress

ˆ η

ηb

Tkinetic
hor dz = −g−1 (pb − pa) [u⊗ u+ u′ ⊗ u′]. (28.37)

Note that absence of cross-terms (i.e., no internal-external correlation terms) appearing in the
depth integrated stress (28.37). In this manner we have separated the contributions from kinetic
stresses due to depth averaged horizontal velocities from those arising from depth-dependent
horizontal velocities.

28.4.4 Decomposing the depth integrated horizontal pressure gradient

We here consider the depth integrated pressure and the corresponding depth integrated horizontal
pressure gradient

P =

ˆ η

ηb

p dz and

ˆ η

ηb

∇hp dz. (28.38)

Assuming each fluid column maintains an approximate hydrostatic balance allows us to decompose
these integrals into elemental constituents. Doing so offers insights into the way pressure
accelerates the fluid.

Depth integrated pressure and its connection to the potential energy

Write the depth integrated pressure as

P =

ˆ η

ηb

p dz =

ˆ η

ηb

[d(p z)− z dp] = pa η − pb ηb +P, (28.39)

where we used the hydrostatic balance for a vertical fluid column to write4 dp = −g ρdz, and
we introduced the potential energy per horizontal area of a fluid column

P =

ˆ η

ηb

g ρ z dz. (28.40)

Evidently, equation (28.39) decomposes the depth integrated pressure into a contribution from
the applied surface pressure acting at the free surface, the bottom pressure acting at the ocean
bottom (recall that ηb < 0), and the potential energy per horizontal area of a fluid column.

3It is also common in the oceanography literature to refer to u′ as the baroclinic velocity and u as the barotropic
velocity. We avoid that nomenclature since we prefer to use baroclinic and barotropic in reference to vorticity
mechanics in Section 40.4.

4More generally, the differential of pressure is given by dp = ∇p · dx when probing three-dimensional spatial
increments, dx. However, the integral in equation (28.39) is vertical, in which case dp = (∂p/∂z) dz. For the
approximate hydrostatic fluid we thus have the transformation dp = −g ρ dz.
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Depth integrated horizontal pressure gradient

For the depth integrated horizontal pressure gradient, we start by using Leibniz’s rule to render

∇hP = ∇h
ˆ η

ηb

p dz = pa∇hη − pb∇hηb +
ˆ η

ηb

∇hpdz. (28.41)

Making use of the decomposition (28.39) leads to

−
ˆ η

ηb

∇hp dz = −∇hP + pa∇hη − pb∇hηb (28.42a)

= −∇h [pa η − pb ηb +P] + pa∇hη − pb∇hηb (28.42b)

= −∇hP− η∇hpa + ηb∇hpb. (28.42c)

These are very important results and so worth writing in a single identity

−
ˆ η

ηb

∇hp dz = −∇hP + pa∇hη − pb∇hηb = −∇hP− η∇hpa + ηb∇hpb. (28.43)

Equation (28.42a) exposes contributions from minus the horizontal gradient of the depth
integrated pressure plus surface and bottom form stresses

minus gradient of
´ η
ηb
p dz + boundary form stresses = −∇hP + pa∇hη − pb∇hηb. (28.44)

As a complement, equation (28.42c) exposes contributions from the gradient of the potential
energy plus those from the dual form stresses,

minus gradient of
´ η
ηb
g ρ z dz + boundary dual form stresses = −∇hP− η∇hpa + ηb∇hpb. (28.45)

It is notable that the literature commonly confuses form stresses with dual form stresses,
along with contributions from depth integrated pressure and the potential energy. The role of
these pressures is further studied for the axial angular momentum budget in Section 28.5, and
furthermore within the column vorticity balance in Section 40.9.

Pressure balances for motionless flow that is exactly hydrostatic

As discussed in Section 24.6, the horizontal pressure gradient everywhere vanishes for a fluid
in exact hydrostatic balance, ∇hp = 0. Correspondingly, the free surface and surface applied
pressure are spatially constant in order to maintain zero pressure gradients throughout the fluid.
For the depth integral pressure gradient, the decompositions (28.42a) and (28.42c) lead to the
exact hydrostatic fluid identities maintained at each vertical fluid column

∇hP = −pb∇hηb (28.46a)

∇hP = ηb∇hpb. (28.46b)

The first identity says that the horizontal gradient of the depth integrated hydrostatic pressure
exactly balances the topographic form stress. The second identity says that the horizontal
gradient of the potential energy per area balances the dual topographic form stress.

Since the curl of the left hand side vanishes for both of equation (28.46a) and (28.46a), we
find that the bottom pressure must be aligned with the bottom topography in order to maintain
zero flow

ẑ · (∇ηb ×∇pb) = 0. (28.47)

In the language of vorticity, we say that there is no bottom pressure torque when the flow is
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exactly hydrostatic (see Section 40.8.3). Conversely, nonzero flow is signaled by a misalignment
of the contours of constant bottom pressure and bottom topography. We can also arrive at
the identity (28.47) by taking the horizontal derivative of the bottom pressure. Since the fluid
is static we have a spatially constant free surface and applied pressure, and a density that is
horizontally uniform. Consequently,

∇hpb = g∇h
ˆ η

ηb

ρdz = −g ρ(z = ηb)∇hηb, (28.48)

thus revealing that bottom pressure contours are indeed parallel to bottom topography contours
when the fluid is in exact hydrostatic balance.

28.4.5 Depth integrated momentum equation

Bringing the pieces together leads to the depth integrated horizontal momentum equation for an
approximate hydrostatic fluid

(∂t + f ẑ×)Uρ = u(η)Qm + pa∇hη − pb∇hηb −∇hP +∇h ·
[ˆ η

ηb

Tkinetic
hor dz

]
+

ˆ η

ηb

ρF dz. (28.49)

In this equation we exposed minus the gradient of the depth integrated pressure along with the
boundary form stresses, as per equation (28.42a). We could just as well have chosen to expose
minus the gradient of the potential energy along with the boundary dual form stresses, as per
equation (28.42c), in which case

(∂t + f ẑ×)Uρ = u(η)Qm − η∇hpa + ηb∇hpb −∇hP+∇h ·
[ˆ η

ηb

Tkinetic
hor dz

]
+

ˆ η

ηb

ρF dz. (28.50)

For many applications we focus on the vertical divergence of horizontal frictional stress plus a
term arising from horizontal strains, in which case

ˆ η

ηb

ρF dz =

ˆ η

ηb

(ρF horz + ∂zτ ) dz =D + τ η − τ ηb ≡D +∆τ , (28.51)

where τ η is the horizontal stress vector at the surface (e.g., wind stress on the ocean surface),
τ ηb is the horizontal stress vector at the bottom (e.g., turbulent drag at the fluid-solid earth
boundary), and

D =

ˆ η

ηb

ρF horz dz (28.52)

is the depth integrated friction arising from horizontal stresses within the fluid interior (e.g.,
viscous stresses as in Section 25.8). In this case the horizontal momentum equation (28.50) takes
on the equivalent forms

(∂t + f ẑ×)Uρ = u(η)Qm + pa∇hη − pb∇hηb −∇hP +A+D +∆τ (28.53a)

(∂t + f ẑ×)Uρ = u(η)Qm − η∇hpa + ηb∇hpb −∇hP+A+D +∆τ , (28.53b)

where we introduced the shorthand for the nonlinear kinetic stress term

A ≡ ∇h ·
[ˆ η

ηb

Tkinetic
hor dz

]
= −∇h ·

[ˆ η

ηb

ρu⊗ u dz

]
. (28.54)
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28.4.6 Zonally integrated zonal momentum balance

Zonal integration and zonal averaging offer a common means to summarize elements of the
flow, particularly in the atmosphere where zonal motions are much stronger than meridional
due to the earth’s rotation and the differential solar heating of the planet. Additionally, zonal
averaging is of particular interest in the Southern Ocean, where the Drake Passage latitudes offer
a zonally unbounded domain for ocean circulation. Even for zonally bounded ocean domains
where gyre circulations occur, it is of interest to zonally integrate across the domain to study
balances leading to meridional motion across the chosen latitude. We are thus motivated to
integrate zonally across the full extent of the domain, with the resulting boundary contributions
dependent on the geometry and topology of the domain.

Three canonical domains

We illustrate three canonical domains in Figure 28.6. For the zonally periodic domain, the zonal
integral of any zonal derivative vanishes so that, for example,

˛
∂xP dx = 0, (28.55)

where we write
¸
dx for integration over a zonally periodic domain. Additionally, zonal derivatives

vanish for a zonally bounded domain with sloping shorelines

ˆ
∂xP dx = ∆P = 0. (28.56)

The reason this integral vanishes is that any depth integrated quantity, such as P , vanishes at
the shoreline edge merely since the layer thickness vanishes at the shoreline edge. The same
result holds for any other depth integrated quantity, including depth integrated axial angular
momentum, mass transport, and potential energy.

It is only for the zonally bounded domain with vertical sidewalls (third panel in Figure 28.6)
that we are unable to drop the zonal integral of the zonal pressure gradient. We observe that
vertical sidewalls are common for numerical models and many theories of the ocean circulation.
However, vertical sidewalls are the exception in Nature. For this reason, in the following we focus
on the more geophysically relevant periodic configuration and the sloping shoreline configuration.

Zonally unbounded + periodic Zonally bounded with shorelines Zonally bounded with vertical walls

z
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Figure 28.6: Three canonical zonal topologies/geometries considered in the study of fluid flow, particularly
ocean flows. The light portion of each panel represents the fluid whereas the darker portion is the solid earth
bottom topography. Left panel: zonally unbounded and periodic channel. Here, the topography, surface boundary
forcing, and flow are zonally periodic. Middle panel: zonally bounded region where the zonal bounds occur along
sloping shorelines at which the fluid thickness vanishes. The horizontal position of the vanishing thickness is time
dependent since the fluid can move up and down the shoreline. Right panel: zonally bounded region where the
fluid encounters a vertical sidewall so that the horizontal position of the fluid boundary is fixed, and so there is no
horizontal position where the fluid thickness vanishes. Fixed vertical sidewall boundaries are commonly found
in numerical model simulations and tacitly assumed in many theoretical treatments. Even so, vertical sidewall
boundaries are uncommon in Nature.
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Zonally integrated meridional mass transport

A zonal integral, either over a periodic domain or a domain with vanishing layer thickness along
the shoreline, renders an expression for the meridional transport across the zonal-depth section

f

ˆ
V ρ dx =

ˆ
[pa ∂xη − pb ∂xηb − ∂tUρ − u(η)Qm + (A+D +∆τ ) · x̂] dx, (28.57)

where we set
´
∂xP dx =

´
∂xP dx = 0. Note that the Coriolis parameter was pulled outside the

zonal integral since it is constant along a constant latitude line. As discussed in Section 28.5,
this equation, or its analog for the axial angular momentum, provides a useful framework for
studies of momentum balances in both the Southern Ocean and in ocean gyres. For the special
case of a steady state in the absence of surface mass fluxes, so that ∂tU

ρ = 0 and Qm = 0, and
for a domain closed in the north and south, so that mass conservation renders

´
V ρ dx = 0, then

the balance (28.57) simplifies to

ˆ
[pa ∂xη − pb ∂xηb + (A+D +∆τ ) · x̂] dx = 0. (28.58)

For those cases where nonlinear terms and interior friction are small, we find a balance between
pressure form stresses at the boundaries plus boundary turbulent stresses. We defer to Section
28.5 any further remarks on this case.

28.4.7 Balances when ∇ ·U ρ = 0

There are many occasions in which the depth integrated flow is close to non-divergent, ∇·Uρ = 0.
Such occurs particularly at the large scale and for cases where we neglect the mass transport
accross the ocean surface, Qm = 0. Following the kinematics from Section 21.4, we introduce a
transport streamfunction so that

Uρ = ẑ ×∇Ψ, (28.59)

with Ψ having dimensions of mass per time. Use of the transport streamfunction brings the
Coriolis contribution to the form

f ẑ ×Uρ = f ẑ × (ẑ ×∇Ψ) = −f ∇Ψ, (28.60)

so that the momentum equations (28.53a) (28.53b) become

∂tU
ρ = f ∇hΨ+ pa∇hη − pb∇hηb −∇hP +A+D +∆τ . (28.61a)

∂tU
ρ = f ∇hΨ− η∇hpa + ηb∇hpb −∇hP+A+D +∆τ (28.61b)

To reach a steady flow requires the following balances

−f ∇hΨ = pa∇hη − pb∇hηb −∇hP +A+D +∆τ . (28.62a)

−f ∇hΨ = −η∇hpa + ηb∇hpb −∇hP+A+D +∆τ (28.62b)

For some analysis it can be useful to project equation (28.62a) into the horizontal direction
tangent to the bottom topography, denoted by the unit vector t̂. Doing so eliminates the pb∇hηb
term to have the steady along-topography flow balance

−f t̂ · ∇hΨ = t̂ · (pa∇hη −∇hP +A+D +∆τ ). (28.63)
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28.5 Axial angular momentum budget for an ocean domain
We here develop the column integrated budget for axial angular momentum in an ocean region,
such as shown in Figure 28.7. We then further specialize the budget by zonally integrating.
The analysis shares features with the depth integrated linear momentum balance developed in
Section 28.4. As in that discussion, we here assume the primitive equations (Section 27.1) so
that the horizontal gradient operator is independent of depth (as for Sections 27.1.6 and 28.4,
we need this assumption for equation (28.68b) below).

There is a close relation between the zonal momentum and axial angular momentum, with
details provided in our study of geophysical particle dynamics in Sections 14.5 and 14.6. We
choose to here study axial angular momentum since it has a slightly simpler budget (equation
(28.64) discussed below) than the corresponding budget equation (28.53a) for zonal linear
momentum. The simpler budget follows since axial angular momentum is directly connected to
the axial symmetry of the rotating spherical planet (Sections 14.5 and 24.7).

To add a bit more generality to the analysis, we make use of spherical coordinates, though
doing so offers only a modest degree of extra details beyond Cartesian coordinates. Although
here focused on the ocean, many of the concepts and methods are directly relevant to a study of
atmospheric axial angular momentum as introduced in Section 24.7 and discussed in Section
10.3 of Holton and Hakim (2013).

z

λ
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Figure 28.7: Schematic of the axial angular momentum for a fluid column, here depicted moving in an ocean
with a topographic bump. In Section 28.5 we develop the budget for the depth and zonal integrated axial angular
momentum in the ocean, where we see that the axial angular momentum is affected by a variety of boundary
processes as well as interior transports and pressures.

28.5.1 Anticipating the budget
Before diving into the mathematical formulation, let us use some of the understanding gleaned
from earlier sections of this chapter to anticipate the basic results. Doing so offers a framework
to guide the maths, and to double check that the maths indeed renders a physically sensible
budget.

For this purpose, consider a column of fluid such as shown in Figure 28.7. The forces
acting on that column arise from contact forces (pressure stress, kinetic stress, and frictional
stress) acting on the boundary (sides, top, and bottom), and body forces acting throughout the
column (from effective gravity and Coriolis). There are further avenues for momentum to be
transported across the ocean surface as part of the mass transported by rain, evaporation, and
rivers. Each of these forces contribute a torque to the fluid column computed relative to the
earth’s rotational axis, thus modifying the axial angular momentum of the fluid column. In
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the following development, we mathematically express the variety of forces and corresponding
torques, thus building up the axial angular mometum budget.

28.5.2 Axial angular momentum

The axial angular momentum budget for a fluid element follows that developed in Section 24.7,
here written with the addition of zonal friction

ρ
Dlz

Dt
= −∂p

∂λ
+ r⊥ ρF

λ, (28.64)

where
lz = r⊥ (u+ r⊥Ω) (28.65)

is the axial angular momentum per unit mass, and

r⊥ = r cosϕ (28.66)

is the distance to the polar rotation axis (the moment arm). For the primitive equations we set
the radial position, r, to the earth radius, Re, in the following.5 Use of the Eulerian form of
mass conservation (equation (19.6)) leads to the Eulerian flux-form budget

∂(ρ lz)

∂t
+∇ · (ρv lz) = −∂p

∂λ
+ r⊥ ρF

λ, (28.67)

with lzρ dz the angular momentum per unit horizontal area. We use this form for the budget to
develop the depth integrated axial angular momentum budget.

28.5.3 Depth integrated budget

Vertically integrating equation (28.67) over a column of ocean fluid renders a budget for the
column-integrated axial angular momentum. As in Section 28.4.2, we here make use of Leibniz’s
Rule to reach the following identities that expose boundary contributions

ˆ η

ηb

∂(ρ lz)

∂t
dz =

∂

∂t

[ˆ η

ηb

ρ lz dz

]
−
[
ρ lz

∂η

∂t

]
z=η

(28.68a)

ˆ η

ηb

∇h · (ρu lz)dz = ∇h ·
[ˆ η

ηb

ρu lz dz

]
− [ρ lz u · ∇η]z=η + [ρ lz u · ∇ηb]z=ηb (28.68b)

ˆ η

ηb

∂(ρw lz)

∂z
dz = [w ρ lz]z=η − [w ρ lz]z=ηb . (28.68c)

Equation (28.68c) made use of the primitive equations whereby the horizontal divergence operator
is depth independent. The surface kinematic boundary condition (19.94) and bottom kinematic
boundary condition (19.56) allow us to reach a reasonably tidy expression

∂

∂t

[ˆ η

ηb

lzρdz

]
= [lzQm]z=η −∇h ·

[ˆ η

ηb

lzu ρdz

]
+

ˆ η

ηb

[
−∂p
∂λ

+ r⊥ ρF
λ

]
dz. (28.69)

The budget (28.69) says that the depth integrated axial angular momentum per horizontal area in
a horizontally fixed fluid column has a time tendency (left hand side) arising from the convergence
of horizontal advection of axial angular momentum plus torques due to surface boundary mass
fluxes, depth integrated zonal pressure gradients, and depth integrated irreversible stresses. This

5See also Exercise 27.1.
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mathematical expression of the budget meets our expectations based on our understanding of
the physical principles discussed in Section 28.5.1.

28.5.4 Atmospheric and topographic form stresses
We can further unpack the contribution from pressure in the budget (28.69) by making use of
Leibniz’s rule to write

−
ˆ η

ηb

∂p

∂λ
dz = −∂P

∂λ
+ pa

∂η

∂λ
− pb

∂ηb
∂λ

, (28.70a)

where P is the depth-integrated pressure given by equation (28.38). We studied this decomposi-
tion of the pressure force in Section 28.2 and encountered it in Section 28.4.4. Again, we see
that the depth integrated zonal pressure gradient has been decomposed into three terms: (i)
zonal pressure differences integrated across the depth of the column, (ii) form stress imparted to
the ocean from the atmospheric pressure, (iii) form stress imparted by the solid earth bottom
topography onto the ocean.

28.5.5 Turbulent stresses at the surface and bottom
For turbulent stresses, we focus on the vertical transfer of zonal momentum arising from the
vertical shear of horizontal stresses

ρF λ =
∂τλ

∂z
, (28.71)

where τλ is the zonal component to the stress vector.6 When integrated vertically over an ocean
column,

´ η
ηb
ρF λ dz, this friction arises from stresses acting in the ocean surface and bottom

boundary/Ekman layers (Chapter 33), where the stress arises from turbulent motions that
transfer momentum vertically through these layers.

For the friction contribution, we make use of the primitive equations so that the axial
moment-arm is approximated by its value at the ocean surface

r⊥ = r cosϕ = (z +R) cosϕ ≈ R cosϕ = R⊥, (28.72)

as per the shallow fluid approximation built into the hydrostatic primitive equations discussed
in Section 27.1. This assumption allows us to write the frictional contribution to the angular
momentum budget (28.69) in the form

ˆ η

ηb

r⊥ ρF
λ dz ≈ R⊥

ˆ η

ηb

ρF λ dz = R⊥ (τλa − τλb ). (28.73)

The final expression introduced τλa , which is the zonal component to the stress acting on the
ocean surface imparted through interactions between the ocean and the overlying atmosphere
and/or ice. The signs are such that τλa > 0 transfers an eastward momentum to the ocean
such as via a westerly wind stress. Likewise, the stress τλb is the zonal stress at the ocean
bottom imparted through interactions between the ocean and the solid-earth. The signs are such
that τλb > 0 reflects the transfer of eastward momentum from the ocean to the solid-earth, or
conversely the transfer of westward momentum from the earth to the ocean. The net contribution
from vertical friction is thus given by the moment arm, R⊥, multiplied by the difference in
boundary stresses.

6As seen in equation (28.52), there are other turbulent terms associated with interior Reynolds stresses arising
from horizontal shears. We omit these terms for the present analysis since they are generally smaller than stresses
arising from vertical strains, and smaller than the turbulent stresses associated with surface and bottom boundary
processes.
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28.5.6 Summary budget for column integrated axial angular momentum
Bringing all the pieces together leads to the depth integrated axial angular momentum budget

∂

∂t

[ˆ η

ηb

lzρdz

]
= −∇h ·

[ˆ η

ηb

lzu ρdz

]
− ∂P
∂λ

+[lzQm]z=η+pa
∂η

∂λ
−pb

∂ηb
∂λ

+R⊥ (τλa −τλb ). (28.74)

Other than assuming a specific form of the frictional stress given by equation (28.71), this result
is the exact budget for the axial angular momentum in a column of ocean fluid satisfying the
primitive equations.

Removing zonal means

We further isolate the processes contributing to the budget (28.74) by introducing the zonal
mean operator

A ≡ 1

L(ϕ)

ˆ
Adλ, (28.75)

where
L(ϕ) = (Re cosϕ)∆λ = R⊥∆λ (28.76)

is the zonal length of the domain as a function of latitude, ϕ, and ∆λ is the zonal extent of
the domain in radians. For a domain that circles the planet, then ∆λ = 2π. Other domains
are possible, such as those in Figure 28.6. The corresponding zonal anomalies to the depth
integrated pressure, sea surface height, and bottom topography are thus given by

P ′ = P − P and η′ = η − η and η′b = ηb − ηb, (28.77)

in which case equation (28.74) takes the form

∂

∂t

[ˆ η

ηb

lzρdz

]
= −∇h ·

[ˆ η

ηb

lzu ρdz

]
− ∂P

′

∂λ
+[lzQm]z=η+pa

∂η′

∂λ
−pb

∂η′b
∂λ

+R⊥ (τλa −τλb ). (28.78)

Steady state balance

Steady state balances are of particular interest when studying the large-scale low frequency
circulation. A steady state holds for the angular momentum budget (28.78) so long as the
following balance is maintained

∇h ·
[ˆ η

ηb

lzu ρdz

]
= −∂P

′

∂λ
+ [lzQm]z=η + pa

∂η′

∂λ
− pb

∂η′b
∂λ

+R⊥ (τλa − τλb ). (28.79)

Consequently, a steady state is realized if the horizontal divergence of depth integrated axial
angular momentum advection (left hand side) is balanced by torques created by the variety
of physical processes on the right hand side. We further examine these physical processes by
studying the zonally integrated budget.

28.5.7 Steady domain integrated balance
Consider the area integral of the steady state balance (28.79) over the full ocean domain that is
either periodic and/or has sloping side boundaries. In this case the divergence of the angular
momentum transport integrates to zero, so that we are left with the balance

ˆ ϕn

ϕs

(ˆ λe(ϕ)

λw(ϕ)

[
[lzQm]z=η + p′a

∂η′

∂λ
− p′b

∂η′b
∂λ

+R⊥ (τλa − τλb )
]
dλ

)
R2

e cosϕ dϕ = 0. (28.80)
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In computing the area integral, we chose to first integrate over the longitudinal domain, λw(ϕ) ≤
λ ≤ λe(ϕ), which is a function of latitude, and then to integrate over the full latitudinal domain,
ϕs ≤ ϕ ≤ ϕn. In most applications the surface mass term, [lzQm]z=η, is smaller than the other
terms, in which case the balance is between the boundary form stresses and the boundary
turbulent stresses.

In the angular momentum balance (28.80), we introduced the zonal anomalies for the applied
surface pressure and the bottom pressure

p′a(λ, ϕ) = pa(λ, ϕ)− pa(ϕ) and p′b(λ, ϕ) = pb(λ, ϕ)− pb(ϕ). (28.81)

We can introduce these anomalous fields since their zonal averages do not contribute to the
budgets in either the periodic or sloping shoreline domains. To verify this property, note that

ˆ
pa
∂η′

∂λ
dλ =

ˆ
∂(pa η

′)

∂λ
dλ = 0. (28.82)

For a periodic domain this term vanishes by inspection. For a zonally bounded domain with a
sloping shoreline, it also vanishes since η′ = 0 at the edge of the shoreline. Likewise, the bottom
pressure term satisfies ˆ

pb
∂η′b
∂λ

dλ =

ˆ
∂(pb η

′
b)

∂λ
dλ = 0, (28.83)

which follows either by periodicity or since η′b = 0 along the edge of a sloping shoreline. In
conclusion, we see that it is only the zonal anomalies of the atmospheric and bottom pressures,
and free surface and bottom topography, that impact the zonal mean zonal momenum balance
(28.85) for the periodic and sloping shoreline domains.

28.5.8 Form stress versus dual form stress

We can further exploit symmetry of the periodic domain and sloping shoreline domain by writing
the form stresses in equation (28.85) in an alternative manner that makes use of the dual form
stress ˆ [

p′a
∂η′

∂λ
− p′b

∂η′b
∂λ

]
dλ =

ˆ [
−∂p

′
a

∂λ
η′ +

∂p′b
∂λ

η′b

]
dλ. (28.84)

Diagnostics of zonally integrated form stress can be more convenient using one form or the other,
depending on dataset or numerical model framework. We have a choice since the zonal integral
is the same, and that freedom is afforded since the spatial integral removes local information
that appears as a total zonal derivative. However, we offer two caveats in this regard.

• The identity (28.84) does not hold for the bounded domain with vertical sidewalls (third
panel of Figure 28.6). If working in such a domain and if one chooses to study patterns
based on the right hand side dual form stress, then its zonal integral will not agree with
that of the form stress on the left hand side. Correspondingly, physical interpretations
based on the dual form stress are questionable.

• Although the zonal integrals in equation (28.84) agree for the periodic domain and sloping
shoreline domain, there is no local identity between terms on the left hand side and right
hand side. So if one wishes to make a statement about patterns of local form stresses
acting on the depth integrated axial angular momentum, then it is necessary to return to
the form stress appearing on the left hand side of equation (28.84).
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28.5.9 Steady zonal and depth integrated budget
Now consider just a zonal integral of the steady angular momentum budget (28.79), again over
a domain that is either periodic or has sloping shorelines (Figure 28.6). In both of these cases,
we are left with the zonal and depth integrated steady angular momentum budget

1

R cosϕ

ˆ
∂

∂ϕ

[ˆ η

ηb

lz v ρdz

]
dλ =

ˆ [
[lzQm]z=η + p′a

∂η′

∂λ
− p′b

∂η′b
∂λ

+R⊥ (τλa − τλb )
]
dλ. (28.85)

The meridional divergence of the advective transport of angular momentum is balanced, in the
steady state, by the boundary terms on the right hand side.

28.5.10 Southern Ocean balances
Under certain cases the primary balance in equation (28.85) is between the form stress and
boundary turbulent stress, whereby

˛ [
p′a
∂η′

∂λ
+R⊥ τ

λ
a

]
dλ ≈

˛ [
p′b
∂η′b
∂λ

+R⊥ τ
λ
b

]
dλ. (28.86)

For much of the large-scale Southern Ocean circulation, the primary balance is even simpler: it
is a balance between surface wind stress and topographic form stress

˛
τλa dλ ≈

˛
p′b

1

R⊥

∂η′b
∂λ

dλ = −
˛
η′b

1

R⊥

∂p′b
∂λ

dλ, (28.87)

with this balance exemplified in Figure 28.8. We now state in words what this balance means in
the presence of a net eastward wind stress,

¸
τλa dλ > 0. The equivalent expressions on the right

hand side allow complementary perspectives.

• For the first equality in equation (28.87) we see that a balance is realized if on the upwind
side of a topographic bump there is an anomalously high bottom pressure, with the opposite
on the downwind side. Correspondingly, there is a net westward topographic form stress
imparted by the solid earth onto the ocean that balances the eastward surface wind stress
imparted by the atmosphere onto the ocean.

• The second equality in equation (28.87) reveals that for η′b > 0 (topographic ridge), a
steady angular momentum balance is maintained so long as the bottom pressure decreases
across the ridge from west to east, just as depicted in Figure 28.8.

28.5.11 Topographic form stress and ocean gyres
Hughes (2000) and Hughes and de Cueves (2001) are notable for having emphasized the
importance of bottom topographic form stress, and the associated bottom pressure torque
appearing in the vorticity equation (detailed in see Section 40.9). The key role for topographic
form stress is well appreciated for channel flows since the work of Munk and Palmén (1951)
who studied the Southern Ocean steady force balances (see also Webb and de Cueves (2007)
for studies of the transient case). However, Hughes (2000) and Hughes and de Cueves (2001)
showed that it is central even for steady ocean gyre circulations when allowing for sloping sides
rather than vertical sides. Hence, sloping sides for the gyre domain allow for a steady momentum
balance to occur between bottom form stress and wind stress, and a steady vorticity balance to
occur between bottom pressure torque and wind stress curl. As a result, topographic form stress
and bottom pressure torques allow for a mostly inviscid balance in ocean gyres much like for the
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Figure 28.8: Depicting the balance between zonal wind stress and topographic form stress for a southern
hemisphere zonally periodic ocean channel. For an eastward wind stress, the flow reaches a steady state if the
upwind side of a topographic bump sees an anomalously high bottom pressure whereas on the downwind side it
is anomalously low. The form stress imparted by the ocean onto the solid earth is eastward since the bottom
pressure is higher in the west and lower in the east. Conversely, Newton’s third law tells us that the topographic
form stress imparted by the solid earth onto the ocean is westward. In this manner, the eastward force imparted
by the atmosphere onto the ocean through wind stress is balanced by a westward topographic form stress imparted
by the solid earth onto the ocean. Furthermore, the eastward bottom pressure gradient leads to a northward
depth integrated geostrophic transport above the southern hemisphere ridge. Signs are swapped when flow moves
over a depression, in which a westward bottom pressure gradient leads to southward geostrophic transport over
the depression. We revisit these dynamical processes for the shallow water fluid in Figure 36.8.

zonally re-entrant Southern Ocean. We return to these points in Section 39.7, in particular in
Section 39.7.6, when studying gyre circulations in a shallow water fluid.

28.5.12 Further study
Elements of this section are based on Hughes (2000) and Hughes and de Cueves (2001), as well
as the analogous discussion of the global atmospheric axial angular momentum budget developed
in Section 10.3 of Holton and Hakim (2013). Straub (1993) provides an analogous analysis with
a focus on the Southern Ocean. The physical processes establishing the balances noted for the
Southern Ocean remain under investigation, with further resources to the literature including
Section 21.7 of Vallis (2017), and the reviews by Rintoul et al. (2001), Rintoul and Naveira
Garabato (2013), and Rintoul (2018). We further revisit this balance in Section 36.7 for the
shallow water system.

page 766 of 2158 geophysical fluid mechanics



Chapter 29

THE BOUSSINESQ OCEAN

In some areas of fluid mechanics the speed of fluid particles can approach the speed of sound.
In that case, the Mach number, which is the ratio of the fluid particle speed to the speed of
sound waves, reaches unity or larger.1 In such flows it is important to consider the influence of
compressibility since the large flow speeds can lead to nontrivial local density changes through
the convergence of advective mass fluxes.

Many of the geophysical flows studied in this book, particularly ocean flows, have Mach
numbers well below unity. Hence, their local density changes are generally much smaller than the
mean density.2 Yet even with a small Mach number, pressure can play a nontrivial role in affecting
density changes for those cases where motions extend over vertical distances comparable to the
scale height. For the atmosphere, the scale height (Section 23.4.10) is roughly 10 km, whereas
the ocean’s scale height is generally deeper than the ocean. For this reason, compressibility
effects are generally important for atmospheric motions, whereas they can be neglected for many
purposes in ocean fluid mechanics.

Because compressibility effects are relatively weak in the ocean, the ocean velocity field is well
approximated as non-divergent, thus allowing for the volume conserving kinematics from Chapter
21. Even with this approximation, it is crucial to note that the ocean is not an incompressible
fluid since density is not uniform, and so we need something more than incompressible fluid
mechanics.3 It is for this purpose that we here develop the Boussinesq ocean equations, which sit
somewhere between the fully compressible fluids (i.e., non-Boussinesq fluids) and incompressible
flows.

In brief, the Boussinesq ocean velocity is non-divergent, thus representing an incompressible
flow, and yet the Boussinesq ocean fluid admits density variations, as for a compressible fluid.
That is, the study of a Boussinesq ocean concerns the incompressible flow of a compressible
fluid, thus exemplifying the important distinction between a fluid property versus a flow property.
Since the flow is non-divergent, the pressure in the Boussinesq ocean is not the thermodynamic
pressure found in the compressible non-Boussinesq fluid studied in Part IV of this book. Rather,
Boussinesq pressure serves a purely mechanical role by acting as the Lagrange multipler to
constrain the Boussinesq flow to be non-divergent.4

1When a jet airplane or rocket moves at a speed greater than Mach one, such super-sonic motion generates a
spectacularly loud and powerful sonic boom. In Section 51.5.2 we provide a more precise measure of the Mach
number in terms of fluctuations of the density. For purposes of the present chapter, density fluctuations are very
small and thus correspond to a tiny Mach number.

2In Section 51.5.2 in our study of acoustics, we see precisely how a density fluctuation is related to the Mach
number.

3The fluid mechanics of constant density fluids is sometimes referred to as hydrodynamics. Certain idealized
models of geophysical fluid mechanics follow the approaches of hydrodynamics; e.g., the single layer of constant
density shallow water fluid studied in Part VI of this book. However, density variations are crucial for many
atmosphere and ocean flows.

4We see this role for pressure as a Lagrange multiplier when studying Hamilton’s principle for a Boussinesq
ocean in Section 48.2. See also Section 59A of Serrin (1959) for more on pressure in a non-divergent flow.
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reader’s guide to this chapter
We here derive the Boussinesq ocean equations and explore their physical properties,

including energetics. The Boussinesq ocean has broader application than just to the ocean, with
many characteristics also holding for atmospheric flow satisfying the anelastic approximation
(see Section 2.5 of Vallis (2017)). Furthermore, the Boussinesq ocean provides the starting
point for many of the geophysical fluid models found later in this book. This is a relatively long
chapter due to the broad use of the Boussinesq ocean in this book, which in turn motivates
us to explore many of its facets.
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29.1 The Boussinesq ocean approximation

For the ocean, density deviates no more than a few percent relative to the volume mean density.
Although small, ocean density deviations act over large distances and are crucial for driving
large-scale circulations. Such thermohaline circulations derive their driving force from variations
in temperature and salinity that affect density and, in turn, modify the pressure. A key reason
that small density changes can be so pivotal is that the density variations are multiplied by the
relatively large gravitational acceleration when computing pressure. The oceanic Boussinesq
approximation provides a systematic means to ignore small density deviations where it is
safe to do so dynamically, while retaining density variations where they are critical such as
when multiplied by gravity. In brief, the oceanic Boussinesq approximation makes use of (a
slightly modified) compressibile thermodynamics plus an incompressible kinematics. The use
of compressible thermodynamics allows for thermohaline processes to modify density and thus
pressure, while the incompressible kinematics removes sound waves and renders the volume of a
fluid element materially invariant.

29.1.1 Isolating the dynamically active pressure field

Pressure in a vertically stratified fluid can be decomposed into a static background hydrostatic
pressure plus a deviation from the background pressure. We made use of this decomposition in
Section 27.2.4 when developing the scaling for the hydrostatic approximation. The decomposition
holds even when the fluid is non-hydrostatic. We consider the background pressure to be a
function just of depth and as such it is determined by a static and horizontally homogeneous
background density field. We are motivated to introduce this decomposition given that the
background hydrostatic pressure field (again, it is just a function of depth) is dynamically
inactive (as shown below). This decomposition is exact and motivated by the desire to isolate
the dynamically active part of the equations of motion.

To achieve the pressure decomposition, start by decomposing density according to

ρ(x, t) = ρo(z) + ρ′(x, t) (29.1)
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where the deviation density is much smaller than the reference density

ρ′ ≪ ρo. (29.2)

The following formulation for the momentum equation holds for the general case of ρo(z).
However, we note in Section 29.1.2 that setting ρo(z) = ρo is motivated for studies of potential
vorticity in the Boussinesq ocean. Indeed, a space and time constant reference density is generally
synonymous with the oceanic Boussinesq approximation.5

The corresponding decomposition of pressure is given by the sum of a static and depth
dependent background pressure, po(z), and a deviation pressure, p′(x, t),

p(x, t) = po(z) + p′(x, t). (29.3)

The background pressure is assumed to be in hydrostatic balance with the reference density

dpo
dz

= −ρo g, (29.4)

with po and ρo both static. We offer the following points to clarify the decomposition of pressure
in equation (29.3).

• Assuming the background pressure, po(z), to be hydrostatic does not imply that the full
pressure, p(x, t), is also hydrostatic. Rather, the decomposition merely serves to remove
that portion of the pressure field that plays no role in establishing motion (we see this
property below). So this decomposition holds whether the full pressure is approximately
hydrostatic or fully non-hydrostatic.

• Furthermore, if p(x, t) is in an approximate hydrostatic balance (Section 27.2), the de-
composition (29.3) does not remove all of the hydrostatic pressure from p(x, t). Rather,
p′(x, t) is generally nonzero whether p(x, t) is in an approximate hydrostatic balance or
fully non-hydrostatic.

With the above density and pressure decompositions, the momentum equation

ρ

[
Dv

Dt
+ 2Ω× v

]
= −∇p− ẑ g ρ (29.5)

takes the equivalent form

(ρo + ρ′)

[
Dv

Dt
+ 2Ω× v

]
= −∇p′ − g ρ′ ẑ −

[
dpo
dz

+ ρo g

]
ẑ (29.6a)

= −∇p′ − g ρ′ ẑ, (29.6b)

where we used the hydrostatic balance (29.4) for the second equality. We thus see that the
background hydrostatic pressure, po(z), leads to no motion since it drops out from the momentum
equation. The gradient pressure force is thus determined solely by the gradient of p′.

29.1.2 Boussinesq momentum equation
To develop the Boussinesq momentum equation, divide the momentum equation (29.6b) by the
density, ρ = ρo + ρ′, and write the pressure and gravity terms as

∇p′ + g ρ′ ẑ

ρo + ρ′
=
∇p′ + g ρ′ ẑ

ρo + ρ′

[
ρo − ρ′
ρo − ρ′

]
=
∇p′ + g ρ′ ẑ

ρ2o − (ρ′)2
(ρo − ρ′) ≈

∇p′ + g ρ′ ẑ

ρo
, (29.7)

5Exercise 29.3 offers a modest means to generalize this assumption.
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where the final approximation results from dropping all terms that are second order in deviation
quantities. This approximation then leads to the Boussinesq momentum equation

Dv

Dt
+ 2Ω× v = − 1

ρo
∇p′ + b ẑ, (29.8)

where we introduced the globally referenced Archimedean buoyancy (Chapter 30) as defined
relative to the constant background density

b = −g ρ
′

ρo
= −g (ρ− ρo)

ρo
. (29.9)

Hence, the globally referenced Archimedean buoyancy is positive when the in situ density is
less than the reference density so that ρ′ = ρ− ρo < 0. That is, b > 0 when the fluid element is
lighter (more buoyant) than the background reference density. Buoyancy is the product of the
gravitational acceleration, which is a relatively large term, and the small number ρ′/ρo. Their
product is generally not small so that it generally cannot be neglected from the momentum
equation. This is a key point in producing a Boussinesq ocean equation set that contains
dynamical processes arising from horizontal buoyancy gradients.

In the special case of a space and time constant reference density, ρo(z) = ρo, it is convenient
to introduce the shorthand for the deviation pressure normalized by the reference density

φ =
p′

ρo
=
p− po(z)

ρo
. (29.10)

In this case the Boussinesq momentum equation takes the form

Dv

Dt
+ 2Ω× v = −∇φ+ b ẑ. (29.11)

29.1.3 A vorticity motivation to set ρo constant

We now anticipate a later discussion of vorticity and potential vorticity to motivate setting
ρo(z) to a constant. This paragraph is not critical for the remainder of this chapter, but worth
returning to after studying baroclinicity for the Boussinesq fluid in Section 40.7.2. For that
purpose, we note that the form of the pressure gradient acceleration found in equation (29.11)
is particularly useful given that the curl of the right hand side eliminates pressure from the
vorticity equation (Section 40.7.1). In contrast, for the more general form with ρo(z) in equation
(29.8), the Boussinesq baroclinicity vector (equation (40.152)) has a contribution from both
pressure and buoyancy (we derive equation (29.12) in Exercise 40.7)

B = ∇
[
b− p′

ρ2o

dρo
dz

]
× ẑ. (29.12)

The additional pressure contribution complicates the development of potential vorticity whereby
we wish to have B · ∇b = 0 (see Section 41.5.1). We are thus movitated to use a space and time
constant reference density so that dρo/dz = 0. Following this motivation, we generally assume ρo
is a constant in this book. Even so, in Exercise 29.3 we discuss a middle ground by defining a
slightly more general buoyancy field while retaining a constant ρo.
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29.1.4 Mass continuity

When decomposing density according to equation (29.1), the mass continuity equation (Section
19.2)

Dρ

Dt
= −ρ∇ · v, (29.13)

takes the form
Dρ′

Dt
= −(ρo + ρ′) (∇h · u+ ∂zw). (29.14)

For many geophysical flows, the material time derivative on the left hand side is much smaller
than either of the two terms appearing on the right hand side. To help formalize this observation
it is useful to introduce a time scale for the various terms in this equation∣∣∣∣1ρ Dρ′

Dt

∣∣∣∣ ∼ 1

Tρ
|∂xu| ∼ T−1

u |∂yv| ∼ T−1
v |∂zw| ∼ T−1

w . (29.15)

Quite often we find flows in which the time scales associated with the spatial deformations of
the flow, in the direction of the flow, are much smaller than time scales for the material changes
in density, whereby

T−1
u , T−1

v , T−1
w ≫ T−1

ρ . (29.16)

In this case the only way for the mass balance equation (29.14) to hold is for the three terms
contributing to the divergence to balance one another

∂xu+ ∂yv + ∂zw ≈ 0. (29.17)

Taking this balance to the limit motivates setting the velocity field for the Boussinesq ocean to
be non-divergent

∇ · v = 0. (29.18)

Note that for density stratified flows we generally find the horizontal divergence of the horizontal
velocity balancing the vertical convergence of the vertical velocity. For a Boussinesq ocean this
balance is exact

∇h · u = −∂zw. (29.19)

29.1.5 Dependence on reference density

How does the solution compare when considering two distinct reference densities, say ρo ̸= ρ1?
To answer this question, write the inviscid Boussinesq velocity equation in the form

(∂t + v0 · ∇)v0 + 2Ω× v0 = −∇φ0 + b0 ẑ (29.20a)

(∂t + v1 · ∇)v1 + 2Ω× v1 = −∇φ1 + b1 ẑ. (29.20b)

Consider an initial condition in which

ρo v0 = ρ1 v1, (29.21)

and with pressure and buoyancy initialized so that

ρo (−∇φ0 + b0 ẑ) = ρ1 (−∇φ1 + b1 ẑ) = −∇p− g ρ ẑ. (29.22)

Hence, the difference between equations (29.20a) and (29.20b) takes the form

∂t(ρo v0 − ρ1 v1) = −(ρo v0 · ∇)v0 + (ρ1 v1 · ∇)v1 (29.23a)
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= −[(ρ1 − ρo)/ρo] (v1 · ∇)v1. (29.23b)

The difference in reference densities allows for the nonlinear self-advection to evolve the difference
ρo v0−ρ1 v1. This property of the oceanic Boussinesq equations must be kept in mind if comparing
numerical solutions using distinct reference densities. Namely, a Boussinesq ocean is dependent
on the reference density through the nonlinear advection term.

29.1.6 Version I of the Boussinesq ocean equations

The first form of the oceanic Boussinesq equations emphasizes the role of buoyancy computed
relative to a reference state of constant density, ρ = ρo. This form facilitates a focus on that
portion of the pressure field giving rise to internal or baroclinic pressure gradients; i.e., those
pressure gradients that generate motion independent of free surface undulations. The oceanic
Boussinesq equations thus take the form

Dv

Dt
+ 2Ω× v = −∇φ+ b ẑ + F velocity equation (29.24a)

∇ · v = 0 continuity equation (29.24b)

Db

Dt
= ḃ buoyancy equation (29.24c)

b = −g ρ
′

ρo
= −g (ρ− ρo)

ρo
buoyancy defined (29.24d)

φ =
p′

ρo
=
p− po(z)

ρo
dynamic pressure defined (29.24e)

ρ = ρo (1− αΘ+ β S) linear equation of state (29.24f)

dpo
dz

= −ρo g background hydrostatic pressure. (29.24g)

We offer the following comments on these equations.

• material evolution of buoyancy: The term ḃ on the right hand side of the buoyancy
equation (29.24c) is a placeholder for any process leading to a material change in buoyancy.
We discuss some explicit examples of ḃ ̸= 0 in Section 29.7.1.

• equation of state: The equation of state, (29.24f), is written as a linear function of
salinity and Conservative Temperature, with the thermal expansion coefficient, α, and
haline contraction coefficient, β, assumed constant.6 This form for the equation of state
eliminates processes such as cabbeling and thermobaricity, which are discussed in Section
72.3. These processes are important for certain features of the ocean, thus prompting the
more general equation set written in Section 29.1.7. However, the linear equation of state
is sufficient for many of our studies in this book, as is the further simplified form with zero
haline contraction, β = 0.

• approximated hydrostatic balance: Most numerical models of the large-scale ocean
circulation are in approximate hydrostatic balance. Assuming this balance holds in the
velocity equation (29.24a) leads to the split into a horizontal velocity equation plus a

6It is unfortunate that β is used for two prominent but very distinct properties of geophysical fluids. First, it
is the meridional derivative of the Coriolis parameter: β = ∂yf . Second, it is the haline contraction coefficient:
β = ρ−1∂ρ/∂S. These distinct uses will be clearly defined so to avoid confusion.
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vertical hydrostatic balance

Du

Dt
+ 2Ω× v = −∇hφ+ F h horizontal velocity equation (29.25a)

∂φ

∂z
= b approximate hydrostatic balance, (29.25b)

where ∇h is the horizontal gradient operator and F h is the horizontal frictional acceleration.
As emphasized in Section 27.1 when deriving the hydrostatic primitive equations, that
approximate hydrostatic approximation leads to a vertical velocity equation with no friction
nor Coriolis contribution. Rather, when making the hydrostatic approximation we just
retain a balance between the vertical pressure gradient and gravity/buoyancy.

29.1.7 Version II of the Boussinesq ocean equations

The non-hydrostatic Boussinesq equations (29.24a)-(29.24g) are suited for many purposes in this
book. However, the following form is better suited to studying or simulating realistic Boussinesq
ocean flows, with such flows involving separate prognostic equations for salinity and Conservative
Temperature rather than a single prognostic equation for buoyancy. We are thus movitated to
consider the Boussinesq ocean equations in the form

Dv

Dt
+ 2Ω× v = −(1/ρo) (∇p+ ρ∇Φ) + F velocity equation (29.26a)

∇ · v = 0 continuity equation (29.26b)

DS

Dt
= Ṡ salinity equation (29.26c)

DΘ

Dt
= Θ̇ Conservative Temperature equation (29.26d)

ρ = ρ(S,Θ,Φ) equation of state. (29.26e)

We make the following comments concerning these equations.

• geopotential: The geopotential is here considered to be a function of space and time,
as relevant when studying the role of astronomical tidal forcing or changes to the mass
distribution of the planet (see Chapter 34)

Φ = Φ(x, t). (29.27)

• equation of state: The equation of state is a function of salinity, Conservative Tempera-
ture, and geopotential, thus allowing for processes such as cabelling and thermobaricity (see
Section 72.3). Furthermore, the pressure dependence in the equation of state is computed
as per a homogeneous and resting hydrostatic fluid

ρ(S,Θ,Φ) = ρ(S,Θ, p = −ρo Φ). (29.28)

In Section 29.8 we provide an energetic argument for why it is appropriate to take this
functional form rather than the more general form discussed in Section 30.3, in which
density is a function of the full in situ pressure: ρ = ρ(S,Θ, p).

• hydrostatic approximation: As for version I of the Boussinesq ocean equations, we here
list the equations when making the hydrostatic approximation in the vertical momentum
equation, in which case the velocity equation (29.26a) splits into a horizontal velocity
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equation and hydrostatic balance

Du

Dt
+ 2Ω× v = −(1/ρo) (∇hp+ ρ∇hΦ) + F h horizontal velocity equation (29.29a)

∂p

∂z
= −g ρ hydrostatic balance. (29.29b)

29.1.8 Boussinesq inertial mass is not the gravitational mass

The inertial mass is the mass multiplying acceleration on the right hand side Newton’s law of
motion, F = ma, and it is correspondingly used to measure kinetic energy. The gravitational
mass is the mass used to compute the gravitational force, and so it is the mass used when
computing weight, buoyancy, and gravitational potential energy. The principle of equivalence,
originating from the work of Galileo and forming a key element to Einstein’s relativity theory,
states that the gravitational mass and the inertial mass are the same. The principle of equivalance
is embedded into the use of Newtonian mechanics, so much so that we routinely assume that
inertial mass and gravitational mass are identical.

A Boussinesq ocean fluid element materially conserves its volume since the velocity is non-
divergent (recall the kinematics of non-divergent flows studied in Chapter 21). In turn, the
inertial mass of a Boussinesq fluid element is measured by multiplying its volume by the constant
reference density, ρo. In contrast, whenever there is a gravitational acceleration multiplying
density, the Boussinesq fluid element retains the full in situ density to measure the weight of the
fluid element. Use of in situ density for the gravitational mass ensures an accurate representation
of the gravitational force, hydrostatic pressure (Section 29.2.7), buoyancy (Chapter 30) and the
gravitational potential energy (Sections 29.6 and 29.8). Evidently, the Boussinesq ocean does
not respect the principle of equivalance since it distinguishes between the inertial mass and the
gravitational mass.

The following offers a summary of various properties of a Boussinesq fluid element related to
its distinct inertial mass and gravitational mass:

inertial mass density = ρo (29.30a)

inertial mass = ρo δV (29.30b)

linear momentum = v ρo δV (29.30c)

kinetic energy = ρo δV v · v/2 (29.30d)

tracer mass = C ρo δV (29.30e)

enthalpy content = cp Θ ρo δV (29.30f)

gravitational mass density = ρ (29.30g)

gravitational mass = ρ δV (29.30h)

gravitational force (weight) = −ρ δV ∇Φ (29.30i)

gravitational force (weight) with simple geopotential = −g ρ δV ẑ (29.30j)

gravitational potential energy = Φ ρ δV (29.30k)

gravitational potential energy with simple geopotential = g z ρ δV. (29.30l)

29.1.9 Summary points

We close this section by summarizing a number of conceptual points characterizing the Boussinesq
ocean. It is useful to return to this list to help avoid common conceptual confusions.
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Divergent and non-divergent velocity components

The velocity that results from the Boussinesq momentum equation (i.e., the prognostic Boussinesq
velocity) is non-divergent. This is the velocity used for transport as per the material time
derivative operator. Additionally, there is a divergent velocity field, vd, that balances the
material evolution of density

1

ρ′
Dρ′

Dt
= −∇ · vd ̸= 0. (29.31)

The divergent velocity is not used for any of the Boussinesq dynamical equations. Nonetheless,
vd ̸= 0, as its divergence balances the material evolution of density according to equation (29.31).
Consequently, there are acoustic waves (Chapter 51) supported by vd in a Boussinesq ocean.

Concerning density evolution and thermohaline circulation

The use of a non-divergent velocity for the Boussinesq ocean equations does not mean that the
material time evolution of ρ vanishes. Instead, the scaling in Section 29.1.4 focuses just on the
mass continuity equation. We must additionally acknowledge that as temperature and salinity
evolve, so too does in situ density as determined through the equation of state. Indeed, equation
(29.31) provides one expression for this evolution. Changes to density translate into changes in
pressure, which in turn drive the large-scale thermohaline circulation.

The thermodynamic equation for Conservative Temperature or potential temperature is
needed to determine density. There are various forms for the relation between temperature
and density that depend on thermodynamic assumptions. We discuss the flavors for density in
Section 30.3. For purposes of realistic ocean modeling, an accurate expression for density is
critical, whereas for idealized modeling it is common to assume density equals to a constant
times the temperature.

Buoyancy

We note the rather trivial point that there is identically zero buoyancy (Chapter 30), b =
−g (ρ− ρo)/ρo, in a fully homogeneous fluid where density is constant, ρ = ρo, everywhere. Hence,
for an exactly incompressible fluid, where density is a fixed and uniform constant, there are no
buoyancy forces. Such fluids serve many purposes, as exemplified by studies of a single layer of
shallow water fluid in Part VI of this book. However, buoyancy forces are of primary importance
for many other purposes in geophysical fluid mechanics. The Boussinesq ocean accounts for
buoyancy forces, and the changes arising from processes such as heating and freshening, while
making use of the more convenient kinematics of a non-divergent flow. We have far more to say
concerning buoyancy in Chapter 30.

Distinguishing the Boussinesq ocean from the traditional Boussinesq approximation

The Boussinesq ocean equations are more general than the traditional Boussinesq approximation
considered in other areas of fluid mechanics (e.g., Chandrasekhar , 1961). In particular, the
traditional Boussinesq approximation assumes a linear equation of state. However, as we saw
in Section 29.1.7, the Boussinesq ocean generally has a nonlinear equation of state, which is
essential for realistic ocean circulation studies.

Connection to anelastic atmosphere

The atmosphere is far more compressible than the ocean, so that density variations cannot
be neglected and the divergent nature of the velocity is important. However, there are some
cases in which an atmospheric analog to the oceanic Boussinesq approximation can be useful.
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The analog is known as the anelastic approximation and it is mathematically isomorphic to the
oceanic Boussinesq approximation, in which case ∇ · (ρv) = 0 is assumed. Section 2.5 of Vallis
(2017) offers more details for the atmospheric anelastic approximation.

29.1.10 Further study
Section 2.4 of Vallis (2017) offers more details to show that density variations are small within
the ocean. Further discussion of the oceanic Boussinesq approximation also can be found in
Section 9.3 of Griffies and Adcroft (2008). This video from SciencePrimer provides a concise
summary of ocean circulation arising from differences in density created by both thermal and
haline (salinity) processes.

29.2 Scaling for the hydrostatic approximation
In Section 27.2 we considered a rudimentary scale analysis justifying the hydrostatic approxima-
tion for large-scale ocean and atmospheric flow. However, in that discussion we noted the need
to remove a dynamically inactive hydrostatic pressure before addressing the question of whether
the dynamically active pressure field is indeed approximately hydrostatic. That decomposition
of pressure was performed in Section 29.1.1 as part of deriving the Boussinesq ocean equations.
Hence, it is convenient to now return to the question of hydrostatic scaling within the context of
the perfect non-rotating Boussinesq ocean equations.

29.2.1 Stratified non-rotating Boussinesq ocean equations
The stratified perfect Boussinesq equations in a non-rotating reference frame are

Du

Dt
= −∇hφ and

Dw

Dt
= −∂φ

∂z
+ b and ∇ · v = 0 and

Db

Dt
= 0. (29.32)

To help isolate the dynamically important portion of pressure, we proceed much like in Section
29.1.1 whereby buoyancy is written

b = b′(x, y, z, t) + b̃(z). (29.33)

The static buoyancy, b̃(z), encompasses a background stratification that is in hydrostatic balance
with its corresponding portion of the pressure field

dφ̃

dz
= b̃(z). (29.34)

The Boussinesq equations thus take the form

Du

Dt
= −∇hφ′ and

Dw

Dt
= −∂φ

′

∂z
+ b′ and ∇ · v = 0 and

Db′

Dt
= −wN2, (29.35)

where

N2 =
db̃

dz
(29.36)

is the squared buoyancy frequency from the background vertical stratification.7 The decomposi-
tion into a background stratification helps to isolate the dynamical portion of the horizontal
pressure gradient by removing a static depth dependent background. It also allows us to consider

7We discuss buoyancy frequency in Section 30.6. For present purposes, we merely note that it provides a
measure of the vertical stratification of density, with N2 > 0 signally a gravitationally stable density stratification.
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the dynamically interesting, but simpler, case in which the background stratification dominates
those perturbations around it.

29.2.2 Non-dimensionalization
Now introduce the dimensional scales (in uppercase) and corresponding non-dimensional quanti-
ties (with hats)

(x, y) = L (x̂, ŷ) z = H ẑ u = U û w =W ŵ (29.37)

t = T t̂ φ′ = Φ φ̂′ b′ = B b̂′ N2 = N
2
N̂2, (29.38)

which yields the equations of motion

U

T

∂û

∂t̂
+
U2

L
û
∂û

∂x̂
+
U2

L
v̂
∂û

∂ŷ
+
UW

H
ŵ
∂û

∂ẑ
= −Φ

L

∂φ̂′

∂x̂
(29.39a)

U

T

∂v̂

∂t̂
+
U2

L
û
∂v̂

∂x̂
+
U2

L
v̂
∂v̂

∂ŷ
+
UW

H
ŵ
∂v̂

∂ẑ
= −Φ

L

∂φ̂′

∂ŷ
(29.39b)

W

T

∂ŵ

∂t̂
+
UW

L
û
∂ŵ

∂x̂
+
UW

L
v̂
∂ŵ

∂ŷ
+
WW

H
ŵ
∂ŵ

∂ẑ
= −Φ

H

∂φ̂′

∂ẑ
+B b̂′ (29.39c)

B

T

∂b̂′

∂t̂
+
UB

L
û
∂b̂′

∂x̂
+
UB

L
v̂
∂b̂′

∂ŷ
+
WB

H
ŵ
∂b̂′

∂ẑ
= −W N

2
ŵ N̂2 (29.39d)

U

L

∂û

∂x̂
+
U

L

∂v̂

∂ŷ
+
W

H

∂ŵ

∂ẑ
= 0. (29.39e)

29.2.3 Specifying the scales
We impose the following choices for scales based on the flow regimes of interest.

• time scale: Asssume that the time scale is determined by the horizontal velocity and the
horizontal length scale

T = L/U. (29.40)

• vertical velocity: It is common to assume the vertical velocity scales according to the
continuity equation

∇h · u+
∂w

∂z
= 0 =⇒W = U

H

L
≡ Uαaspect, (29.41)

where the final equality introduced the vertical to horizontal aspect ratio, αaspect. However,
vertical density stratification acts to suppress vertical motion so that we introduce a
non-dimensional number, ϵ

w =W ŵ = ϵ

[
HU

L

]
ŵ. (29.42)

In Section 29.2.5 we motivate choosing ϵ as the squared Froude number.

• pressure: Scale the pressure according to the non-rotating balance of the material time
change in horizontal velocity and the horizontal pressure gradient

U

T
+
UU

L
=

Φ

L
=⇒ Φ = U2. (29.43)

We made use of this dynamical pressure scaling in Section 25.9.2 when non-dimensionalizing
the Navier-Stokes equation in a non-rotating reference frame. For flows in a rotating
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reference frame that are in near geostrophic balance, we find that pressure instead scales
with the Coriolis acceleration (Sections 33.3.2 and 43.7.4).

• buoyancy: We choose to scale buoyancy according to the hydrostatic balance

B =
Φ

H
=
U2

H
, (29.44)

which is motivated by the importance of hydrostatic pressure in geophysical flows.

29.2.4 Non-dimensional Boussinesq equations of motion
With these choices, the equations of motion (29.39a)-(29.39e) take on form

Dû

Dt̂
= −∇̂φ̂′ (29.45)

ϵ α2
aspect

Dŵ

Dt̂
= −∂φ̂

′

∂ẑ
+ b̂′ (29.46)[

U2

N
2
H2

]
D̂b̂′

Dt̂
+ ϵ N̂2 ŵ = 0 (29.47)

∇̂ · û+ ϵ
∂ŵ

∂ẑ
= 0 (29.48)

where we introduced the non-dimensional material time derivative

D

Dt̂
=

∂

∂t̂
+ û · ∇̂z + ϵ ŵ

∂

∂ẑ
. (29.49)

29.2.5 The role of the Froude number
At this point we make a choice for the parameter, ϵ, noting that there are many choices that
one could consider. For our interests it is suitable to set ϵ equal to the squared Froude number

ϵ = Fr2 =
U2

N
2
H2

. (29.50)

The Froude number measures the relative strength of vertical shears (i.e., vertical derivatives) of
the horizontal velocity, U/H, versus the buoyancy stratification, N . Alternatively, it measures
the ratio of the horizontal speed for a fluid particle, U , to an internal gravity wave speed, N H
(we study internal gravity waves in Chapter 57). Large Froude numbers indicate large fluid
particle speeds relative to wave speeds, with Fr > 1 a common indicator of hydraulic instability
(see Section 55.5.4 for a shallow water example). In contrast, a relatively strong stratification
(N2 large) corresponds to a small Froude number and to flow that is stabilized by vertical
stratification. Note that the squared Froude number is the inverse of the Richardson number

Ri = Fr−2 =
N

2
H2

U2
. (29.51)

It is a matter of taste whether one works with Fr or Ri.
The choice (29.50) leads to the vertical velocity scale

W = Fr2
[
HU

L

]
. (29.52)

For Fr < 1, which is the case for stably stratified fluids, this result means that stratification
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reduces the scale for the vertical velocity. The corresponding non-dimensional Boussinesq
equations take the form

Dû

Dt̂
= −∇̂zφ̂′ (29.53)

Fr2 α2
aspect

Dŵ

Dt̂
= −∂φ̂

′

∂ẑ
+ b̂′ (29.54)

D̂b̂′

Dt̂
+ N̂2 ŵ = 0 (29.55)

∇̂ · û+ Fr2
∂ŵ

∂ẑ
= 0. (29.56)

The condition for hydrostatic balance in a stratified fluid thus takes the form

Fr2 α2
aspect ≪ 1. (29.57)

This result supports our initial suspicion that stratification suppresses vertical motion, thus
reducing the vertical acceleration terms that break hydrostatic balance. That is, hydrostatic
balance is more readily achieved for a stratified flow than for an unstratified flow. Note also
that the horizontal divergence of the horizontal flow is reduced by the presence of stratification,
which thus leads to a nearly horizontally non-divergent flow∣∣∣∇̂ · û∣∣∣ = ∣∣∣∣Fr2 ∂ŵ∂ẑ

∣∣∣∣≪ ∣∣∣∣∂ŵ∂ẑ
∣∣∣∣ . (29.58)

Finally, this scaling reveals how the hydrostatic approximation becomes less accurate when
Fr2 α2

aspect ∼ 1, which occurs when stratification is weak and/or the aspect ratio order unity.

29.2.6 Horizontal hydrostatic pressure gradient

In Section 29.2.6 we studied the horizontal pressure gradient between two columns of constant
density for a hydrostatic fluid. In that example, the two columns were assumed to have equal
mass, so the fluid is non-Boussinesq. Here, we reconsider that example for a Boussinesq ocean
where volume is conserved rather than mass.

The expression for the hydrostatic pressure at a point within the fluid takes on the same
form as that for a non-Boussinesq fluid (Section 27.2.1)

ph(x, y, z, t) = pa(x, y, t) + g

ˆ η

z
ρ(x, y, z′, t) dz′, (29.59)

and the horizontal pressure gradient is thus given by

∇hph = ∇hpa + g ρ(η)∇hη + g

ˆ η

z
∇hρ dz′. (29.60)

For many studies with Boussinesq ocean, we are interested in the horizontal pressure gradients
in the presence of a rigid lid ocean surface whereby η = 0. In this case we compute the internal
pressure gradient

∇hph = g

ˆ 0

z
∇hρdz′ rigid lid ocean. (29.61)

Hence, the internal horizontal pressure gradient at a vertical position z equals to the horizontal
density gradient vertically integrated above that point. For example, if density increases poleward,
then so too does the internal hydrostatic pressure.
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29.2.7 Evolution of hydrostatic pressure
In Section 27.2.2 we developed the Eulerian evolution equation for hydrostatic pressure in a mass
conserving non-Boussinesq fluid. Here we discuss the evolution in a Boussinesq ocean of the
hydrostatic pressure at a point. To do so we take the Eulerian time tendency of the hydrostatic
pressure (29.59), in which case

∂tp = ∂tpa + g ρ(η) ∂tη +

ˆ η

z
∂tρ(x, y, z

′, t) dz′. (29.62)

This equation holds for both the Boussinesq and non-Boussinesq ocean. However, it is only
for the mass conserving non-Boussinesq ocean that we can use mass continuity (19.6) to set
∂tρ = −∇ · (v ρ). Use of Leibniz’s rule then reveals that the hydrostatic pressure evolves due
to the convergence of mass onto the fluid column above that point (see Section 27.2.2 for the
derivation). This result is expected since the hydrostatic pressure at a point is the weight per
area of fluid above that point.

For a Boussinesq ocean, the volume conserving kinematics means that we cannot replace ∂tρ
with −∇ · (v ρ). Correspondingly, the weight of a fluid column can change merely through in
situ density changes, so that the weight can change even if the matter content remains fixed;
e.g., through heating. We expose details by noting that energetic consistency from Section 29.8
meana that the in situ density in a Boussinesq ocean has the functional dependence, ρ(S,Θ,Φ),
with Φ the geopotential. Hence, the Eulerian time derivative of density is given by

∂tρ = (∂ρ/∂S) ∂tS + (∂ρ/∂Θ) ∂tΘ+ (∂ρ/∂Φ) ∂tΦ. (29.63)

With a simple geopotential, Φ = g z, we have ∂tΦ = 0 since the Eulerian time derivative is
computed at fixed (x, y, z). This result leads to the time changes in the hydrostatic pressure for
a Boussinesq ocean

∂tp = ∂tpa + g ρ(η) ∂tη +

ˆ η

z
[(∂ρ/∂S) ∂tS + (∂ρ/∂Θ) ∂tΘ] dz′. (29.64)

This equation reveals the direct dependence of the hydrostatic pressure on changes in S and
Θ. Hence, heating and freshening, which alter the in situ density, directly alter the hydrostatic
pressure in a Boussinesq ocean by altering the fluid’s weight per area. This result contrasts to
the mass conserving non-Boussinesq fluid, whose weight per area changes only through changes
to its mass per area.

29.3 How pressure enforces non-divergent flow
We return now to the case of a non-hydrostatic fluid and consider the Boussinesq momentum
equation (29.26a) written in the tangent plane form

ρo (∂t + v · ∇)v + f z × ρo v = −∇p− ρ g ẑ + ρo F . (29.65)

The non-divergence constraint on the velocity, ∇ · v = 0, must be maintained at each point in
the fluid and at each time instance. How is that constraint maintained? As we show in this
section, pressure provides the force that maintains non-divergence. Furthermore, pressure is
determined through solving an elliptic boundary value problem. As we discussed in Section
6.5, elliptic partial differential equations transfer information instantaneously. Physically, this
situation corresponds to the transition from a compressible non-Boussinesq fluid, in which
pressure signals propagate via acoustic waves (Chapter 51), to the incompressible flow of a
Boussinesq ocean, in which pressure adjusts instantaneously just as if the acoustic waves traveled
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at infinite speed. The Boussinesq ocean sits between the compressible fluid and incompressible
flow. That is, the Boussinesq prognostic velocity is non-divergent, and so it does not support
acoustic waves, whereas the full velocity is divergent (Section 29.1.9), and this divergent portion
supports acoustic waves, although such waves are never felt by the Boussinesq dynamical fields.

29.3.1 Poisson equation for pressure

To derive the pressure equation, we find it convenient to expose Cartesian tensor labels on the
momentum equation (29.65)

∂tvm + vn∂nvm + f ϵmnp δ3n vp = −∂mp/ρo − δ3m g ρ/ρo + Fm. (29.66)

The time derivative is eliminated by taking the divergence through contracting with the operator
∂m,

∂m∂tvm = ∂t∂mvm = 0, (29.67)

thus leading to
−∇2p/ρo = ∂m(vn∂nvm + f ϵm3p vp + δ3m g ρ/ρo − Fm), (29.68)

where the Laplacian operator is
∇2 = ∂m∂m. (29.69)

Equation (29.68) can be written as the Poisson equation

−∇2p = ρo∇ ·D, (29.70)

with the vector D given by the accelerations sans that from pressure

Dm = vn∂nvm + f ϵm3p vp + δ3m g ρ/ρo − Fm (29.71a)

D = (v · ∇)v + f ẑ × v + g (ρ/ρo) ẑ − F . (29.71b)

As when studying Green’s functions in Chapter 9 (see also Section 29.3.3), it is useful to maintain
the minus sign on the left hand side of equation (29.70) so that a positive divergence (∇ ·D > 0)
represents a positive source for p. Equivalently, for a wavelike pressure perturbation we have

−∇2p ∝ p, (29.72)

so that a positive source, −∇2p = ρo∇ ·D > 0, leads to a local positive pressure anomaly, and
conversely for a negative source.

29.3.2 Boundary conditions

To derive the boundary conditions for the Poisson equation (29.70), we find it useful to write
the velocity equation as

∂tv = −∇p/ρo −D. (29.73)

We consider a variety of boundaries in the following.

Static material surface

For a static material boundary we can make use of the no normal flow kinematic boundary
condition (Section 19.6.1), in which case

n̂ · ∂tv = ∂t (n̂ · v) = 0 =⇒ (∇p+ ρoD) · n̂ = 0 for static material boundaries. (29.74)

page 782 of 2158 geophysical fluid mechanics



29.3. HOW PRESSURE ENFORCES NON-DIVERGENT FLOW

This boundary condition takes the form

n̂ · ∇p = −ρoD · n̂ for static material boundaries. (29.75)

Hence, maintenance of the no normal flow condition along a static material boundary requires a
corresponding Neumann boundary condition for pressure.

Consider the case of n̂ = −ẑ along a flat solid boundary at z = ηb. In this case

−ρoD · n̂ = g ρ− ẑ · F , (29.76)

so that along the boundary we have

−ρoD · n̂ = ρo ẑ · [(v · ∇)v + g (ρ/ρo) ẑ − F ] = g ρ− ẑ · F , (29.77)

where
ẑ · [(v · ∇)v] = (v · ∇)w = 0, (29.78)

since w = 0 on the flat solid boundary at z = ηb. We are thus led to the pressure boundary
condition (29.75)

−∂zp = ρ g − ẑ · F at z = ηb. (29.79)

Rigid lid ocean surface

For many purposes it is sufficient to assume the upper ocean surface is rigid and flat (z = η = 0),
in which case we follow the approach taken for the flat bottom boundary condition (29.79) to
find the boundary condition

∂zp = −ρ g + ρo ẑ · F at z = 0. (29.80)

Free upper ocean surface

The ocean free surface is generally dynamic and permeable, so that the velocity does not satisfy a
no normal flow condition along this surface (see Section 19.6). To develop the pressure boundary
condition at the free surface, we invoke a dynamical principle rather than a kinematic principle.
Namely, we invoke continuity of pressure across an interface, which follows from Newton’s third
law (recall our discussion of stress along an interface in Section 25.10). Hence, the pressure
condition at the ocean free surface is the Dirichlet boundary condition

p = papplied at z = η(x, y, t), (29.81)

where papplied is the pressure applied to the ocean surface from the overlying atmosphere or
cryosphere.

29.3.3 Green’s function expression for pressure
Consider the pressure equation for the special case of a rigid lid upper ocean boundary

−∇2p = ρo∇ ·D x ∈ R (29.82a)

n̂ · ∇p = −ρo n̂ ·D x ∈ ∂R. (29.82b)

If we know the vector D, then the pressure boundary value problem is linear, thus enabling use
of Green’s function methods from Chapter 9 to determine an expression for pressure. In fact,
the pressure is only determined up to a constant. Likewise, the discussion in Section 9.4 for the
Poisson equation with Neumann boundary conditions shows that there is no Green’s function

CHAPTER 29. THE BOUSSINESQ OCEAN page 783 of 2158



29.3. HOW PRESSURE ENFORCES NON-DIVERGENT FLOW

for this boundary value problem. However, we can instead make use of the modified Green’s
function, G̃, that satisfies equations (9.97a)-(9.97b)

−∇2G̃(x|y) = δ(x− y)− 1/V x ∈ R (29.83a)

n̂ · ∇xG̃(x|y) = 0 x ∈ ∂R, (29.83b)

where V =
´
R
dV is the domain volume. Making use of the solution (9.100) leads to the pressure

p(x)− ⟨p⟩ = ρo

ˆ
R

(∇ ·D) G̃(x|y) dVy − ρo
˛
∂R

(n̂ ·D) G̃(x|y) dSy, (29.84)

where the y subscripts indicate that the integrals are over y, and ⟨p⟩ is the volume averaged
pressure. The volume averaged pressure remains undetermined unless provided with further
information. Since the volume average has a zero gradient, it plays no role in the pressure
gradient.

As discussed in Section 9.4.5, we can extract the free space Green’s function from the modified
Green’s function according to equation (9.106)

G̃(x|y) = G(x|y) + H̃(x|y), (29.85)

where H̃ satisfies the boundary value problem

−∇2
xH̃(x|y) = −1/V for x,y ∈ R (29.86a)

−n̂ · ∇xH̃(x|y) = n̂ · ∇xG(x|y) for x ∈ ∂R, (29.86b)

and the free space Green’s function is given by equation (9.5c)

−∇2
xG(x|y) = δ(x− y) =⇒ G(x|y) = (4π |x− y|)−1. (29.87)

Making use of the decomposition (29.85) and the expression (9.115) leads to the corresponding
decomposition of the pressure

p(x)− ⟨p⟩ = ρo

ˆ
R

(∇ ·D)G(x|y) dVy

+ ρo

ˆ
R

(∇ ·D) H̃(x|y) dVy + ρo

˛
∂R

(n̂ ·D) G̃(x|y) dSy︸ ︷︷ ︸
pharmonic

(29.88)

where the under-braced term is harmonic, ∇2pharmonic = 0.

29.3.4 Characterizing the pressure sources

The right hand side of the Poisson equation (29.70) contains four sources for the pressure field.
Linearity of the Poisson equation allows us to separately study the pressure resulting from these
sources, with the net pressure the sum. We here summarize their basic features, borrowing
from the treatment given in Section 38.4 for the kinematically simpler non-divergent barotropic
model. As we find, three of the pressure sources contribute to non-hydrostatic pressures and
one to hydrostatic pressure. Note that these pressure sources are associated with the pressure
perturbations rather than causing the perturbations. Such is part of the nuance of pressure in a
non-divergent flow.
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Divergence of self-advection

The first source is given by the divergence of self-advection, which can be written

∇ ·Dself-advect = ∂n(vm ∂mvn) = (∂nvm) (∂mvn) + vm (∂n∂mvn) = (∂nvm) (∂mvn), (29.89)

where we set
vm ∂n∂mvn = vm ∂m∂nvn = 0 (29.90)

since ∂nvn = 0 follows from the non-divergent nature of the flow. Furthermore, introducing the
strain rate tensor (S from equation (18.90a)) and rotation tensor (R equation (18.90b)), renders

2Smn Smn = (∂mvn) (∂mvn) + (∂mvn) (∂nvm) (29.91)

2Rmn Rmn = (∂mvn) (∂mvn)− (∂mvn) (∂nvm), (29.92)

so that
∇ ·Dself-advect = (∂nvm) (∂mvn) = Smn Smn︸ ︷︷ ︸

splat

−Rmn Rmn︸ ︷︷ ︸
spin

. (29.93)

The vorticity or spin source provides a negative source to−∇2p. In contrast, the contribution from
strain, sometimes referred to as splat, provides a positive source.8 As detailed for horizontally non-
divergent barotropic flow in Section 38.4, we understand why there is a negative pressure source
from vortical (spinning) motion since, to retain a non-divergent flow, pressure must counteract
the centrifugal acceleration arising from curved fluid motion. Likewise, a positive pressure source
associated with straining motion is needed to counteract the convergent accelerations induced
by strains.

Divergence of the Coriolis acceleration

The divergence of the Coriolis acceleration introduces a pressure source given by

−∇ · ∇pcoriolis = ∇ ·Dcoriolis = ∇ · (f ẑ × v) = β u− f ζ, (29.94)

where ζ = ∂xv − ∂yu is the vertical component to the relative vorticity, and β = ∂yf is the
planetary vorticity gradient. To help understand the f ζ term, consider two-dimensional flow
with a cyclonic relative vorticity so that f ζ > 0. Cyclonic flow feels an associated centrifugal
acceleration directed “outward”. To maintain a non-divergent two-dimensional flow requires an
oppositely directed “inward” pressure gradient force. Hence, such rotating flow induces a low
pressure source as a means to counteract the centrifugal acceleration

−∇ · ∇pcoriolis < 0. (29.95)

See section 38.4.6 for more discussion of this source as found in the non-divergent barotropic
fluid.

Divergence of the gravitational force per volume

The divergence of the gravitational force per volume is given by

−∇ · ∇pgravity = ρo∇ ·Dgravity = ∇ · (g ρ ẑ) = g ∂zρ, (29.96)

8The whimsically named splat source is so-named since it is large when a fluid element is squashed in a manner
increasing fluid strains, akin to how strains appear when a fluid impacts or “splats” against a solid obstacle.
Imagine a water balloon thrown against a wall.
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with this pressure source absent in the depth-independent barotropic fluid of Section 38.4. The
associated pressure gradient is that arising from the local hydrostatic component of the pressure
field in which

∇ · (−∇pgravity + g ρ ẑ) = 0. (29.97)

In regions where density decreases upward, ∂zρ < 0, a compressible fluid element that conserves
its mass will expand when moving upward into less dense fluid. For a non-divergent flow that
conserves the volume of fluid elements, there must be a counteracting force from pressure to halt
the expansion of a fluid element. This counteracting force arises from the hydrostatic component
to the pressure field that acts inward to squeeze the fluid element, with this pressure force
originating from the negative pressure source, −∇2pgravity = g ∂zρ < 0.

Divergence of the friction vector

The third source arises from the divergence of friction,

−∇ · ∇pfriction = ρo∇ ·Dfriction = −ρo∇ · F . (29.98)

With interior fluid friction arising from a nonzero strain rate (Section 25.8), we expect this
pressure source to be most important in regions of large strains. Indeed, for an incompressible
flow feeling only molecular viscosity, the friction operator is given by (see Section 25.8.7)

F = ν∇2v, (29.99)

where ν > 0 is a constant molecular viscosity. In this case ∇ · F = 0, so that viscous friction
does not contribute a pressure source. More general cases are considered in applications where
the molecular viscosity is replaced by a flow dependent eddy viscosity so that ∇ ·F ̸= 0. For the
case of a converging frictional acceleration, ∇ · F < 0, friction then leads to a positive pressure
source to counteract the friction to thus maintain a non-divergent flow.

29.3.5 Comments and further study
The gravitational source contributes a local hydrostatic component to the pressure field, whereas
the other three sources contribute non-hydrostatic pressure sources. In many applications,
such as general circulation modeling of the ocean and atmosphere, the fluid is assumed to be
approximately hydrostatic (Chapter 27). In this case vertical motion is diagnosed rather than
prognosed, and the non-hydrostatic component of pressure is never needed to evolve the fluid
motion. Even so, vertical derivatives in the non-hydrostatic pressure provide the vertical force
needed for vertical accelerations. We have more to say on vertical motion in Section 30.11.

Markowski and Richardson (2010) provide lucid discussions of pressure forces acting in
geophysical fluids. In particular their Section 2.5 inspired much of the current section.

29.4 Helmholtz decomposing the velocity equation
In this section we introduce some mathematical properties of the velocity equation for a
Boussinesq ocean in a simply connected ocean domain, R, with boundary, ∂R. For this purpose,
we again assume a tangent plane and so write the velocity equation (29.65) in the form

∂tv = −∇p/ρo −D, (29.100)

where D, as given by equation (29.71b), contains the various accelerations sans the pressure
gradient

D = (v · ∇)v + f ẑ × v + g (ρ/ρo) ẑ − F . (29.101)
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29.4.1 Helmholtz decomposition
The Helmholtz decomposition from Section 9.8 says that on a simply connected domain, an
arbitrary vector, such as the acceleration D, can be decomposed as

D =Drot +Ddiv (29.102)

where the two vectors on the right hand side satisfy

∇ ·Drot = 0 and ∇×Drot ̸= 0 Drot is divergent-free (29.103a)

∇×Ddiv = 0 and ∇ ·Ddiv ̸= 0 Ddiv is curl-free. (29.103b)

We make use of the Helmholtz decomposition for a Boussinesq ocean by noting that the
non-divergent velocity only has a rotational contribution

v = vrot, (29.104)

whereas the pressure gradient only has a divergent component

∇p = (∇p)div. (29.105)

In contrast, the acceleration, D, generally has a rotational, a divergent, and a harmonic
component as written in equation (29.102).

29.4.2 The pressure equation
Making use of the Helmholtz decomposition (29.102) brings the velocity equation (29.100) into
the form

∂tv = −∇p/ρo −Drot −Ddiv. (29.106)

The accelerations, ∂tv, and D
rot, are each divergent-free. In contrast, the accelerations, −∇p/ρo

and Ddiv, each have nonzero divergence. Self-consistency is maintained if the sum, ∇p/ρo +Ddiv,
has zero divergence so that

∇ · (∇p/ρo +Ddiv) = 0 =⇒ −∇2p = ρo∇ ·Ddiv = ρo∇ ·D. (29.107)

This is the Poisson equation for the pressure field already derived in Section 29.3.1. We go one
further step by observing that ∇p/ρo +Ddiv is both curl-free and divergent-free, which we write
as

∇p/ρo +Ddiv =H with ∇ ·H = ∇×H = 0. (29.108)

29.4.3 The vorticity equation
As for the pressure equation in Section 29.4.2, we note that the accelerations ∇p/ρo, and
Ddiv, are each curl-free. In contrast, the accelerations, ∂tv and Drot, each have nonzero curl.
Self-consistency thus requires ∂tv +Drot to be curl-free

∇× (∂tv +Drot) = 0 =⇒ ∂t(∇× v) = −∇×Drot, (29.109)

which is the relative vorticity equation that we further study in Chapter 40. Going one step
further we note that the vector ∂tv+D

rot is both curl-free and divergent-free, which we write as

∂tv +Drot = I with ∇ · I = ∇× I = 0. (29.110)
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29.4.4 The velocity equation
The above considerations have led us to the pressure gradient equation (29.108) and the velocity
tendency equation (29.110)

∇p/ρo +Ddiv =H (29.111)

∂tv +Drot = I, (29.112)

where both H and I are divergent-free and curl-free. Adding these two equations leads to

∂tv = −∇p/ρo −Drot −Ddiv +H + I, (29.113)

with this form of the velocity equation equivalent to the original Helmholtz decomposed equation
(29.106) if we set

H + I = 0. (29.114)

29.4.5 Comments
This section was inspired by Marshall and Pillar (2011), who applied a Helmholtz decomposition
to study the variety of accelerations appearing in the Boussinesq velocity equation. A particularly
revealing result of this decomposition, when setting H = I = 0, is the ability to make a 1-to-1
connection between terms in the Helmholtz decomposed velocity equation with terms in the
relative vorticity equation. This correspondence can support dynamical understanding.

29.5 Tracer budgets in Eulerian regions
We are commonly interested in the tracer budget for a fluid region, and we examined a variety
of regions in Section 20.2 for a compressible fluid. Here, we expose issues that arise for tracer
budgets in a Boussinesq ocean, whereby the flow is non-divergent. We specialize to the study
of an Eulerian region, R, and emphasize how the non-divergent flow constrains the advective
tracer transport and affects changes to the volume integrated tracer content.

29.5.1 Formulating the budget equation
Consider a tracer concentration, C, and compute its net content over an Eulerian region, R

ρo

ˆ
R

C dV = ρo V ⟨C⟩, (29.115)

where C satisfies the tracer equation

∂t(ρoC) +∇ · (ρoC v + J) = 0, (29.116)

and

⟨C⟩ =
´
R
C dV´
R
dV

=
1

V

ˆ
R

C dV (29.117)

is the volume averaged tracer concentration within the Eulerian region with fixed volume,
V =

´
R
dV . Following from the discussion of tracer budgets in Section 20.2, we have

ρo
d(V ⟨C⟩)

dt
= ρo V

d⟨C⟩
dt

(29.118a)

= ρo
d

dt

ˆ
R

C dV (29.118b)
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=

ˆ
R

∂(ρoC)

∂t
dV (29.118c)

= −
ˆ
R

∇ · (ρoC v + J) dV (29.118d)

= −
˛
∂R

(ρoC v + J) · n̂dS, (29.118e)

where we used the divergence theorem on the final equality with ∂R the boundary of R and
the outward normal n̂. Changes in the total tracer contained within the region arise from
the convergence of boundary fluxes due to the non-advective flux, J , plus convergence of the
advective tracer flux, ρoC v. Since the region volume is constant in time, changes in the total
tracer content directly affect the volume averaged tracer concentration, ⟨C⟩.

At any point along the boundary, the tracer content is modified if there is a non-advective
flux, J , directed across the boundary. There is no a priori constraint on J , with local properties
determining its sign and magnitude. In contrast, contributions from the boundary advective flux
are constrained due to the non-divergent nature of the Boussinesq velocity, which we discuss
next.

29.5.2 Interpreting advective tracer contributions
As seen by equation (29.118e), any advective flux, ρo vC, that is directed into the region adds
tracer to the region, whereas a flux directed outward reduces the region’s tracer content. However,
because the velocity is non-divergent, the tracer contained within the region is unaffected if we
modify the advective tracer flux along the boundary by adding a number that is constant over
the region R. We see this property for any closed Eulerian region by writing9

0 =

ˆ
R

∇ · v dV =

˛
∂R
v · ndS. (29.119)

Hence, the velocity is, at each time instance, constrained so that the non-divergent flow cannot
lead to the accumulation of fluid within any closed and static region. Correspondingly, the
amount of fluid entering R exactly and instantaneously balances the amount of fluid leaving R.
We can thus add any spatial constant, k, to the advective flux without affecting the net tracer
content change

˛
∂R

(C + k)v · n̂dS =

˛
∂R
C v · n̂dS + k

˛
∂R
v · n̂dS =

˛
∂R
C v · n̂dS. (29.120)

Boundary advection occuring with C = k has no affect on the net tracer within a region since
an equal amount of fluid enters as leaves.

To help interpret the role of advective fluxes on integrated tracer content, we find it useful
to set the arbitrary spatial constant to k = −⟨C⟩. In this manner, the advective contribution to
the tracer budget takes the form

V

[
d⟨C⟩
dt

]
advective

= −
˛
∂R
C v · n̂dS = −

˛
∂R

(C − ⟨C⟩)v · n̂dS. (29.121)

Hence, advective transport through the region boundary changes the region integrated C, and
thus the volume mean ⟨C⟩, only if the boundary transport occurs with C values that differ from
the region average, ⟨C⟩.

9We considered property (29.119) in Exercise 21.5.
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29.5.3 A rectangular region example
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Figure 29.1: A rectangular ocean region for considering the tracer budget in a Boussinesq ocean. We assume
the only open boundaries of the region are along the southern boundary and top boundary, with the remaining
boundaries closed. Note that the top boundary can generally be within the ocean interior, and so does not need to
be the top of the ocean. The non-divergent nature of the flow means that any fluid entering through the southern
boundary must leave through the top boundary, and conversely. This constraint on the flow impacts on how the
advective tracer transport affects changes to the volume integrated tracer within the region.

Consider the rectangular region of Figure 29.1 that is closed along its bottom, northern,
eastern, and western boundaries, yet that is open along its top boundary and southern boundary.
Specify flow along the southern boundary to be northward and let it bring fluid into the region
with Csouth > ⟨C⟩, thus acting to increase ⟨C⟩. Due to the non-divergent nature of the velocity,
the northward transport of fluid through the southern boundary is exactly balanced by a
vertically upward transport of fluid out of the top boundary. What does that vertical transport
of fluid imply about changes to ⟨C⟩? The answer depends on the tracer concentration on the
top boundary.

• If Ctop > ⟨C⟩, then the relatively high values of tracer that leave through the top boundary
act to decrease the net C within the region, thus counteracting the contribution of
Csouth > ⟨C⟩ that enters through the southern boundary. For the special case of equal C
transports through the two boundaries, then there is no accumulation of C within the
region so that ⟨C⟩ remains unchanged.

• If Ctop = ⟨C⟩, then ⟨C⟩ increases due to the transport of C through the southern boundary,
with no net transport across the top boundary.

• If Ctop < ⟨C⟩, then the vertical transport of Ctop < ⟨C⟩ increases ⟨C⟩ acting just like the
Csouth > ⟨C⟩ fluid that enters through the southern boundary. That is, we can increase ⟨C⟩
in the region by bringing fluid into the domain with C greater than ⟨C⟩, or by exporting
fluid with C less than ⟨C⟩.

29.5.4 Comments
Constraints introduced by the non-divergent nature of the Boussinesq ocean render subtleties
to the physical interpretation of how tracer fluxes affect the budget of tracer within a region.
These constraints are absent from the compressible fluid, whose flow is generally divergent. The
discussion in this section was motivated by Appendix B of Gregory (2000), who studied heat
(enthalpy) budgets within a numerical Boussinesq ocean circulation model.
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29.6 Mechanical energy analysis: Part I

The volume of a fluid element in a non-divergent flow remains materially invariant even as
pressure acts on the element. Hence, pressure cannot perform mechanical work on the fluid.
Consequently, a non-divergent flow supports no pressure work conversion between internal energy
and kinetic energy, which contrasts to the case in a non-Boussinesq fluid (see Section 26.4). In
this section we formulate a mechanical energy budget for the Boussinesq ocean, and find that
this budget is closed for a perfect fluid so long as the geopotential is time-independent and there
are no boundary effects. Many of the steps are directly analogous to those in a non-Boussinesq
fluid detailed in Chapter 26, though with some important distinctions that are emphasized in
this section as well as Section 29.8.

29.6.1 Governing equations

We develop the mechanical energy budget for an unforced non-hydrostatic Boussinesq ocean
with density a function only of salinity and Conservative Temperature,

ρ = ρ(S,Θ). (29.122)

The more general pressure-dependent equation of state is considered in Section 29.8. Furthermore,
we work with the velocity, density, and continuity equations in the form

ρo

[
Dv

Dt
+ 2Ω× v

]
= −∇p− ρ∇Φ (29.123a)

Dρ

Dt
=
∂ρ

∂S

DS

Dt
+
∂ρ

∂Θ

DΘ

Dt
= ρ̇ (29.123b)

∇ · v = 0. (29.123c)

Note that the geopotential, Φ, is generally a function of space and time, Φ = Φ(x, t), with thiisi
dependence appropriate when studying astronomical tides or mass inhomogeneities creating
spatial variations in the gravity field (see Chapter 34).

29.6.2 Kinetic energy

To obtain a kinetic energy equation, start by taking the dot product of the velocity, v, and
the momentum equation (29.123a) and note that the Coriolis acceleration drops out since it is
orthogonal to the velocity

v · (2Ω × v) = 0. (29.124)

The material time derivative takes the form

vi

[
∂vi
∂t

+ vj∂jvi

]
=
∂K

∂t
+ v · ∇K =

DK

Dt
, (29.125)

where we introduced the kinetic energy per mass

K = v · v/2. (29.126)

The equation for the Boussinesq kinetic energy per volume thus takes the form

ρo
DK

Dt
= −v · ∇p− ρv · ∇Φ. (29.127)
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Alternatively, we can write this equation in the flux-form

∂(ρo K)

∂t
+∇ · [v (ρo K + p)] = −ρv · ∇Φ, (29.128)

where we used ∇ · v = 0 to write v · ∇p = ∇ · (v p). Note that in Exercise 29.4 we show that the
kinetic energy evolution derived here for the non-hydrostatic fluid holds also for the hydrostatic
fluid, yet with the kinetic energy in the hydrostatic fluid determined solely by the horizontal
velocity.

The term −ρv · ∇Φ in the kinetic energy equation (29.128) is a source/sink that arises
from fluid motion crossing surfaces of constant geopotential. Moving a fluid element down
the geopotential gradient (v · ∇Φ < 0) increases the kinetic energy, and conversely when the
fluid moves up the geopotential gradient. We sometimes refer to this process as buoyancy
work, particularly when considered in the context of a vertically stratified fluid. We can further
exemplify this term by taking the simplified form of the geopotential, Φ = g z, in which
v · ∇Φ = g w.

29.6.3 Gravitational potential and mechanical energies

We here develop the gravitational energy budget and then add to the kinetic energy to derive
the mechanical energy budget.

Gravitational potential energy

A fluid element has a gravitational potential energy per mass given by the geopotential, Φ, which
has a material time derivative

DΦ

Dt
= ∂tΦ+ v · ∇Φ. (29.129)

The time-dependent geopotential provides an external source of potential energy to the system.
Additionally, motion moving up the gradient of the geopotential (v · ∇Φ > 0) increases the
potential energy per mass, and conversely for motion down the geopotential gradient.

Mechanical energy budget

Adding the gravitational potential energy equation (29.129) to the kinetic energy equation
(29.127) renders the material evolution

ρo
DK

Dt
+ ρ

DΦ

Dt
= −∇ · (v p) + ρ ∂tΦ. (29.130)

Note how the buoyancy work source, ρv · ∇Φ, dropped out from this budget. Consequently,
this term provides a reversible transfer of mechanical energy between gravitational potential
energy per volume and the kinetic energy per volume. We saw the same transfer in Section 26.4
when studying the mechanical energy budget for a compressible non-Boussinesq fluid.

Equation (29.130) has nearly the same form as that for the non-Boussinesq fluid given by
equation (26.49). However, for the Boussinesq ocean it does not lead to a flux-form conservation
law for mechanical energy, even for the perfect fluid. Operationally, the derivations diverge at
this point since for the non-Boussinesq fluid we make use of the mass continuity equation (19.6)
to write the material evolution of density. In contrast, material density evolution in a Boussinesq
ocean is determined by material changes in temperature, salinity, and pressure.

To develop a closed Boussinesq mechanical energy budget, add ΦDρ/Dt = Φ ρ̇ to both sides
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of equation (29.130) to render the material evolution for the mechanical energy per volume

D

Dt
[ρo K + ρΦ] = −∇ · (v p) + ρ ∂tΦ+ ρ̇Φ, (29.131)

which has the flux-form expression

∂t (ρo M) +∇ · [v (ρo M + p)] = ρ ∂tΦ+ ρ̇Φ, (29.132)

where we defined the Boussinesq mechanical energy per volume as

ρo M = ρo K + ρΦ. (29.133)

Note the ρo determining the kinetic energy per volume, whereas ρ determines the gravitational
potential energy. These distinct density factors result from the distinction made in the Boussinesq
ocean between inertial mass and gravitational mass. We discussed this point in the opening to
this chapter.

29.6.4 Finite volume mechanical energy bugdet

Recall that a scalar tracer concentration, C, satisfies a flux-form equation of the form (29.116)

∂t(ρoC) +∇ · (ρoC v + J) = 0, (29.134)

where J is a subgrid tracer flux. Comparing to the mechanical energy equation (29.132), we see
that mechanical energy has a non-zero source on the right hand side that cannot be written as
the divergence of a flux. Additionally, the tracer vector, J , corresponds in the energy equation to
the pressure flux, pv. With these correspondences between the tracer equation and mechanical
energy equation, we can make direct use of the Leibniz-Reynolds transport theorem in the form
of equation (20.49) to render the finite volume mechanical energy budget

d

dt

[ˆ
R

ρo M dV

]
= −

˛
∂R
ρo M (v− v(b)) · n̂dS −

˛
∂R
pv · n̂dS +

ˆ
R

[ρ ∂tΦ+ ρ̇Φ] dV, (29.135)

where R is the finite volume region, ∂R is its boundary, v(b) is the velocity of a point on the
boundary, and n̂ is the outward normal on the boundary. The first term on the right hand side
arises from the advective transport of mechanical energy across the moving region boundary,
taking into account the difference between the fluid velocity and boundary velocity. The second
term arises from the work done by pressure on the boundary, and the final term arises from time
dependence to the geopotential plus material changes in density. It is notable that the flow is
non-divergent at each point, so that pressure cannot do work in the interior of the region. Even
so, pressure can do work on the boundary of the region where v · n̂ ̸= 0. Observe that the budget
(29.135) for a Boussinesq fluid corresponds to the budget (26.55) for a non-Boussinesq fluid.

A material region is characterized by (v−v(b)) · n̂ = 0 on the boundaries, in which case there
is no transport of mechanical energy across the boundary. We are thus left with the mechanical
energy budget (29.135)

d

dt

[ˆ
R

ρo M dV

]
= −

˛
∂R
pv · n̂dS +

ˆ
R

(ρ ∂tΦ+ ρ̇Φ) dV. (29.136)

Recall we are assuming ρ = ρ(S,Θ) in this section, so that

ρ̇ = (∂ρ/∂S) Ṡ + (∂ρ/∂Θ) Θ̇. (29.137)
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Hence, for a time-independent geopotential (∂tΦ = 0) and in the absence of processes that
contribute to a material evolution of S and Θ (i.e., Ṡ = 0 and Θ̇ = 0), then the finite volume
Boussinesq mechanical energy for a material fluid region is affected only by pressure work on
the boundaries.10

29.7 Boussinesq energetics with molecular dissipation

The ocean is a forced-dissipative system, with mechanical and buoyant forcing predominantly at
the surface and bottom boundaries and mechanical dissipation via molecular viscosity. In this
section we extend the discussion from Section 29.6 to here develop the mechanical energy budget
in a Boussinesq ocean affected by forcing and dissipation. Much of this discussion represents a
specialization of the more general presentation of energetics in Chapter 26, here focusing on the
ocean interior and considering the addition of buouyancy sources.

In particular, we examine energetics for the Boussinesq ocean equations written in their form
with Archimedean buoyancy

Dv/Dt+ 2Ω× v = −∇φ+ ẑ b+∇ · τ/ρo (29.138a)

Db/Dt = −∇ · F b +Qb (29.138b)

∇ · v = 0. (29.138c)

The term ∇ · τ/ρo is the divergence of a friction stress tensor, −∇ · F b is the convergence of
a buoyancy flux vector, and Qb is a buoyancy source either at the boundaries or the interior.
The new element in this discussion, relative to Chapter 26, concerns the role of the buoyancy
flux. One operational point to note is that for all subgrid scale and boundary conditions in a
Boussinesq ocean, appearances of the in situ density present in a non-Boussinesq fluids are here
converted to the Boussinesq reference density, ρo.

29.7.1 Forms for the buoyancy flux

Buoyancy flux for large-scale flows

For large-scale flows a particularly common form for the buoyancy flux is taken as

F b = −κ ∂zb ẑ + v∗b. (29.139)

The first term is a downgradient vertical diffusive flux with the vertical eddy diffusivity, κ > 0, a
function of the flow state so that

κ = κ(x, t). (29.140)

The second term is an advective flux, where the advective velocity, v∗ = (u∗, w∗), is assumed to
be non-divergent

∇ · v∗ = ∇h · u∗ + ∂zw
∗ = 0. (29.141)

The velocity, v∗, is commonly termed the eddy-induced velocity, with a particular choice for its
parameterization discussed in Exercise 29.9 and further examined in Section 71.1.

10We find that Ṡ and Θ̇ are nonzero in the presence of boundary processes (e.g., heat fluxes, fresh water fluxes)
and in the presence of mixing (e.g., as parameterized by diffusion). We study diffusion in Chapter 69 and then in
Chapter 73 we provide a detailed look at the suite of processes contributing to nonzero Ṡ and Θ̇.
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Boundary conditions

The normal component of the buouyancy flux vanishes at boundaries

n̂ · F b = 0, (29.142)

so that boundary buoyancy fluxes are assumed to sit within the source term, Qb, via

Qb = Qsurf at z = η(x, y, t) (29.143a)

Qb = Qbot at z = ηb(x, y) (29.143b)

v∗ · n̂ = 0 all boundaries, (29.143c)

where Qsurf is the surface buoyancy flux, Qbot is the bottom buoyancy flux (e.g., geothermal
heating), and n̂ is the outward normal at the boundaries. Both Qsurf and Qbot are positive when
directed upward. In Section 72.6 we detail the plethora of processes leading to boundary fluxes
of buoyancy.

Molecular buoyancy flux assumed in this section

In the remainder of this section, we are most interested in the energetic role of molecular
diffusion of buoyancy rather than turbulent mixing. In this case the buoyancy flux takes on the
downgradient diffusive form

F b = −κ∇b. (29.144)

29.7.2 Mechanical forcing and dissipation

Following our discussion of frictional stresses in Section 25.8, we here write the frictional
acceleration, F , in the Boussinesq ocean as the divergence of the frictional stress tensor, τ,

ρo F = ∇ · τ. (29.145)

Friction in large scale flows

For many large scale flows, the dominant contribution to frictional stresses arises from the vertical
divergence of horizontal subgrid stresses, in which case the horizontal frictional acceleration
vector takes the form

ρo F
h = ∂zτ = ρo

∂

∂z

[
νeddy ∂u

∂z

]
, (29.146)

where
τ = ρo ν

eddy ∂zu (29.147)

is the horizontal turbulent stress vector whose vertical derivative contributes to the vertical
transfer of horizontal momentum. Whereas the molecular viscosity, ν, is a function of the fluid
composition (Section 25.8), the eddy viscosity, νeddy, is a function of the flow so that

νeddy = νeddy(x, t) ≥ 0. (29.148)

The eddy viscosity is typically many orders of magnitude larger than the molecular viscosity in
regions of strong turbulent mixing.
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Boundary stresses

Boundary stresses are written as

n̂ · τ = τ surf at z = η(x, y, t) (29.149a)

(−n̂) · τ = τ bott at z = ηb(x, y). (29.149b)

The surface boundary stress vector, τ surf, arises from the transfer of momentum between the
ocean and atmosphere (or the ocean and ice). In numerical modeling practice, this stress is
computed by a boundary layer parameterization that ingests the momentum from the atmosphere
or ice and computes a stress that is transferred to the ocean through these boundary conditions.
As per Newton’s third law (the action/reaction law; see Section 25.10), the stress imparted to
the ocean is equal and opposite the stress imparted to the atmosphere at its lower boundary.

The bottom stress vector, τ bott, is often parameterized via a quadratic bottom drag

τ bott = −CD ρo v |v|, (29.150)

where CD > 0 is a dimensionless drag coefficient that is sometimes assumed to be a function of
the bottom topographic roughness. This bottom stress acts to drag the ocean bottom velocity
towards a state of rest. It is equal and opposite to the frictional stress transferred to the solid
earth from the ocean. Note that this bottom drag acts similarly to the linear Rayleigh drag
in equation (25.72). However, the bottom drag in equation (29.150) is nonlinear, whereas the
Rayleigh drag is linear

FRayleigh = −γ v. (29.151)

Molecular Laplacian friction assumed in this section

In the following, we are most interested in the energetic role of molecular viscosity rather than
turbulent viscosity. In this case the frictional acceleration takes on the form

F = ν∇2v. (29.152)

Additionally, we ignore all boundary contributions in order to focus on the contributions from
molecular viscosity.

29.7.3 Governing equations with molecular friction and diffusion
Assuming frictional acceleration given by molecular viscosity (29.152), and a buoyancy flux
given by downgradient molecular diffusion (29.144), leads to the simplified form of the governing
equations (29.138a)-(29.138c)

Dv/Dt+ 2Ω× v = −∇φ+ ẑ b+ ν∇2v (29.153a)

Db/Dt = κ∇2b+Qb (29.153b)

∇ · v = 0. (29.153c)

These are the equations to which we now examine energetics.

29.7.4 Kinetic energy evolution
To obtain a kinetic energy evolution equation, start by taking the dot product of the velocity, v,
with the momentum equation (29.153a). Since the Coriolis term drops out

v · (2Ω× v) = 0, (29.154)
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the material time derivative takes the form (assuming Cartesian tensors for simplicity)

vi [∂tvi + vj∂jvi] = ∂tK + v · ∇K = DK/Dt, (29.155)

where we introduced the kinetic energy per mass

K = v · v/2. (29.156)

Hence, the kinetic energy equation takes the form

DK/Dt = −∇ · (v φ) + w b+ ν v · ∇2v, (29.157)

where we used ∇ · v = 0 to write v · ∇φ = ∇ · (v φ). Equation (29.157) says that the kinetic
energy per mass of a Boussinesq fluid element is modified due to the advection of pressure,
vertical motion in a buoyancy stratified fluid, and the projection of the velocity onto the frictional
acceleration.

29.7.5 Frictional dissipation

Use of Cartesian coordinates allows us to write the Laplacian acting on a vector as (see Section
25.8.9)

∇2v = −∇× ω, (29.158)

which then brings the Laplacian friction to the form

−v · ∇2v = v · ∇ × ω (29.159a)

= vm ϵmnp ∂nωp (29.159b)

= ∂n(ϵmnp vm ωp)− ϵmnp ωp ∂nvm (29.159c)

= −∂n(ϵnmp vm ωp) + ϵnmp (∂nvm)ωp (29.159d)

= −∂n(v × ω)n + ωp ωp (29.159e)

= −∇ · (v × ω) + ω · ω. (29.159f)

The kinetic energy equation (29.157) can thus be written

DK/Dt = −∇ · (v φ) + w b− ν v · (∇ × ω) (29.160a)

= −∇ · [v φ+ ν (v × ω)] + w b− ν ω · ω. (29.160b)

The physical dimensions for all terms in these equations are L2 T−3: squared length per cubed
time, which is the dimensions of energy per mass per time.

29.7.6 Domain integrated kinetic energy

Consider a region of fluid with no boundary contributions. Performing a volume average over
that region leads to

d

dt
⟨K⟩ = ⟨w b⟩ − ϵ, (29.161)

where the angle-brackets denote volume averaging

⟨A⟩ =
´
AdV´
dV

. (29.162)
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To reach equation (29.161), we dropped all boundary terms, including the term n̂ · (v ×ω), and
introduced

ϵ =
ν
´
ω · ω dV´
dV

= ν ⟨ω · ω⟩ ≥ 0, (29.163)

which is the volume averaged kinetic energy dissipation rate arising from viscous effects (dimen-
sions of L2 T−3). We thus see that there is more kinetic energy dissipation for a Boussinesq flow
with larger domain averaged ω ·ω, and zero dissipation for flow with zero mean square vorticity.

Equation (29.161) says that the domain averaged kinetic energy per mass is reduced by
viscous dissipation acting within the fluid domain. Furthermore, the averaged kinetic energy is
increased in regions where buoyancy and vertical motion are positively correlated, ⟨w b⟩ > 0, in
which case light water preferentially moves vertically up and heavy water down. Conversely,
the averaged kinetic energy is decreased when buoyancy and vertical motion are negatively
correlated (light water preferentially moves down and heavy water up).

29.7.7 Potential energy evolution

Assuming the simple form of the geopotential

Φ = g z (29.164)

leads to
DΦ/Dt = g w = v · ∇Φ = ∇ · (vΦ), (29.165)

where the second equality follows from the definition of the material derivative, and since
∂Φ/∂t = 0. Multiplying the buoyancy equation (29.138b) by Φ, and the Φ equation (29.165) by
b, then adding, leads to

D(Φ b)/Dt = g bw +Φ(Qb + κ∇2b) (29.166a)

= g bw +ΦQb +∇ · (κΦ∇b)− κ∇Φ · ∇b (29.166b)

= g bw +ΦQb +∇ · (Φκ∇b)− g κ ∂zb, (29.166c)

so that
DP b/Dt = −bw − g−1ΦQb −∇ · (g−1Φκ∇b) + κ ∂zb. (29.167)

The product
P b = −g−1Φ b = z g δρ/ρo (29.168)

is the gravitational potential energy per mass associated with the deviation of density from the
Boussinesq reference density, ρo. Equation (29.167) says that the gravitational potential energy
per mass of a fluid element changes depending on the vertical motion of buoyancy (the −bw
term); from diabatic sources (the ΦQb term); from a total divergence associated with buoyancy
diffusion; and from the vertical diffusive flux of buoyancy. The diabatic source and diffusion are
both irreversible terms, whereas the vertical motion term is reversible.

Writing the material evolution (29.167) in its flux-form leads to the Eulerian balance equation
for the potential energy per mass

∂tP
b +∇ · [v P b + g−1Φκ∇b] = −bw − g−1ΦQb + κ ∂zb. (29.169)

Integrating over a region of constant volume and with zero boundary fluxes (other than fluxes
associated with Qb), leads to

d

dt
⟨P b⟩ = −⟨bw⟩ − g−1⟨ΦQb⟩+ κ

〈
∂b

∂z

〉
. (29.170)
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The domain averaged potential energy per mass evolves according to the correlation between
vertical motion and buoyancy; the correlation between heating and depth; and the domain
averaged vertical diffusive flux of buoyancy. We now comment on the right hand side terms.

Downgradient diffusion in the vertical

In a stably stratified ocean, buoyancy is larger in the upper ocean than deeper ocean, in which
case

∂b/∂z > 0 stably stratified. (29.171)

A downgradient vertical diffusive flux acts to homogenize in the vertical. Consequently, when
acting on a stably stratified fluid, diffusion moves buoyancy down from the upper ocean (where
buoyancy is large) into the interior ocean (where buoyancy is less). Conversely, it moves low
buoyancy upward. Consequently, diffusion makes the upper ocean less buoyant (heavier) and
the deeper ocean more buoyant (lighter). We thus see that diffusion raises the ocean center of
mass and as such it increases the domain averaged gravitational potential energy via equation
(29.170).

As a further comment, recall that diffusion in a compressible fluid does not move mass
(Section 20.1), but it generally does move volume. Conversely, for a Boussinesq ocean (which
has a non-divergent flow, ∇ · v = 0), diffusion does not move volume but it generally does move
mass. So since the flow is non-divergent, vertical diffusion can raise the center of mass through
buoyancy diffusion even while it does not create any volume transport.

Diabatic heating

The diabatic heating term in equation (29.170), −g−1⟨ΦQb⟩, increases potential energy if there
is a positive correlation between vertical position, −g−1Φ = −z, and heating

−g−1⟨ΦQb⟩ = −⟨z Qb⟩ > 0. (29.172)

That is, domain averaged potential energy increases if heating, Qb > 0, preferentially occurs in
regions deeper than cooling. This situation is not typical in the ocean, where heating is generally
shallower than cooling. Geothermal heating at the ocean bottom is perhaps the only example
where heating is deeper than cooling.

Vertical motion

The vertical motion term appearing in equation (29.170),

bw = −g w δρ/ρo (29.173)

has a positive sign in the kinetic energy equation (29.157), wherea is has a negative sign in the
potential energy equation (29.167). To help understand this term, consider the specific case of a
negatively buoyant fluid element

b = −g δρ/ρo < 0. (29.174)

If this fluid element moves vertically upward, w > 0, the fluid acquires positive gravitational
potential energy since relatively heavy water is moving upwards. This increase in potential
energy is reflected in the term −w b > 0 appearing in the potential energy equation (29.167).
This increase in gravitational potential energy is associated with a decrease in kinetic energy
through the w b < 0 term appearing in equation (29.157). The conversion between potential and
kinetic energy associated with the w b term is a key process arising from vertical motion.
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29.7.8 Mechanical energy

Adding the equation for kinetic energy per mass (29.157) to the potential energy equation
(29.167) leads to the material evolution for the mechanical energy per mass

D(K + P b)

Dt
= −∇ · [v φ+ ν v × ω + g−1 κΦ∇b]− ν ω · ω − g−1ΦQb + κ ∂zb. (29.175)

Notice how the term w b cancelled as it provides for a reversible transfer of mechanical energy
between gravitational potential and kinetic. This reversible transfer has no effect on the
mechanical energy. As emphasized by Gent (1993), frictional dissipation appears only in the
equation for kinetic energy per mass (29.157), whereas buoyancy diffusion and sources only
appear in the potential energy equation (29.167). When forming the mechanical energy equation,
these terms appear together.

Writing the budget (29.175) in flux-form leads to

∂(K + P b)

∂t
= −∇· [v (K+P b+φ)+ν v×ω+g−1 κΦ∇b]−ν ω ·ω−g−1ΦQb+κ ∂zb. (29.176)

The sum K+P b +φ appearing on the right hand side is the Bernoulli function for a Boussinesq
fluid (see Section 26.7 for the non-Boussinesq form of the Bernoulli function). Integrating the
local mechanical energy budget (29.176) over a region with constant volume, and dropping
surface terms, leads to the domain averaged mechanical energy budget

d

dt
⟨K + P b⟩ = −ϵ− ⟨z Qb⟩+ κ

〈
∂b

∂z

〉
. (29.177)

29.7.9 Conditions for steady state mechanical energy

A steady state mechanical energy balance for the full ocean domain is realized when there is a
balance between changes in domain averaged kinetic energy and changes in domain averaged
potential energy

d⟨K⟩
dt

= −d⟨P b⟩
dt

. (29.178)

Setting the domain integrated mechanical energy time tendency to zero in equation (29.177)
leads to the balance

ϵ = −⟨z Qb⟩+ κ

〈
∂b

∂z

〉
. (29.179)

Recall from equation (29.163) that frictional dissipation is sign-definite

ϵ ≥ 0. (29.180)

Consequently, a steady state mechanical energy for the ocean domain requires the right hand
side of equation (29.179) to be positive. Such occurs when heating is preferentially below cooling
(equation (29.172)), and when the diffusive flux moves buoyancy downward. We already discussed
the diffusive flux in relation to equation (29.171) above. For the heat source term Q, we observe
that locating a cooling source above the warming source will engender an overturning circulation,
thus providing a kinetic energy source to balance the sink from viscous dissipation.

29.7.10 Further reading

Elements of this material originate from Paparella and Young (2002), and with Chapter 21 of
Vallis (2017) offering a pedagogical discussion.
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29.8 Mechanical energy analysis: Part II
In this section we build on the analysis from Section 29.6, here allowing density to be a function
of salinity, Conservative Temperature, and pressure so that

Dρ

Dt
=
∂ρ

∂S

DS

Dt
+
∂ρ

∂Θ

DΘ

Dt
+
∂ρ

∂p

Dp

Dt
. (29.181)

Density thus materially evolves even in the absence of mixing or diabatic processes since Dp/Dt
is nonzero whenever flow crosses isobars. Hence, the flux-form mechanical energy equation
(29.132) now takes on the form

∂t (ρo K + ρΦ) +∇ · [v (ρo K + ρΦ+ p)] = ρ ∂tΦ+ Φ

[
∂ρ

∂S
Ṡ +

∂ρ

∂Θ
Θ̇ +

∂ρ

∂p
ṗ

]
. (29.182)

The right hand side terms provide sources that contribute to the evolution of mechanical energy.
In the absence of mixing, diabatic processes, and with a time independent geopotential, the
sources reduce to a term arising from motion across pressure surfaces. Such motion can occur
for either reversible or irreversible processes. This pressure source term is rather awkward since
it means the mechanical energy budget is not closed even when the flow is reversible (i.e., perfect
fluid) and with time independent astronomical forces. We now follow the approach of Young
(2010) to recover a closed Boussinesq mechanical energy budget by making use of a modified
form of the gravitational potential energy.

29.8.1 Boussinesq dynamic enthalpy
In this section we introduce a new thermodynamic function that, in effect, provides us with an
integrating factor to render a closed Boussinesq mechanical energy budget. This function is
referred to as the Boussinesq dynamic enthalpy. Before considering that function we do a brief
warm-up to refamiliarize ourself with the necessary thermodynamic formalism from Chapter 22.

Material time changes to a pressure integral of density

Consider a thermodynamic potential, Π̃(S,Θ, p | pr), defined according to the pressure integral
of the in situ density

Π̃(S,Θ, p | pr) ≡
ˆ p

pr

ρ(S,Θ, p′) dp′ =⇒
[
∂Π̃

∂p

]
S,Θ

= ρ(S,Θ, p), (29.183)

where pr is an arbitrary constant reference pressure. The notation Π̃(S,Θ, p | pr) emphasizes
that pr is a specified parameter whereas S,Θ, p are coordinates in thermodynamic configuration
space (see Section 22.1.4). The integration in equation (29.183) is taken over pressure in a ther-
modynamic configuration space rather than an integral over a region in x-space.11 Accordingly,
the infinitesimal increment of Π̃ is given by

δΠ̃ = δS

[
∂Π̃

∂S

]
Θ,p

+ δΘ

[
∂Π̃

∂Θ

]
S,p

+ δp

[
∂Π̃

∂p

]
S,Θ

(29.184a)

= δS

[
∂Π̃

∂S

]
Θ,p

+ δΘ

[
∂Π̃

∂Θ

]
S,p

+ ρ(S,Θ, p) δp. (29.184b)

11This is an example where the discussion in Section 26.6.3 is key, whereby we must distinguish between fields
in a thermodynamic configuration space versus fields in geographical space and time.
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If the increment is computed following a moving fluid element then we are led to the material
time derivative

DΠ̃

Dt
=

DS

Dt

[
∂Π̃

∂S

]
Θ,p

+
DΘ

Dt

[
∂Π̃

∂Θ

]
S,p

+ ρ(S,Θ, p)
Dp

Dt
. (29.185)

Material time changes to a geopotential integral of density

Using the same formalism as above, now consider a thermodynamic potential that is a function
of salinity, Conservative Temperature, and geopotential

Π(S,Θ,Φ|Φr) ≡
ˆ Φ

Φr

ρ(S,Θ,Φ′) dΦ′ =⇒
[
∂Π

∂Φ

]
S,Θ

= ρ(S,Θ,Φ), (29.186)

where Φr is an arbitrary constant reference geopotential. We offer the following three comments
concerning Π.

• For density that is independent of the geopotential, then ΠdV = (Φ− Φr) ρ dV , which is
the gravitational potential energy relative to a reference state. We thus interpret Π(S,Θ,Φ)
as a generalized gravitational potential energy per volume.

• One might consider Π to be the difference in hydrostatic pressure between Φ and Φr

as per equation (24.56). However, the integral in equation (24.56) occurs in x-space
between two geopotentials and holding the (x, y) coordinates fixed during the integration,
so that this integration generally crosses surfaces of constant S and Θ. In contrast,
integration in equation (29.186) is taken from Φr to Φ within thermodynamic configuration
space so that S and Θ are fixed while performing the geopotential integral. In this
manner, the geopotential, rather than pressure, provides a coordinate within a Boussinesq
thermodynamic configuration space along with S and Θ.

• Young (2010) provides motivation for calling Π the Boussinesq dynamic enthalpy.

Following the same formalism used to derive DΠ̃/Dt in equation (29.185), we here compute
the material time derivative of the Boussinesq dynamic enthalpy

DΠ

Dt
=

DS

Dt

[
∂Π

∂S

]
Θ,Φ

+
DΘ

Dt

[
∂Π

∂Θ

]
S,Φ

+ ρ(S,Θ,Φ)
DΦ

Dt
. (29.187)

We now create a mechanical energy budget in the form

D

Dt
[ρo K +Π] = −[v · ∇p+ ρv · ∇Φ] + Ṡ

[
∂Π

∂S

]
Θ,Φ

+ Θ̇

[
∂Π

∂Θ

]
S,Φ

+ ρ
DΦ

Dt
(29.188a)

= −[v · ∇p+ ρv · ∇Φ] + Ṡ

[
∂Π

∂S

]
Θ,Φ

+ Θ̇

[
∂Π

∂Θ

]
S,Φ

+ ρ (∂tΦ+ v · ∇Φ)

(29.188b)

= −v · ∇p+ ρ ∂tΦ+ Ṡ

[
∂Π

∂S

]
Θ,Φ

+ Θ̇

[
∂Π

∂Θ

]
S,Φ

, (29.188c)

whose flux-form expression is given by

∂t (ρo K +Π) +∇ · [v · (ρo K +Π+ p)] = ρ ∂tΦ+ Ṡ

[
∂Π

∂S

]
Θ,Φ

+ Θ̇

[
∂Π

∂Θ

]
S,Φ

. (29.189)

We thus see that in the absence of irreversible effects, and with a time independent geopotential,
we have succeeded in deriving a closed (i.e., flux-form) mechanical energy budget for a Boussinesq
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ocean, with

ρo M = ρo K +Π
ρ=ρ(S,Θ)−−−−−−→ ρo K + ρ (Φ− Φr) (29.190)

the appropriate Boussinesq expression for the mechanical energy per volume.

29.8.2 Regionally integrated Boussinesq dynamic enthalpy

Following the treatment for a compressible non-Boussinesq fluid in Section 26.2.4, we here
study evolution of the gravitational potential energy integrated over a finite region, R, that
is open to material mass transport. Rather than working with the geopotential as done for
the non-Boussinesq fluid, we here follow the discussion in Section 29.8.1 by making use of the
Boussinesq dynamic enthalpy, thus ensuring a closed mechanical energy budget.

Budget with the equation of state: ρ = ρ(S,Θ,Φ)

For this purpose we make use the Leibniz-Reynolds transport theorem in the form of equation
(20.37) to find

d

dt

ˆ
R

ΠdV =

ˆ
R

∂tΠdV +

˛
∂R

Πv(b) · n̂dS =

ˆ
R

DΠ

Dt
dV +

˛
∂R

Π(v(b) − v) · n̂dS, (29.191)

where v(b) is the velocity of a point on the boundary of the domain, ∂R. We expose contributions
from irreversible processes leading to material time changes to S and Θ by making use of the
identity (29.187)

d

dt

ˆ
R

ΠdV =

ˆ
R

[
DS

Dt

[
∂Π

∂S

]
Θ,Φ

+
DΘ

Dt

[
∂Π

∂Θ

]
S,Φ

+ ρ
DΦ

Dt

]
dV +

˛
∂R

Π(v(b)−v)·n̂dS. (29.192)

A constant can be added to the dynamic enthalpy without altering the energetics, which is seen
by noting that volume conservation means that (equation (21.65))

d

dt

ˆ
dV = −

ˆ
∂R

(v − v(b)) · n̂dS. (29.193)

If the region is a vertical column of fluid with fixed horizontal cross-section, extending from
the ocean surface to the ocean bottom, then there is horizontal transport across the vertical
boundaries, plus vertical transport of mass across the ocean free surface. For the free surface we
make use of the surface kinematic boundary condition (19.88c) to write

ˆ
z=η

(Π/ρ) ρ (v(η) − v) · n̂dS =

ˆ
z=η

(Π/ρ)Qm dA. (29.194)

In this equation, Qm is the mass per time per horizontal area of matter crossing the ocean free
surface at z = η where Qm > 0 for matter entering the ocean domain, and dS is the area element
on the free surface with dA its horizontal projection.

Budget with the equation of state: ρ = ρ(S,Θ)

For the special case of an equation of state independent of pressure, ρ = ρ(S,Θ) (Section 29.6),
we have Π = ρ (Φ− Φr) so that equation (29.192) reduces to

d

dt

ˆ
R

ρ (Φ−Φr) dV =

ˆ
R

[
(Φ− Φr)

Dρ

Dt
+ ρ

DΦ

Dt

]
dV +

˛
∂R

[ρ (Φ−Φr) (v
(b)−v)] ·n̂dS. (29.195)
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Note that the reference geopotential, Φr, drops out since the Boussinesq form of the Leibniz-
Reynolds transport theorem (i.e., equation (29.191) with ρ replacing Π) leads to the identity

d

dt

ˆ
R

ρdV =

ˆ
R

Dρ

Dt
dV +

˛
∂R
ρ (v(b) − v) · n̂dS. (29.196)

This equation means that the gravitational mass for a region of Boussinesq ocean (left hand
side) changes through boundary terms, as for a non-Boussinesq fluid, plus processes that lead to
material time changes in S and Θ

ρ = ρ(S,Θ) =⇒ Dρ

Dt
=
∂ρ

∂S

DS

Dt
+
∂ρ

∂Θ

DΘ

Dt
. (29.197)

We understand the presence of the Ṡ and Θ̇ terms by noting that irreversible processes, such
as mixing, do not alter volume in a Boussinesq ocean. Hence, if irreversible processes change
density of a fluid element, then there must be a corresponding change in the gravitational mass
of the element.

29.8.3 Density derivatives
When computing the derivatives of density, it is important to note whether the derivative is
computed holding (Θ, S) fixed or holding (x, y) fixed. As seen here, this distinction can be
confused for the Boussinesq ocean, especially when the geopotential takes the simple form
Φ = g z.

Vertical derivative of in situ density for a non-Boussinesq fluid

To motivate the discussion, recall the in situ density for a non-Boussinesq fluid is a function of
the salinity, S, Conservative Temperature, Θ, and in situ pressure, p,

ρ = ρ(S,Θ, p), (29.198)

so that its spatial gradient is

∇ρ =

[
∂ρ

∂S

]
Θ,p

∇S +

[
∂ρ

∂Θ

]
S,p

∇Θ+

[
∂ρ

∂p

]
S,Θ

∇p =
[
∂ρ

∂S

]
Θ,p

∇S +

[
∂ρ

∂Θ

]
S,p

∇Θ+
1

c2s
∇p. (29.199)

In the final step we introduced the inverse squared sound speed

1

c2s
=

[
∂ρ

∂p

]
S,Θ

, (29.200)

which is the partial derivative of density holding S and Θ fixed. Equation (29.199) says that the
spatial gradient of density on the left hand side is determined by the sum of three terms that arise
from spatial gradients of (S,Θ, p), each multiplied by their respective functional derivative of
the equation of state for density. The vertical component of this equation arises when measuring
vertical stratification, in which case[

∂ρ

∂z

]
x,y

=

[
∂ρ

∂S

]
Θ,p

[
∂S

∂z

]
x,y

+

[
∂ρ

∂Θ

]
S,p

[
∂Θ

∂z

]
x,y

+
1

c2s

[
∂p

∂z

]
x,y

, (29.201)

with ∂p/∂z = −ρ g for a hydrostatic fluid. Note that we exposed the (x, y) labels on the left
hand side partial derivative. As seen next, these extra labels are especially important for the
case of the Boussinesq ocean.

page 804 of 2158 geophysical fluid mechanics



29.8. MECHANICAL ENERGY ANALYSIS: PART II

Vertical derivative of in situ density for a Boussinesq ocean

As seen earlier in this section, the in situ density for an energetically consistent Boussinesq ocean
has the functional dependence

ρ = ρ(S,Θ,Φ). (29.202)

That is, the geopotential, Φ, replaces pressure in the functional dependence, with the equation
of state evaluated with a pressure peos = −ρo Φ. Hence, the spatial gradient of in situ density for
a Boussinesq ocean is

∇ρ =

[
∂ρ

∂S

]
Θ,Φ

∇S +

[
∂ρ

∂Θ

]
S,Φ

∇Θ+

[
∂ρ

∂Φ

]
S,Θ

∇Φ, (29.203)

so that the vertical stratification is measured by[
∂ρ

∂z

]
x,y

=

[
∂ρ

∂S

]
Θ,Φ

[
∂S

∂z

]
x,y

+

[
∂ρ

∂Θ

]
S,Φ

[
∂Θ

∂z

]
x,y

+

[
∂ρ

∂Φ

]
S,Θ

[
∂Φ

∂z

]
x,y

. (29.204a)

This relation is analogous to the non-Boussinesq expression (29.201). In particular, the inverse
squared sound speed for a Boussinesq ocean is given by[

∂ρ

∂Φ

]
S,Θ

= − ρo
c2s
. (29.205)

Although the prognostic flow is non-divergent for the Boussinesq ocean, the full velocity field is
divergent (Section 29.1.9), thus supporting acoustic waves.

Now consider the special (and common) case of a simple geopotential, Φ = g z, whereby the
Boussinesq sound speed is given by [

∂ρ

∂z

]
S,Θ

= −ρo g
c2s
, (29.206)

and the vertical stratification derivative is given by[
∂ρ

∂z

]
x,y

=

[
∂ρ

∂S

]
Θ,z

[
∂S

∂z

]
x,y

+

[
∂ρ

∂Θ

]
S,z

[
∂Θ

∂z

]
x,y

+

[
∂ρ

∂z

]
S,Θ

. (29.207)

We here see why attachment of subscripts to the partial derivatives is essential to avoid confusion,
since [

∂ρ

∂z

]
x,y

̸=
[
∂ρ

∂z

]
S,Θ

. (29.208)

The left hand side vertical derivative is computed holding the horizontal position fixed, as
appropriate for computing the vertical stratification, whereas the right hand side vertical
derivative is computed with (S,Θ) fixed, as appropriate for computing the sound speed. These
two derivatives are conceptually distinct, with equation (29.207) exposing the mathematical
distinction.

Horizontal derivative of in situ density for a Boussinesq ocean

The horizontal portion of the gradient (29.203), computed along surfaces of constant geopotential,
is given by

∇Φρ =

[
∂ρ

∂S

]
Θ,Φ

∇ΦS +

[
∂ρ

∂Θ

]
S,Φ

∇ΦΘ. (29.209)
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Hence, when the geopotential takes the simple form, Φ = g z, then we have

∇hρ =

[
∂ρ

∂S

]
Θ,Φ

∇hS +

[
∂ρ

∂Θ

]
S,Φ

∇hΘ. (29.210)

In either case, we see that the horizontal density gradient in a Boussinesq ocean is determined
by the horizontal gradients of the Conservative Temperature and salinity.

29.8.4 Comments

Decoupling mechanical energy from internal energy

There are further nuances required to unravel energetics of the Boussinesq ocean, with details
provided by Young (2010). When encountering these details for the first time one may wonder
why bother since the non-Boussinesq energetics discussed in Sections 26.4 and 26.7 are, by
comparison, very straightforward. However, the difficulty with non-Boussinesq energetics arises
from the internal energy. Namely, since many geophysical flows, particularly those in the ocean,
have speeds that are tiny compared to molecular speeds (see Section 16.3), the mechanical energy
associated with geophysical flow is tiny relative to the internal energy arising from molecular
motions. So when studying the total energy budget for a non-Boussinesq fluid, that energy
is dominated by the internal energy. As detailed in Young (2010), the oceanic Boussinesq
approximation allows us to focus on the Boussinesq mechanical energy arising just from the fluid
flow, and it does so by decoupling mechanical energy from internal energy.

General form of the geopotential

The treatments in Young (2010) and Section 2.4.3 of Vallis (2017) focus on the simple form of
the geopotential, Φ = g z, in which case it appears that density in an energetically consistent
Boussinesq ocean can at most have the space and time dependence

ρ = ρ[S(x, t),Θ(x, t), p = −ρo g z]. (29.211)

However, the formalism developed by Young (2010) allows for a general geopotential, including
those that arise from astronomical tidal forcing and from mass redistributions such as near ice
shelves. In these cases we retain a consistent Boussinesq energetics with density of the more
general form

ρ = ρ[S(x, t),Θ(x, t), p = −ρo Φ(x, t)]. (29.212)

Distinct manifestations of irreversible processes

It is notable that the irreversible terms from Ṡ and Θ̇ that appear in the mechanical energy
equations (29.132), (29.188c) and (29.189) are absent from the non-Boussinesq budget in equation
(26.49). Instead, for the non-Boussinesq fluid, the irreversible mixing processes manifest through
their effects on flow convergence via the mass continuity equation

−∇ · v =
1

ρ

Dρ

Dt
. (29.213)

Since the Boussinesq ocean has a zero flow divergence, the role of mixing on the potential energy
budget appears elsewhere within the mechanical energy budget.
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29.9 Available potential energy

The gravitational potential energy per mass of a fluid element, as measured relative to the z = 0
geopotential, is given by g ρ z (when assuming a simple geopotential). But how much of that
potential energy can be transferred to generate kinetic energy? Not all of it since a state of
zero potential energy means all of the fluid sits at z = 0, which is not generally possible. In
Section 29.6 we noted that −g−1 bΦ is the potential energy per mass relative to the constant
density background state. Pursuing this idea one more step, consider a background buoyancy,
bref(z), that has a non-zero depth dependence but with no horizontal dependence. Without any
horizontal buoyancy gradients there are zero horizontal internal pressure gradients so that an
initially static fluid will remain static.12 Such fluids are said to have zero baroclinicity, with a
proper treatment of baroclinicity in the context of vorticity given in Section 40.7. As seen in
this vorticity discussion, a Boussinesq fluid with zero baroclinicity does not generate vorticity
since its pressure gradients are perpendicular to buoyancy gradients, which are vertical for a
reference state with b = bref(z) (see Section 29.1.2 for the Boussinesq baroclinicity vector). These
concepts from vorticity motivate us to compute the potential energy relative to a depth-dependent
background buoyancy profile.

Lorenz (1955) suggested that a particularly relevant background buoyancy state is the one
obtained by a reversible rearrangement or sorting of the original buoyancy to a state that has
zero baroclinicity. A reversible rearrangement means there is no mixing when moving between
the original state and the background state. The difference in gravitational potential energy
between these two states is termed the available potential energy (APE), with the APE measuring
the potential energy accessible for generating reversible motion.13 Figure 29.2 illustrates the
basic concept. In the remainder of this section we provide details to support a quantitative
understanding of available potential energy. We restrict attention to the perfect Boussinesq
ocean with a linear equation of state, and ignore the role of mixing and the rather difficult
nuances related with the nonlinear equation of state. We also assume a simple connected domain.

z

Reversible rearrangementState of nonzero baroclinicity State of zero baroclinicity

Figure 29.2: Isolines of constant buoyancy to illustrate the concept of available potential energy (APE) in a
stably stratified Boussinesq ocean. The initial state (left panel) with non-zero baroclinicity is reversibly rearranged
to have zero baroclinicity (right panel). The difference in gravitational potential energy between these two states
defines the APE in the initial state. As shown in Section 29.9.3, the APE is a non-negative measure of the amount
of gravitational potential energy that can, in principle, be reversibly converted to kinetic energy. Due to volume
conservation and the absence of irreversible processes, the depth of a buoyancy surface in the background state
shown in the right panel equals to the area average depth of the same buoyancy surface in the left panel (see
Section 29.9.2).

12External pressure gradients, such as from sea level gradients or applied pressure gradients, are also assumed
zero.

13Strictly, this is the potential energy available for producing motion if the fluid is allowed to relax to a
state with zero baroclinicity. Yet as seen in Chapter 31, rotating stratified fluids generally reach a steady state
(geostrophic balance) with nonzero baroclinicity (thermal wind). Even so, we ignore this concern by here following
the standard treatment of available potential energy.
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29.9.1 Analytic continuation of buoyancy surfaces

We use the term outcrop to refer to the vanishing of a buoyancy surface at the upper boundary,
and incrop when it vanishes at the lower boundary. Figure 29.3 illustrates such surfaces. When
considering a fluid in a domain with geometric boundaries, and when describing properties of
the fluid according to thermodynamic coordinates such as buoyancy, we must decide how to
describe these surfaces in regions where they do not exist; i.e., where they are outcropped or
incropped. We follow the Lorenz convention described in Lorenz (1955), Andrews (1983), Section
4 of Young (2012), and Appendix A of Ringler et al. (2017).

This goal might appear to be pointless; i.e, if the surface does not exist in a region, then why
do we need to specify any of its properties. However, the “analytic continuation” of buoyancy
surfaces is very useful when developing their kinematics, with particular use for available potential
energy in Section 29.9.3. Such concerns have further applications for studies of water mass
transformation arising from boundary buoyancy fluxes (e.g., Nurser et al. (1999) as well as
Chapter 73). Additionally, the buoyancy frequency along these surfaces is formally infinite since
the extended buoyancy surfaces are squeezed into a zero thickness layer. Evidently, analytic
continuation of buouyancy layers creates an infinite potential vorticity, which corresponds to the
potential vorticity delta sheets as discussed by Bretherton (1966) and Schneider et al. (2003).
In the following we limit our attention to domains with flat bottoms and vertical side-walls to
minimize the niceties that arise with more general domains.

Buoyancy-area mean height of a buoyancy surface

Let z = η(x, y,B, t) be the vertical position (“height” for brief) of a surface with buoyancy B.
We make use of the area mean height when formulating available potential energy. One way to
define the area mean is to integrate η(x, y,B, t) over the area of the buoyancy surface and then
divide by the area of the buoyancy surface

η(B, t)
buoyancy

=

´
B
η(x, y,B, t) dS´

B
dS

, (29.214)

where
´
B
dS is the area integral over the B buoyancy surface. Yet there are two problems with

this area calculation. First, the area of a buoyancy surface is rather complicated to compute in
practice, given that it can undulate, incrop, and outcrop. Second, the buoyancy surface area is
time dependent thus making the area mean also time dependent.

Domain-area mean height of a buoyancy surface

An alternative method to compute the area mean height is to integrate over the area of the fluid
domain

η(B) =

´
η(x, y,B, t) dA´

dA
, (29.215)

where

A =

ˆ
dA =

ˆ
fluid domain

dx dy (29.216)

is the time-independent horizontal area of the fluid domain. Time-independence of the area is a
plus. In choosing the full domain area, we must specify the height of a buoyancy surface in those
horizontal regions where the surface does not exist; i.e., where the surface outcrops or incrops.
By doing so, we prove in Section 29.9.2 that the area mean height is time-independent for all
buoyancy surfaces. This is another advantage of this approach. Finally, this area mean height
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satisfies the monotonicity property

η(B1) > η(B2) if B1 > B2. (29.217)

We make use of both the time-independence of the mean height and the monotonicity property
when formulating the available potential energy in Section 29.9.3.

z

b = B

<latexit sha1_base64="Rm+JAF/z8LX2j4+IlBBP9w6AWyU=">AAACD3icbVDLSsNAFL2pr1ofjbp0M1gEVyWRim6EUjcuK9gHtKFMppN26EwSZiZCCf0I1271G9yJWz/BT/AvnLRZaNsDFw7n3Mu99/gxZ0o7zrdV2Njc2t4p7pb29g8Oy/bRcVtFiSS0RSIeya6PFeUspC3NNKfdWFIsfE47/uQu8ztPVCoWhY96GlNP4FHIAkawNtLALvvoFvUF1mOCedqYDeyKU3XmQKvEzUkFcjQH9k9/GJFE0FATjpXquU6svRRLzQins1I/UTTGZIJHtGdoiAVVXjo/fIbOjTJEQSRNhRrN1b8TKRZKTYVvOrMT1bKXiWs9X6yTe4kObryUhXGiaUgW+4OEIx2hLBw0ZJISzaeGYCKZeQGRMZaYaBNhyWTjLiexStqXVbdWvXqoVeqNPKUinMIZXIAL11CHe2hCCwgk8AKv8GY9W+/Wh/W5aC1Y+cwJ/IP19QtHiJvK</latexit>

⌘0

<latexit sha1_base64="CPji8tKDK07fLp+wfmhuwh3KK6g=">AAACA3icbZDNTgIxFIU7+If4h7p000iMrsiMweiS6MYlJg6QwIR0yh1oaDuTtmNCJixdu9VncGfc+iA+gm9hgVkocJImX865N21PmHCmjet+O4W19Y3NreJ2aWd3b/+gfHjU1HGqKPg05rFqh0QDZxJ8wwyHdqKAiJBDKxzdTfPWEyjNYvloxgkEggwkixglxlp+Fww575UrbtWdCS+Dl0MF5Wr0yj/dfkxTAdJQTrTueG5igowowyiHSambakgIHZEBdCxKIkAH2eyxE3xmnT6OYmWPNHjm/t3IiNB6LEI7KYgZ6sVsaq7MQrHK7qQmugkyJpPUgKTz+6OUYxPjaSG4zxRQw8cWCFXMfgHTIVGEGltbyXbjLTaxDM3LqlerXj3UKvXbvKUiOkGn6AJ56BrV0T1qIB9RxNALekVvzrPz7nw4n/PRgpPvHKN/cr5+AYFkl6M=</latexit>

Incropping surface b = Bincrop

<latexit sha1_base64="1eNVSAZfuqrFGv85dQN8GxInkyE=">AAACJnicbVC7SgNBFJ2NrxhfUUubwaBYhV2JaCOE2FhGMA/ILmF2MkmGzGOZmRXDsn/gh1jb6jfYidjZ+hdOki00yYELh3Pu5d57wohRbVz3y8mtrK6tb+Q3C1vbO7t7xf2DppaxwqSBJZOqHSJNGBWkYahhpB0pgnjISCsc3Uz81gNRmkpxb8YRCTgaCNqnGBkrdYunIbyGPkdmiBFLamk38XkoHxPfUDGGVGAlozSF3WLJLbtTwEXiZaQEMtS7xR+/J3HMiTCYIa07nhuZIEHKUMxIWvBjTSKER2hAOpYKxIkOkuk/KTyxSg/2pbIlDJyqfycSxLUe89B2Ti7X895EXOqFfJnciU3/KkioiGJDBJ7t78cMGgknmcEeVQQbNrYEYUXtCxAPkULY2GQLNhtvPolF0jwve5XyxV2lVK1lKeXBETgGZ8ADl6AKbkEdNAAGT+AFvII359l5dz6cz1lrzslmDsE/ON+/cdul/A==</latexit>

Outcropping surface b = Boutcrop

<latexit sha1_base64="yMUWvS3Js8RPRBeeZTawjk2D2WY=">AAACJ3icbVDLSgNBEJz1GeMr6tHLYBA9hV2J6EUI8eIxgkmEbAizk0kyOI9lplcMy36CH+LZq36DN9GjR//CyeOgiQUNRVU33V1RLLgF3//0FhaXlldWc2v59Y3Nre3Czm7D6sRQVqdaaHMbEcsEV6wOHAS7jQ0jMhKsGd1djvzmPTOWa3UDw5i1Jekr3uOUgJM6haMIX+BQEhhQItJq1klDGemHNASuhlgnQI2Oswx3CkW/5I+B50kwJUU0Ra1T+A67miaSKaCCWNsK/BjaKTHAqWBZPkwsiwm9I33WclQRyWw7HT+U4UOndHFPG1cK8Fj9PZESae1QRq5zdLqd9Ubiv14k/5NbCfTO2ylXcQJM0cn+XiIwaDwKDXe5YRTE0BFCDXcvYDoghlBw0eZdNsFsEvOkcVIKyqXT63KxUp2mlEP76AAdowCdoQq6QjVURxQ9omf0gl69J+/Ne/c+Jq0L3nRmD/2B9/UDddCmhw==</latexit>

z = H

z = 0
Continuation of incropping surface

Continuation of outcropping surface

z = ⌘(B) = 1

A

Z
⌘(x, y,B, t) dA

<latexit sha1_base64="yANQ5ji/8PGJpZXAk/AZsN+twIk=">AAACWnicbVHLSgMxFE3HV62v+ti5CRZBoZQZqehGaHXjsoJVsVNKJs1oaDIzJHfEGubf/A3BteBKP8HMtAtfFwKHc869uTkJEsE1uO5LyZmZnZtfKC9WlpZXVteq6xtXOk4VZV0ai1jdBEQzwSPWBQ6C3SSKERkIdh2MznL9+oEpzePoEsYJ60tyF/GQUwKWGlRvn/AJ9mNryScYnwHZ8yWBe0qEOc32s1wOFaHGy0w7wz6PABeux/q4/s1Zh33s13HBKGmGWXtQrbkNtyj8F3hTUEPT6gyq7/4wpqlkEVBBtO55bgJ9QxRwKlhW8VPNEkJH5I71LIyIZLpvigwyvGuZIQ5jZY9dsWC/dxgitR7LwDrzFfVvLSf/1QL5H91LITzuGx4lKbCITu4PU4EhxnnOeMgVoyDGFhCquH0CpvfEBgn2Nyo2G+93En/B1UHDazYOL5q11uk0pTLaRjtoD3noCLXQOeqgLqLoGb2hD/RZenUcZ9FZmlid0rRnE/0oZ+sLt/+1uw==</latexit>

z = ⌘(x, y,B, t)

<latexit sha1_base64="RHvGfEcsixrfW7cCVJ+ayS3ycNA=">AAACG3icbVDLSgNBEJz1GeMr6jGXwSBECGFXInoRQrx4jGAekIQwO5lNhszsLjO9Ylxy8EM8e9Vv8CZePfgJ/oWzSQ6apKChqOqmu8sNBddg29/Wyura+sZmaiu9vbO7t585OKzrIFKU1WggAtV0iWaC+6wGHARrhooR6QrWcIfXid+4Z0rzwL+DUcg6kvR97nFKwEjdTPYRX+E2A5J/KIwKbUlgQImIK+MCnHYzObtoT4AXiTMjOTRDtZv5afcCGknmAxVE65Zjh9CJiQJOBRun25FmIaFD0mctQ30ime7EkyfG+MQoPewFypQPeKL+nYiJ1HokXdOZXKnnvURc6rlymdyKwLvsxNwPI2A+ne73IoEhwElQuMcVoyBGhhCquHkB0wFRhIKJM22yceaTWCT1s6JTKp7flnLlyiylFMqiY5RHDrpAZXSDqqiGKHpCL+gVvVnP1rv1YX1OW1es2cwR+gfr6xee/6Aq</latexit>

b = B(x, y, ⌘(B), t)

<latexit sha1_base64="rXGjeTKRbv/YJSd/nMncAjEaoG4=">AAACKXicbVDLSgMxFM3UV62vqks3wSK0UMqMVHQjlLpxWcE+oFNKJk3b0MyD5I5YhvkGP8S1W/0Gd+rWlX9hpp2Ftj0QOJxzbpJ7nEBwBab5aWTW1jc2t7LbuZ3dvf2D/OFRS/mhpKxJfeHLjkMUE9xjTeAgWCeQjLiOYG1ncpP47QcmFfe9e5gGrOeSkceHnBLQUj9fcvA1rhcfy9Oy7etgck9kMyBF2yUwpkRE9TgulaHUzxfMijkDXiZWSgooRaOf/7EHPg1d5gEVRKmuZQbQi4gETgWLc3aoWEDohIxYV1OPuEz1otlKMT7TygAPfamPB3im/p2IiKvU1HV0MvmnWvQScaXnuKvkbgjDq17EvSAE5tH5+8NQYPBxUhsecMkoiKkmhEquV8B0TCShoMvN6W6sxSaWSeu8YlUrF3fVQq2etpRFJ+gUFZGFLlEN3aIGaiKKntALekVvxrPxbnwYX/NoxkhnjtE/GN+/pTal6Q==</latexit>

Figure 29.3: Geometry of buoyancy surfaces in a flat bottom box of perfect Boussinesq ocean with height
H and horizontal area

´
dA = A. Three representative buoyancy surfaces are shown: one that spans the full

domain with b = B, one that incrops at the bottom with b = Bincrop, and one that outcrops at the surface
with b = Boutcrop. The vertical height of a buoyancy surface is z = η(x, y,B, t); its area average (which is
time independent; see Section 29.9.2) is η(B) = A−1

´
η(x, y,B, t) dA; and its corresponding anomalous height

is η′(x, y,B, t) = η(x, y,B, t) − η(B). As a complement, a particular point on the z = η(B) height surface has
buoyancy b = B(x, y, η(B), t), which then leads to an anomalous buoyancy b′(x, y, η(B), t) = B(x, y, η(B), t)− B,

where B(x, y, η(B), t) = B (see equation (29.221)). To allow the formalism to be transparent across all buoyancy
surfaces, we set η(x, y,Boutcrop, t) = H in regions where the surface has outcropped, and η(x, y,Bincrop, t) = 0
where the surface has incropped (denoted by the red lines). As a complement, we set ∂z/∂b = 1/N2 = 0 for
regions where the surface has either incropped or outcropped, thus formally imposing an infinitely stratified
extension of the incropped and outcropped surfaces across the top and bottom domain boundaries. Through
this analytic continuation of the buoyancy surfaces, we are ensured that the area mean height of all buoyancy
surfaces forms a monotonic sequence from 0 to H, with η(B1) > η(B2) if B1 > B2. When focused on a
single buoyancy surface, we can reduce notational clutter by writing, for example, η rather than η(B), as well as
b′(η) = B(η)− B, and η′ = η − η.

Analytic continuation of surface height at outcrops and incrops

So how do we specify the height in outcrop regions? Let us motivate a specification by considering
a buoyancy surface that sits near the top of the domain; i.e., its buoyancy is near the domain
maximum, bmax. Assume this surface is not horizontal, with the surface b = Boutcrop in Figure
29.3 an example. Furthermore, let it cover less horizontal area than the full domain area. If we
horizontally integrate just over regions where the surface does not outcrop, but still normalize
by the total horizontal area of the domain, then the area mean height will be less than certain
other buoyancy surfaces whose buoyancy is less and yet whose horizontal area is more. As a
result we will not satisfy the monotonicity property (29.217). A way to recover monotonicity is
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to analytically continue the buoyancy surface along the upper boundary so that its height in
the outcropped region is set to η(xoutcrop, youtcrop,Boutcrop, t) = H. Doing so then ensures that the
domain-area mean height for buoyancy surfaces will approach H as their buoyancy approaches
the maximum buoyancy. We provide an analogous continuation of the surface within the bottom
boundary so that

η(x, y,B, t) =

 H if (x, y) ∈ outcrop region
0 if (x, y) ∈ incrop region
η(x, y,B, t) otherwise.

(29.218)

These two continuations of the buoyancy surfaces ensures that the domain-area mean height
of all buoyancy surfaces forms a monotonic sequence and that the sequency extends from
0 ≤ η(B) ≤ H.

Analytic continuation of buoyancy stratification at outcrops and incrops

What does the analytic continuation (29.218) imply for buoyancy? As described, we allow all
outcropped buoyancy surfaces to continue along the surface at η = H. All outcropped surfaces
are thus squeezed into the infinitesimal upper fluid layer with buoyancy in that layer bounded
above by the domain maximum buoyancy, bmax. Likewise, for the bottom of the domain we
squeeze all incropped buoyancy surfaces into an infinitesimal layer bounded below by bmin, the
minimum buoyancy in the domain. Consequently, the upper and lower boundaries are formally
capped by infinitely stratified shells in which the inverse squared buoyancy frequency vanishes.

29.9.2 The dual relation between height and buoyancy
In deriving an expression for the APE in Section 29.9.3, we will find it useful to have relations
between the unsorted and sorted buoyancy fields. We will also make use of the dual relation
between the height of a constant buoyancy surface and the buoyancy of a constant height surface.
For this purpose we examine certain kinematic properties of buoyancy surfaces in a stably
stratified box of a perfect Boussinesq ocean as in Figure 29.3.

Volume beneath a buoyancy surface using height coordinates

Making use of notation from Figure 29.3, the volume of fluid contained beneath an arbitrary
buoyancy surface is

V (B) =

ˆ
dA

ˆ η(x,y,B,t)

0
dz =

ˆ
η(x, y,B, t) dA = Aη(B), (29.219)

The following properties result from volume conservation in a perfect non-divergent flow in the
absence of boundary fluxes (see Chapter 21).

• The volume of fluid beneath an arbitrary buoyancy surface is time-independent, as is the
area mean height of this surface. This property allowed us to drop the time argument
from V (B) and η(B) in equation (29.219).

• The area mean height of a buoyancy surface is identical to the height of the surface when
it is reversibly rearranged to be horizontal.

To verify these properties, recall that buoyancy surfaces are material in a perfect fluid so that
no fluid crosses them even as they fluctuate. It follows that the volume of fluid beneath an
arbitrary buoyancy surface is time-independent. Since the horizontal area of the domain is
time-independent, equation (29.219) also means that the area averaged height of the buoyancy
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surface is time-independent. Furthermore, any motion of a buoyancy surface in a perfect fluid is
reversible, including motion that flattens the surface. Since its area mean height remains fixed,
the area mean equals to the height of the surface when it is flat.

Area mean buoyancy on a constant depth surface

As a further realization of the dual relation between height and buoyancy, note that the area
average buoyancy, b = B(x, y, z, t) along a constant height surface is also constant in time

B(z) = A−1

ˆ
B(x, y, z, t) dA = time independent. (29.220)

This property follows since both buoyancy and volume are material constants following a fluid
parcel in a perfect Boussinesq ocean. Hence, a fluid parcel carries both its buoyancy and volume
unchanged so that the volume integrated buoyancy within any fluid region remains constant.
Correspondingly, the area integrated buoyancy along any fixed height surface remains constant.
It also follows that the area mean buoyancy at z = η(B) is B

B[η(B)] = A−1

ˆ
B(x, y, z = η(B), t) dA = B. (29.221)

Volume beneath a buoyancy surface using buoyancy coordinates

Let us return to the volume beneath a buoyancy surface, only now use buoyancy coordinates to
write

V (B) =

ˆ
dA

ˆ η(x,y,B,t)

0
dz =

ˆ
dA

ˆ B

b(x,y,0,t)

∂z

∂b
db =

ˆ
dA

ˆ B

b(x,y,0,t)

db

N2
(29.222)

where b(x, y, 0, t) is the buoyancy at the bottom of the domain and

N2 =
∂b

∂z
(29.223)

is the squared buoyancy frequency. As noted in Section 29.9.1 and illustrated in Figure 29.3, we
analytically continue the buoyancy surfaces into the surface and bottom boundaries so that

N−2(x, y,B) =

 = 0 if B > b(x, y,H) (surface outcrop region)
= 0 if B < b(x, y, 0) (bottom incrop region)
= N−2(x, y,B) if b(x, y, 0) ≤ B ≤ b(x, y,H).

(29.224)

In this manner we can replace the lower limit in equation (29.222) with a constant buoyancy
well below any buoyancy found in the domain, which we write as bmin, so that

V (B) =

ˆ
dA

ˆ B

bmin

db

N2
=

ˆ B

bmin

db

ˆ
dA

N2
. (29.225)

Being able to commute the area and buoyancy integrals proves useful in the following.

29.9.3 Exact expression for APE

In this subsection we develop an expression for the APE of the perfect stably stratified Boussinesq
ocean in a box. To start, consider the volume integrated gravitational potential energy per mass
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of the fluid in Figure 29.3, relative to a constant density background state with ρ = ρo

P = −
ˆ

dA

ˆ H

0
b z dz = −1

2

ˆ
dA

ˆ H

0
bd(z2). (29.226)

Integration by parts leads to the equivalent expression

P = −1

2

ˆ
dA

ˆ H

0
d(b z2) +

1

2

ˆ
dA

ˆ b(x,y,H)

b(x,y,0)
η2(x, y, b) db (29.227)

= −AH
2

2
b(H) +

1

2

ˆ
dA

ˆ b(x,y,H)

b(x,y,0)
η2(x, y, b) db, (29.228)

where b(H) is the area averaged buoyancy at the top of the fluid domain, z = H. As discussed
in Section 29.9.1, integration over the finite domain using a buoyancy coordinate leads us to
set b(H) = bmax, the domain maximum buoyancy. Likewise, the second expression in equation
(29.228) has its buoyancy integral range extended to bmin and bmax. By doing so we can swap the
area and buoyancy integrals to render

P =
A

2

[
−H2 bmax +

ˆ bmax

bmin

η2(b) db

]
, (29.229)

where η2(b) is the area mean of the squared height of a buoyancy surface. The same calculation
for the reference buoyancy, bref(z), leads to

Pref =
A

2

[
−H2 bmax +

ˆ bmax

bmin

η(b)
2
db

]
, (29.230)

where we noted that the height of a reference buoyancy surface equals to the area mean of the
corresponding buoyancy surface

η(bref) = η(b = bref), (29.231)

and the reference buoyancy at the surface boundary equals to the maximum buoyancy, bref(H) =
bmax.

Subtracting the gravitational potential energy of the reference/background state from the
potential energy of the full state renders an expression for the available potential energy

PAPE = P−Pref =
A

2

[ˆ bmax

bmin

[η2(b)− η(b)2] db
]
=

ˆ bmax

bmin

(η′)2 db ≥ 0, (29.232)

where (see Figure 29.3)
η(x, y, b, t) = η(b) + η′(x, y, b, t). (29.233)

The positive definite nature of the APE arises since either a positive or negative buoyancy
surface undulation gives rise to motion.

Equation (29.232) is an exact expression for the APE of a perfect Boussinesq ocean in a flat
bottom and simply connected domain. We encounter the same expression when studying the
APE in a shallow water fluid in Section 36.5.6. It is the natural expression when working in
buoyancy coordinates, whereby the APE is determined by height variations of constant buoyancy
surfaces.
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29.9.4 Approximate expression for APE

When working with geopotential coordinates it is useful to obtain an approximate expression for
the APE in terms of buoyancy variations on constant height surfaces. That is the subject of this
subsection.

Approximate version of APE in terms of buoyancy fluctuations

To develop an approximate expression for the APE we write the height of a buoyancy surface,
η(B), in the form (see caption to Figure 29.3 if confused by signs)

η(B) ≈ η(B) +

[
∂z

∂b

]
z=η

[B −B(η)] = η − b′

N2
≈ η − b′

N2
ref

, (29.234)

where the final step set N2(x, y, η) ≈ N2
ref(η), which is valid to the same order as the approxima-

tion. We are thus led to the approximate expression

η′ = η − η ≈ − b′

N2
ref

(29.235)

so that the APE is given approximately by

PAPE ≈ A
[ˆ H

0

(b′)2

2N2
ref

dz

]
. (29.236)

This approximate expression is commonly used in practical calculations of APE, particularly
when making use of field measurements (e.g., Bishop et al. (2020)).

Practical issues related to the sorted buoyancy profile

Figure 29.4 illustrates how to obtain the sorted buoyancy profile from a discretized version of
a stably stratified fluid. The buoyancy of each cell is compared to that of all other cells and
vertically stacked according to the relative buoyancy. The vertical position of the sorted grid
cell is determined by accumulating the volume per horizontal area of the cell, starting from the
bottom and moving up.

It is notable that cells with identical buoyancy lead to regions of zero vertical stratification
in the sorted buoyancy profile. Such zero stratification regions commonly arise when sorting
stratified fluid layers, where the buoyancy is constant within the layers. One is thus led to
perform a vertical smoothing of the sorted profile to remove such unstratified regions, particularly
if using the profile to define a background buoyancy frequency as required for the approximate
APE calculation given by equation (29.236).

Budget for approximatae APE

To develop a budget for the approximate form of APE, start by considering the budget for
buoyancy decomposed as

b(x, y, z, t) = bref(z) + b′(x, y, z, t), (29.237)

so that the perfect fluid buoyancy equation takes on the form

Db

Dt
= 0 =⇒ Db′

Dt
= −wN2

ref. (29.238)
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Discretize Sort
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H

Figure 29.4: Illustrating how to sort buoyancy to determine the background or reference profile for computing
APE. The first panel on the left shows a sample buoyancy field with black lines representing buoyancy isolines.
The second panel shows a discretized version of the field, with b0 a unit of buoyancy and each cell’s buoyancy an
integer multiple of b0. For simplicity we assume the horizontal area of the domain is depth independent and that
each of the discrete grid cells has the same volume and horizontal area. The third panel shows the result of sorting
the discrete buoyancy field, with the most buoyant fluid above the less buoyant fluid. During the sort, the cell’s
volume remains constant (Boussinesq ocean) and the accumulated volume per horizontal area determines the
vertical position of the sorted cell. The final panel shows the sorted profile bref(z). Note that regions of zero lateral
buoyancy gradient in the unsorted buoyancy field lead to vertically unstratified regions in the sorted buoyancy.

Multiplying by b′ leads to
D[(b′)2/2]

Dt
= −w b′N2

ref, (29.239)

and then dividing by N2
ref renders

∂PAPE

∂t
+ v · ∇PAPE = −w b′

[
1− b′

2

∂(1/N2
ref)

∂z

]
, (29.240)

where we defined the approximate APE per unit volume

PAPE = (1/2) [b′/Nref]
2. (29.241)

In the case of a depth-independent reference buoyancy frequency, we see that the APE per
unit volume materially evolves with a source −w b′, which is analogous to the potential energy
evolution where the source is −w b. Now adding equation (29.240) to the kinetic energy equation
(29.128) with Φ = g z leads to

∂(K + PAPE)

∂t
+ v · ∇(K + PAPE + p/ρo) = −w

[
g − bref −

(b′)2

2

∂(1/N2
ref)

∂z

]
. (29.242)

Note that a global area average on any surface eliminates the w (g − bref) term since

w = A−1

ˆ
w dA = 0, (29.243)

which follows from ∇ · v = 0 (see Exercise 21.6). Further simplifications arise with depth-
independent Nref, with the corresponding space and time spectra studied by Bühler et al.
(2014).

29.9.5 Comments

Elements of this section follow from Section 3.11.1 of Vallis (2017). Available potential energy
remains a compelling notion for many aspects of geophysical fluid studies. Unfortunately, for
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the ocean proves difficult to extend the formalism beyond the perfect fluid Boussinesq system
considered here. Particular difficulties arise from the nonlinear equation of state for seawater
and the nontrivial ocean geometry with distinct basins and enclosed seas. Further difficulties
arise when considering the non-simply connected nature of the ocean domain.

29.10 Exercises
exercise 29.1: Symmetry under a time-dependent translation
In this exercise we consider the Euler equation in free space (no boundaries) where we focus
only on the acceleration and the pressure gradient force. That is, we ignore any body forces
from gravity and planetary rotation so that the Euler equation takes on the form

ρo
Dv

Dt
= −∇p, (29.244)

where we assume a Boussinesq ocean so that ∇ · v = 0.

Consider a shift in the reference frame used to describe the flow so that a coordinate position
shifts according to

x→ x+ c(t), (29.245)

where the vector c is time dependent but has the same value for all points in space.

(a) Is the shift (29.245) a Galilean transformation? Hint: recall the discussion of Galilean
transformation in Section 17.5.

(b) What happens to pressure in the new reference frame? Hint: consider the elliptic problem
for pressure as discussed in Section 29.3.1.

(c) Write the equation of motion (29.244) in this new reference frame.

exercise 29.2: Steady parallel sheared flow on a tangent plane
Consider the non-divergent parallel sheared flow

v = x̂u(y), (29.246)

so that the flow is steady, zonal, and has a meridional dependence. Assume the flow is on a
tangent plane as discussed in Section 24.5.

(a) Show that this flow is an exact solution to the β-plane inviscid Boussinesq velocity equation.

(b) Express the corresponding pressure gradient in terms of u and other terms.

(c) Show that for an f -plane the stationary velocity can have an arbitrary orientation. Hint:
it is sufficient to show that v = ŷ v(x) is a stationary solution on the f -plane but not on
the β-plane.

exercise 29.3: A generalized Boussinesq approximation
In this exercise we derive a mild generalization to the Boussinesq approximation. This gener-
alization facilitates a more accurate decomposition of pressure by introducing a new reference
density, ρ(z), that is a static function of depth. The new decomposition also leads to a slightly
modified buoyancy field.
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The derivation starts with the usual decomposition of density using ρo as a space and time
constant

ρ(x, t) = ρo + ρ′(x, t), (29.247)

thus leading to the Boussinesq momentum equation

Dv

Dt
+ 2Ω× v = −ρ−1

o (∇p+ ẑ g ρ). (29.248)

But rather than take the traditional decomposition of the pressure and gravitational terms, we
now write

∇p+ ẑ g ρ = ∇[p− p(z) + p(z)] + ẑ g [ρ− ρ(z) + ρ(z)] (29.249a)

= ∇[p− p(z)] + ẑ g [ρ− ρ(z)]. (29.249b)

This step introduced the density, ρ(z), and the corresponding hydrostatically balanced pressure

dp(z)

dz
= −g ρ(z). (29.250)

(a) Show that the pressure is decomposed as

p(x, t) = [p(x, t)− p(z)] + p(z) = ρo φ̃+ p(z). (29.251)

What is φ̃?

(b) Introduce a buoyancy

b̃ = −g (ρ− ρ)
ρo

, (29.252)

defined relative to the depth-dependent background density, ρ(z), rather than the globally
constant density ρo. Show that the momentum equation is given by

Dv

Dt
+ 2Ω× v = −∇φ̃+ ẑ b̃. (29.253)

(c) Show that the baroclinicity vector appearing in the Boussinesq vorticity equation takes
the form

B̃ = ∇b̃× ẑ, (29.254)

which is mathematically the same as with the traditional Boussinesq approximation from
Section 29.1.2. We have thus succeeded in generalizing the pressure decomposition and
buoyancy field, yet without corrupting the familiar Boussinesq vorticity dynamics.

exercise 29.4: Kinetic energy for a perfect hydrostatic Boussinesq fluid
Consider a perfect hydrostatic Boussinesq ocean. Show that the kinetic energy per mass contained
in the horizontal velocity,

Khorz =
u · u
2

, (29.255)

satisfies the exact same equation as v · v/2 does for a non-hydrostatic fluid, as given by equation
(29.127). Assume the simple form for the geopotential, Φ = g z.

exercise 29.5: Energetics for a perfect Boussinesq ocean
In Section 29.6 we developed the energetic balances for a perfect Boussinesq ocean in a closed
domain (domain where all boundary fluxes vanish). We here rederive the same energetics but
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using the momentum, buoyancy, and continuity equations in the form that exposes buoyancy

Dv

Dt
+ 2Ω× v = −∇φ+ ẑ b (29.256a)

Db

Dt
= 0 (29.256b)

∇ · v = 0 (29.256c)

b = b(S,Θ). (29.256d)

Assume the simple form for the geopotential, Φ = g z, and assume a closed and static domain
(i.e., an Eulerian domain with no boundary contributions). To help physically interpret terms,
remember to isolate the total divergence terms and the remainder. Hint: this exercise is a
simplification of the material presented in Section 29.7.

(a) Derive the material time evolution equation for the kinetic energy.

(b) Derive the material time evolution equation for P b = −g−1Φ b = −b z, with Φ = g z.
Interpret P b and the processes that affect its material time evolution.

(c) Derive the mechanical energy equation written in its flux-form, where we define the
mechanical energy per volume as ρo (K + P b). Note the presence of ρo multiplying both
K and P b. We thus derive an expression for ρo D(K + P b)/Dt, and show that it is not
affected by w b. Discuss.

(d) Integrate the equation for the mechanical energy per mass to derive a global domain budget
for mechanical energy. Discuss.

exercise 29.6: Kinetic energy and the hydrostatic Boussinesq equations
In this exercise we develop some properties of the kinetic energy for the hydrostatic Boussinesq
equations listed in Section 29.1.6. We here assume the horizontal frictional acceleration is
determined by vertical viscous friction in equation (29.146), and the stress boundary conditions
are given by equations (29.149a) and (29.150).

(a) Derive the flux-form expression for the kinetic energy budget.

(b) Why does the kinetic energy only have contributions from the horizontal velocity compo-
nents?

(c) Discuss the role of vertical viscosity in transporting kinetic energy in the vertical.

(d) Discuss the role of vertical viscosity in dissipating kinetic energy.

(e) Discuss how wind stress and bottom drag impact the globally integrated kinetic energy.
Assume bottom drag in the form of equation (29.150).

exercise 29.7: Potential energy and the hydrostatic Boussinesq equations
In this exercise we develop some properties of the gravitational potential energy for the hydrostatic
Boussinesq equations stated in Section 29.1.6.

(a) Derive the flux-form budget for gravitational potential energy written as P b = −g−1Φ b
with Φ = g z. Interpret P b.

(b) Discuss the role of the subgrid scale eddy-induced advection in this budget as given by
equation (29.139). In particular, discuss its impact on the center of mass of the fluid.
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(c) Discuss the role of vertical diffusion in this budget as given by equation (29.139). In
particular, discuss its impact on the center of mass of the fluid.

(d) Integrate the gravitational potential energy budget over the global ocean. Discuss how
the surface boundary buoyancy flux, Qb, impacts on the global potential energy budget
through impacts on the center of mass of the fluid. Ignore any bottom geothermal heating.

exercise 29.8: Squared buoyancy and the ocean model equations
In this exercise we develop some properties of the squared buoyancy for the hydrostatic Boussinesq
equations stated in Section 29.1.6 using the subgrid scale buoyancy flux in equation (29.139).

(a) Write the flux-form budget describing the evolution of b2, the squared buoyancy. Write
the budget using the residual mean velocity defined by the sum

v† = v + v∗. (29.257)

Hint: start from the buoyancy equation written in the form

Db/Dt = −∇ · F b, (29.258)

with F b discussed in Section 29.7.1.

(b) Discuss the impacts from vertical diffusion on the b2 budget.

exercise 29.9: Parameterized eddy velocity and the ocean model equations
In this exercise we develop some implications of assuming a specific form for the parameterized
eddy velocity for the hydrostatic Boussinesq equations stated in Section 29.1.6. Namely, we
consider the specific form for the parameterized eddy-induced velocity proposed by Gent et al.
(1995)

u∗ = −∂z(B S) (29.259a)

w∗ = ∇h · (B S) (29.259b)

S = −∇hb
N2

(29.259c)

v∗ · n̂ = 0 at all ocean boundaries. (29.259d)

In this expression, B > 0 is an eddy diffusivity. To ensure v∗ · n̂ = 0 at all domain boundaries
requires that B = 0 along these boundaries. The horizontal vector S = (S(x), S(y), 0) measures
the slope of the buoyancy surfaces relative to the horizontal. We assume the ocean is stably
stratified in the vertical, so that ∂b/∂z = N2 > 0.

(a) Determine the vector streamfunction Ψ∗ such that

v∗ = ∇ × Ψ∗. (29.260)

Choose the gauge with ẑ ·Ψ∗ = 0.

(b) Show that ˆ η

−H
u∗ dz = 0. (29.261)

That is, the parameterized horizontal flow has a zero depth integral.
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(c) At any chosen meridional position y, the meridional buoyancy transport from advection
(resolved plus parameterized) is computed by

B(y)(y, t) =

ˆ x2

x1

dx

ˆ η

−H
b (v + v∗) dz. (29.262)

The zonal and vertical integrals are over the full zonal and vertical extent of the ocean
domain. Show that the effects from v∗ are to reduce the meridional gradients of buoyancy.
That is, if buoyancy decreases poleward, then v∗ will flux buoyancy poleward to reduce
the gradient.

(d) How does the introduction of v∗ to the buoyancy equation (29.24c) affect the global
integrated gravitational potential energy? Discuss.

(e) How does the introduction of v∗ to the buoyancy equation (29.24c) affect the global
integrated available potential energy? Discuss.
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Chapter 30

BUOYANT ACCELERATION OF FLUIDS

A large portion of the vertical pressure force acting on a geophysical fluid element is balanced
by the gravitational force, with a precise balance holding for an exact hydrostatic fluid. If
there are unbalanced density-induced pressure forces, then a fluid element experiences a buoyant
acceleration that acts in the vertical. That is, buoyancy is the unbalanced vertical acceleration
from pressure that acts on a fluid element placed within a fluid with density inhomogeneities in
the presence of a gravity field. Correspondingly, buoyancy vanishes in a fluid with a homogeneous
density, even though each fluid element still feels a gravitational force.1 Buoyancy is a conceptually
useful means to organize vertical forces from gravity in a fluid with varying density. Namely,
if the vertical pressure forces acting on a fluid element are balanced by gravity, then the fluid
element is neutrally buoyant; i.e., it floats. If these forces are unbalanced, then the fluid element
has a nonzero vertical buoyant acceleration.

Our study of buoyancy starts by examining a test fluid element, with a test fluid element
probing properties of the fluid environment without altering the environment.2 We refer to the
buoyancy of a test fluid element as the Archimedean buoyancy, with Archimedean buoyancy
providing a generalization of the familiar buoyancy acting to keep extended bodies, like a ship,
floating in a fluid.3 Examining the buoyancy of test fluid elements leads to the notions of
gravitational stability, neutral directions, and neutral trajectories.

References to buoyancy in the literature typically refer to the Archimedean buoyancy. Even
so, Archimedean buoyancy is an incomplete rendering of the forces associated with density
inhomogeneities and that act on a fluid element of any finite size. A more complete description
recognizes that a fluid element affects its surrounding fluid environment. This recognition leads
to the concept of effective buoyancy, with effective buoyancy accounting for the static forces
that create vertical accelerations of a fluid element. More precisely, effective buoyancy is the
vertical acceleration acting on a fluid element that remains when setting all velocity dependent
accelerations to zero (hence the term “static forces”). The effective buoyancy has a contribution
from Archimedean buoyancy, plus the vertical derivative of a pressure perturbation that depends
only on the density field. This extra pressure perturbation force is the back-reaction on a fluid
element due to the surrounding fluid environment.

1Even though buoyancy vanishes in a constant density fluid, there can still be vertical accelerations due to
nonzero flow convergences or divergences. For example, we encounter such accelerations when studying shallow
water flow in Chapter 35 (in particular see Section 35.2.8). Vertical acceleration of fluid elements also occurs in a
constant density fluid in the presence of surface gravity waves or capillary waves, as studied in Chapter 52.

2As defined in Section 17.2.5, a test fluid element is directly analogous to a point test mass particle that
probes a gravitational field and a point test electrical charge that probes an electromagnetic field. Neither the
test fluid element, test mass particle, nor test charge alter the force fields that they probe.

3The Archimedean buoyancy of a test fluid element makes use of perhaps the most ancient of physical concepts
in fluid mechanics. Archimedes was a mathematician, inventor, engineer, physicist, and astronomer who lived in
Syracuse, Sicily from roughly 287 B.C.E to 212 B.C.E.
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chapter guide

This chapter builds from the study of pressure in Chapters 24, 25, and 28. We also make
use of the equations for a Boussinesq fluid derived in Chapter 29, in particular the Poisson
equation satisfied by pressure in a non-divergent flow. An understanding of this chapter
supports an understanding of how pressure and gravity work within a fluid with density
inhomogeneities, thus creating vertical accelerations of fluid elements.
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30.11.3 Boundary value problems for the accelerations . . . . . . . . . . . 853
30.11.4 Relative scales for effective and Archimedean buoyancies . . . . . 854
30.11.5 Thought experiments for effective buoyancy . . . . . . . . . . . . 855
30.11.6 Comments and further study . . . . . . . . . . . . . . . . . . . . 856
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30.1 Loose threads

• Provide some examples of beff fields in Section 30.11 as taken from Tarshish et al. (2018).

• Solution needed for Exercise 30.5.

30.2 Archimedes’ Principle for a fluid region

The Archimedean buoyancy acting on a massive body immersed in a static fluid is the vertical
acceleration due to the gravitational acceleration of the body relative to the gravitational
acceleration of the fluid displaced by the body. A body’s Archimedean buoyancy is proportional
to its density relative to the density of the displaced fluid. Hence, there is no Archimedean
buoyancy without gravity nor is there an Archimedean buoyant acceleration without density
differences. As shown in this section, these statements of Archimedes’ Principle are a direct
consequence of hydrostatics.

Archimedean buoyancy has wide applications for the study of bodies immersed within fluids;
e.g. mechanics of marine organisms, ships, submarines, hot air balloons. Our interests concern
the buoyancy of the fluid within itself, with this buoyancy fundamentally related to the density
field. To extend the notions of Archimedean buoyancy to a fluid, we make use of a test fluid
element originally defined in Section 17.2.5. A test fluid element is an imaginary probe that
does not alter the fluid environment into which it is placed. It serves to map the Archimedean
buoyancy of the fluid environment without modifying the fluid environment.

R

z

Figure 30.1: An arbitrary region of fluid, R, within a density stratified fluid experiences a gravitational force
acting down and a buoyant force acting up. The dark gray features represent the solid earth topography; i.e.,
mountains.
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30.2.1 Hydrostatic pressure force

Consider an arbitrary finite region, R, contained within an exactly hydrostatic fluid such as
shown in Figure 30.1. Rather than an immersed body, such as a ship or balloon, we are interested
in an arbitrary region of the fluid itself, such as an infinitesimal fluid element or a finite fluid
volume. The mass of the fluid region is given by the integral of the fluid density over the region

Mfluid =

ˆ
R

ρdV. (30.1)

We seek an understanding of the forces acting on this region.

As discussed in Chapters 25 and 28, any surface, even an imaginary surface, within a fluid
experiences a contact stress due to interactions between the fluid and the surface. For a fluid at
rest in a gravitational field, the only contact stress arises from pressure. There are no tangential
stresses from friction since there is, by assumption, no fluid motion. Pressure is a compressive
normal stress, acting in the direction determined by minus the outward normal along the surface.
Integrating the pressure over the closed boundary, ∂R, leads to the pressure force acting on the
region

Fpressure = −
˛
∂R
p n̂dS, (30.2)

where p is the pressure, n̂ is the outward normal on the boundary, and dS is the area element.

Since the region, R, is part of the fluid itself, then we can use Gauss’s divergence theorem
in the form of equation (2.84) to render the equivalent expression for Fpressure in terms of the
volume integral of the pressure gradient

Fpressure = −
ˆ
R

∇p dV. (30.3)

Furthermore, since the fluid is at rest, it maintains an exact hydrostatic balance so that its
pressure only has a dependence on the vertical position within the fluid, p = p(z). The hydrostatic
pressure equals to the weight per horizontal area of fluid sitting above any point in the fluid so
that its vertical derivative given by

dp

dz
= −ρ g. (30.4)

Hence, the force acting on the region is

Fpressure = −
ˆ
R

∇pdV = −
ˆ
R

ẑ (dp/dz) dV = ẑ g

ˆ
R

ρ dV = ẑ gMfluid, (30.5)

where we assumed a constant gravitational acceleration over R. The hydrostatic pressure acting
on the region imparts a vertical upward force equal to the weight of the fluid within the region.
This result is a mathematical expression of Archimedes’ Principle as applied to a fluid region.

Note that the net horizontal force acting over the region vanishes. The reason is that there
are no horizontal pressure gradients within the fluid since, by assumption, the fluid is at rest and
thus experiences no horizontal acceleration. So although the region R experiences horizontal
compressive pressure forces acting along its boundary, ∂R, these forces balance when integrated
over the body, thus leaving a zero net horizontal acceleration. We studied such static force
balances in Section 25.5.
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30.2.2 Archimedean buoyancy force
Imagine replacing the fluid in the region R with another material whose density, ρbody, generally
differs from that of the displaced fluid, so that its mass is given by

Mbody =

ˆ
R

ρbody dV. (30.6)

If the material has a density less than the displaced fluid, ρbody < ρfluid, then we say that R has
a net positive buoyancy force relative to the displaced fluid, in which case R experiences an
upward acceleration. The converse holds if R is filled with matter that is more dense than the
displaced fluid, in which case R sinks downward.

Mathematically we write this buoyancy force as

Fbuoy = ẑ g

ˆ
R

(ρfluid − ρbody) dV = ẑ g (Mfluid −Mbody). (30.7)

In this manner, we define the Archimedean buoyancy as a relative force. The vertical buoyancy
force is negative if the weight of the body is larger than that of the fluid it displaces, and
conversely if the body has less weight. If the densities are equal, then the body is neutrally
buoyant and thus experiences no net vertical force; i.e., it floats.

As we observed earlier, a nonzero buoyancy force that leads to vertical acceleration arises
from an imbalance between the gravitational body force acting over the region, R, with the
pressure contact force acting on the region boundary, ∂R. Furthermore, if R is a region of fluid
itself, then the buoyancy forces arise from non-hydrostatic pressure forces since any vertical
acceleration breaks the hydrostatic balance. We further examine these non-hydrostatic pressure
forces in Section 30.11.

30.3 Mass density and its flavors
The density of a fluid element is central to determining its buoyancy. The thermal equation of
state, or equation of state to be more brief (Section 23.4.1), provides an expression for the mass
density as a function of pressure, temperature, and material tracer concentration (salinity in the
ocean and humidity in the atmosphere). In this section we discuss the equation of state as well
as the related flavors of mass density used to study stratified fluids.

30.3.1 Equation of state for the atmosphere and ocean
The atmosphere and ocean are commonly approximated as two-component fluids (air and water
vapor for the atmosphere; freshwater and salt for ocean). We thus write the in situ density as a
function

ρ = ρ(S, T, p). (30.8)

This equation of state is a function of the in situ temperature, T , the in situ pressure, p, and
the in situ salinity (ocean) or humidity (atmosphere), S.4 The term in situ refers to a property
measured locally at a point in the fluid. Such in situ properties contrast to potential properties,
which are based on referencing to a chosen pressure (e.g., potential temperature described in
Section 23.3).

Liquids such as seawater have rather complex equations of states obtained from empirical fits
to measurements. Part of the complexity arises from the multi-component nature of seawater

4For our purposes when discussing the ocean, we set S = 1000C with C the salt concentration, with this
specification referred to as the absolute salinity by IOC et al. (2010). C generally has values around 0.035 so that
S has values around 35.
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(salt plus freshwater) as well as the nontrivial inter-molecular forces commonly found in liquids.
In contrast, the dry atmosphere can, for many purposes, be well approximated as an ideal gas,
which has a rather simple equation of state (see Section 23.4.1). Furthermore, even a moist
atmosphere has an equation of state that can be massaged to look like that of an ideal gas (e.g.,
see Section 18.1 of Vallis (2017)). Hence, much of our discussion in this section is biased toward
the ocean, where niceties of the equation of state are most important.

30.3.2 Modified temperature variables

As discussed in Section 23.3, the in situ temperature of a fluid element changes even if there
is no heating applied to the element nor any changes to its material composition. Pressure
changes provide a mechanical means for in situ temperature to change even in the presence
of physical processes that are adiabatic and constant composition (e.g., laminar flow). Is it
possible to remove such pressure effects and still have a field that describes the “temperature”
of a fluid element? That is, can we define a temperature-like field that is only modified by
irreversible processes such as heating and mixing? This question is answered by defining potential
temperature, θ, as well as potential enthalpy or Conservative Temperature, Θ. Details are provided
for potential temperature in Section 23.3 and Conservative Temperature in Section 26.11. For
now it is sufficient to note that the mass density can be written as a function salinity, potential
temperature, and pressure

ρ = ρ(S, θ, p), (30.9)

or as a function of salinity, Conservative Temperature, and pressure

ρ = ρ(S,Θ, p). (30.10)

For most purposes throughout this book, it is not important to distinguish between potential
temperature and Conservative Temperature.5 We choose to write Θ in most cases since
Conservative Temperature offers the most general and self-consistent theoretical foundations for
ocean thermodynamics, as per McDougall (2003) and IOC et al. (2010).

One comment on mathematical notation is key here. Namely, the functions ρ(S, T, p),
ρ(S, θ, p), and ρ(S,Θ, p) have distinct arguments and yet they all measure the same density. A
more mathematically honest nomenclature distinguishes the functions by writing, say,

ρ = F(S, T, p) = G(S, θ, p) = H(S,Θ, p). (30.11)

However, we choose brevity in notation by allowing the functional dependence to signal the
distinction. This overloaded notation is standard in the oceanography literature, with care
needed to ensure clarity in understanding.6

30.3.3 Differential and material time changes

Recall from Section 30.2.2 that to compute the buoyancy acting on a fluid element, we compare
the in situ density of the fluid element to that of its local surrounding fluid environment. To
support that comparison, we must consider how in situ density in the fluid differs between two
infinitesimally close points in the fluid. That is, we must compute the differential of in situ
density.7 Given the functional dependence for the equation of state written in terms of S,Θ, p

5One case where the distinction is important concerns an ideal gas atmosphere as discussed in Section 30.6.2.
6We made note of this point when introducing scalar fields in Section 1.5.1.
7Recall we introduced differentials in Section 2.8. For the mathematically inclined reader, we say that equation

(30.12) provides the exterior derivative of density.
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(equation (30.9)), the differential of in situ density is given by

dρ =

[
∂ρ

∂S

]
dS +

[
∂ρ

∂Θ

]
dΘ +

[
∂ρ

∂p

]
dp ≡ ρ β dS − ρα dΘ + c−2

s dp. (30.12)

The second equality introduced the following thermodynamic properties of the fluid8

β =
1

ρ

[
∂ρ

∂S

]
Θ,p

haline contraction coefficient (30.13)

α = −1

ρ

[
∂ρ

∂Θ

]
S,p

thermal expansion coefficient (30.14)

c2s =

[
∂p

∂ρ

]
S,Θ

squared sound speed. (30.15)

The haline contraction coefficient, β, is considered for the ocean, where haline refers to salinity.9

The density differential (30.12) leads to the expression for the material change in the in situ
density moving along a fluid particle trajectory

1

ρ

Dρ

Dt
= β

DS

Dt
− α DΘ

Dt
+

1

ρ c2s

Dp

Dt
. (30.16)

In the absence of mixing, the Conservative Temperature and salinity are materially constant.10

In this case, the material time evolution of the in situ density is affected only through adiabatic
processes that lead to material time changes to the pressure

Dρ

Dt
=

1

c2s

Dp

Dt
⇐= adiabatic and isohaline changes. (30.17)

30.3.4 Potential density

As discussed in Section 30.3.2, the reversible motion of a perfect fluid element generally occurs
with materially constant Conservative Temperature and materially constant tracer concentration.
We thus find it convenient to combine the evolution of salinity and Conservative Temperature
into the evolution of a single variable. Potential density is one such combination, which is defined
as the density a fluid element would have if reversibly moved to a chosen reference pressure

ϱ = ϱ(S,Θ|pref) ≡ ρ(S,Θ, p = pref). (30.18)

Hence, potential density is found by evaluating the equation of state for in situ density with the
local value for S and Θ, yet with the pressure set to the fixed reference pressure, p = pref. Potential
density is thus parametrically a function of the reference pressure. As for the Conservative
Temperature, the reference pressure is often taken at sea level. However, as noted in a few
paragraphs below, that choice is neither necessary nor universal.

8A property of the fluid is not a function of the fluid flow but instead is a function of the fluid state.
9Note that in many chapters of this book, β = ∂f/∂y is the meridional derivative of the Coriolis parameter.

We keep the two usages for β distinct so to avoid confusion.
10This statement has nuances that are discussed in Section 26.11 and in more detail in IOC et al. (2010). They

can be ignored for present purposes.
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Material evolution of potential density

With the definition (30.18), the material evolution of potential density is given by

1

ϱ

Dϱ

Dt
= β(S,Θ, p = pref)

DS

Dt
− α(S,Θ, p = pref)

DΘ

Dt
, (30.19)

where

β(S,Θ, p = pref) =
1

ϱ(S,Θ, p = pref)

[
∂ρ(S,Θ, pref)

∂S

]
Θ

haline contraction at p = pref

(30.20)

α(S,Θ, p = pref) = −
1

ϱ(S,Θ, p = pref)

[
∂ρ(S,Θ, pref)

∂Θ

]
S

thermal expansion at p = pref

(30.21)

are the haline contraction and thermal expansion coefficients evaluated at the reference pressure,
p = pref. Since pressure is fixed at the reference value, there is no pressure derivative on the right
hand side of equation (30.19). Conservative Temperature and salinity are materially constant
for reversible processes; i.e., adiabatic motion that also maintains constant matter content (e.g.,
isohaline) for fluid elements. By construction, potential density is also materially constant for
reversible processes since both terms on the right hand side of equation (30.19) vanish. This
behavior is in contrast to in situ density, whose evolution is affected by pressure changes as
revealed by equations (30.16) and (30.17).

Reference pressures for ϱ and Θ

The reference pressure for the potential density is commonly assumed to be the same as for
the Conservative Temperature (and potential temperature). This assumption is particularly
the norm for the atmosphere, where the reference pressure is generally taken at the sea level.
Likewise for the ocean, the potential temperature and Conservative Temperature are generally
computed using a standard sea level reference pressure. However, there are many occasions in
the ocean to consider potential density with larger reference pressures, such as when considering
physical processes (e.g., mixing) within the ocean interior. Doing so is motivated by the rather
strong nonlinear effects associated with the seawater equation of state. In this case, pressure
effects prompt one to choose a reference pressure closer to the in situ pressure near to the region
of analysis. Even though it is common to choose a potential density reference pressure distinct
from the surface pressure, the Conservative Temperature reference pressure generally remains at
the surface. There is no fundamental problem with the use of distinct reference pressures for ϱ
and Θ. In particular, all of the above properties of potential density remain unchanged.

30.3.5 Linear equation of state for the ocean
For certain purposes, it is useful to approximate the equation of state used to study ocean fluid
mechanics. One common idealization is to compute density as a linear function of Conservative
Temperature and salinity

ρ = ρo [1− α (Θ−Θ0) + β (S − S0)], (30.22)

where α, β, ρo, Θ0, and S0 are constants. An even further simplification is to set salinity to
a space-time constant, so that density is just a linear function of Conservative Temperature.
Alternatively, we may choose β = 0, in which case salinity is a passive tracer that has no impact
on density.
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30.3.6 Comments on density in a hydrostatic ocean
In an approximate hydrostatic fluid (Section 27.2), we only have access to the hydrostatic pressure.
As such, density can only be computed as a function of hydrostatic pressure. Furthermore,
density is generally a function of pressure whereas hydrostatic pressure is directly determined by
the vertical integral of density. This self-referential situation is resolved for the Boussinesq ocean
in which energetic consistency requires the seawater equation of state to use the geopotential
defined pressure, peos = −ρo Φ, as the argument for density (Section 29.8), which takes on the
static form, peos = −ρo g z, for a simple geopotential. For the non-Boussinesq hydrostatic ocean,
we can make use of pressure as the vertical coordinate, thus allowing for density to be evaluated
at a pressure prescribed by the value of the vertical coordinate.

30.3.7 Further study
Chapter 1 of Vallis (2017) provides a pedagogical discussion of the equation of state for an ideal
gas atmosphere and for seawater, as well as a discussion of the various flavors of density. See
also Section 18.1 of Vallis (2017) for the equation of state for an ideal gas with water vapor.
The seawater equation of state is detailed by IOC et al. (2010), with an overview provided by
McDougall et al. (2013).

30.4 Archimedean buoyancy of a test fluid element
We now return to the notions of Archimedean buoyancy (in brief, the “buoyancy”) of a test fluid
element. Again, buoyancy is the gravitational acceleration that acts on a massive body due to
the difference between the density of the body and the density of the local surrounding fluid
environment. For this section, we consider the massive body to be a test fluid element whose
presence does not alter the density field.

30.4.1 Locally referenced Archimedean buoyancy
Consider a local definition of fluid buoyancy according to

bloc = −g (ρtest − ρenv)/ρenv = g (1− ρtest/ρenv), (30.23)

where ρenv is the local density of the fluid environment, and ρtest is the density of the test fluid
element within that environment. If the fluid element has a density greater than the environment,
then it has a negative locally referenced buoyancy, and vice versa.

In probing the buoyancy of the fluid environment, we imagine moving the test fluid element
from one point to another. In that movement, the test fluid element might retain all of its
original properties, or those properties might be modified during the movement. That is, in
determining the buoyancy we determine ρtest by specifying its point of origin and how it is moved
(e.g., with or without mixing?). Conventional approaches are specified later in this section. A
key notion is that buoyancy as defined by equation (30.23) is a function of the path that the
test fluid element takes to reach the environment point. This subjectivity lends ambiguity to
the definition of local Archimedean buoyancy. We remove this ambiguity by asking specific
questions. One central question we ask is if the test fluid element moves an infinitesimal distance
while mixing its temperature and salinity with the environment, then what direction maintains
a neutrally buoyant state for the test fluid element? This question forms the basis for defining
neutral directions, which are studied in Section 30.5.

Working with locally referenced Archimedean buoyancy requires a redefinition of a reference
state when moving from point to point within a fluid. The continuum of reference states
allows for a local accounting of the gravitational stability and neutral directions. However, the
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re-referencing cannot be seamlessly incorporated into the equations of motion since at each point
one needs to redefine the reference state. As an alternative means to garner local information
about forces associated with density gradients, we examine the nature of the pressure force in
our discussion of effective buoyancy in Section 30.11.

30.4.2 Globally referenced Archimedean buoyancy
The definition (30.23) accepts that buoyancy is a relative field. Hence, at each fluid point we
redefine the environment to compare the density of the test fluid element. However, there are
cases in which it is sufficient to define a globally constant environment with a constant reference
density, ρref . In this case we consider the global buoyancy as

bglb = g (1− ρ/ρref), (30.24)

where we compute ρ according to the local environmental density. This definition is particularly
useful for idealized cases where the in situ density is not a function of pressure. In this case
buoyancy is a function only of Conservative Temperature and salinity so that we can make use
of potential density to measure buoyancy (as explained below).

Although the numerical value of bglb is a function of the reference density, what is more
relevant is the buoyancy of one fluid element relative to another

∆bglb = −g (∆ρ/ρref). (30.25)

The sign of this relative buoyancy does not depend on the reference density, with the sign all
that we need to conclude whether one fluid element is more buoyant than another. Furthermore,
with a globally constant environmental density, the buoyancy becomes a local function of space.
That is, we no longer compare the fluid element density to a changing local density. Instead, we
compute the local density and compare it to the reference density. We can thus determine bglb
at a point through information available just at that point. That is, bglb is a space-time local
field. Correspondingly, we can map bglb and determine the relative buoyancy of fluid elements
anywhere in the fluid.

30.5 Buoyancy stratification and neutral directions
What are the Archimedean buoyant forces that act on a fluid element? We answer this question
by using a test fluid element to probe the local fluid environment without disturbing the
environment. We do not consider time changes in this section. Rather, we here examine a
snapshot of the fluid environment and use test fluid elements to probe the buoyant properties of
that environment. In Section 30.8 we extend the notions of the present section to include time
changes.

In probing the buoyant properties of a fluid, we are led to introduce neutral directions,
which are directions that a test fluid element can move without any buoyancy force acting on
that element. The concept of a neutral direction was pioneered by McDougall (1987a,b) with
applications to the ocean. The thought experiments that build an understanding of neutral
directions are applicable to any continuously stratified fluid, thus serving to teach fundamental
aspects of buoyancy in both the ocean and atmosphere.

30.5.1 General considerations
As a fluid element moves through its surrounding fluid environment, it is exposed to a suite
of physical processes that can modify its thermal, material, and mechanical properties; i.e.,
its Θ, S, and p. Modification of its pressure occurs through contact stresses with other fluid
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elements (Chapters 25 and 28). Modification of its thermal and material properties occurs
through the mixing-induced exchange of heat and matter such as via diffusion (Chapter 69).
The exchange of thermal and material properties occurs in the presence of irreversible processes
whereas mechanical exchanges occur either reversibly (pressure exchange) or irreversibly (viscous
exchange; Section 25.3).

The in situ density of a fluid element generally changes when it moves through the fluid
environment, with the density change determined by how the element interacts with the
surrounding fluid. We conceive of two complementary interactions for the purpose of examining
the local Archimedean buoyancy of the test fluid element.

• unmixed test fluid element: Displace the test fluid element without changing Θ and
S yet allowing p to equilibrate with the local environment. We imagine this adiabatic
and isohaline (i.e., isentropic) displacement to occur by surrounding the test element with
a thermally and materially impermeable elastic sack. In this case there is no mixing
of the test element with the environment. Furthermore, assume the test fluid element
mechanically equilibrates its pressure with the surrounding fluid, so that the surrounding
fluid does reversible pressure-work (Section 22.2) on the test fluid element. The test fluid
element’s in situ density changes through the changing pressure of the local environment.

• mixed test fluid element: The complement thought experimence considers the displace-
ment of a test fluid element with its Θ, S, and p equilibrating with the local environment.
Such equilibration requires a complete mixing of the test fluid element’s Θ and S with the
local environment, as well as the mechanical equilibration of its pressure. Notably, the
mixed test fluid element represents a proxy for the local enviromental properties, since its
properties are identical to the local environment.
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Figure 30.2: Depicting the notion of a neutral direction within a stably stratified fluid. The left panel shows
surfaces of constant γ, which represents a surface of constant buoyancy. For example, with a density field that is
a function just of Θ, then γ surfaces are parallel to surfaces of constant Θ (see comment at end of Section 30.5.3).
Reversible displacements of test fluid elements along a constant γ surface incur no local buoyancy acceleration; i.e.,
the test fluid element floats along neutral directions. At each point along a γ surface, a neutral direction is defined
by directions within the local tangent to the surface. Note that for a fluid with a nonzero neutral helicity (Section
30.7), it is not possible to define such neutral surfaces globally. So this figure holds only for a vanishing neutral
helicity. Even so, we can define a neutral direction locally, as per the right panel, which shows a zoomed view of a
small region on a γ surface. Infinitesimal neutral displacements, δxγ , are displacements that satisfy δxγ · γ̂ = 0,
with this constraint leading to the neutrality condition (30.33). The dianeutral unit vector, γ̂, is the direction
orthogonal to the local neutral direction, with γ̂ given by equation (30.30). Again, the neutrality condition holds
locally at each point in the fluid, so neutral directions are defined even for a fluid with a nonzero neutral helicity.

If we displace the unmixed test fluid element to a region where its in situ density differs from
the local environment, then the fluid element feels a local Archimedean buoyant acceleration.
However, as we show in this section, there are directions that the test fluid element can move
that leave its local Archimedean buoyancy zero; i.e., where the test fluid element retains the same
in situ density as the local environment and so remains neutrally buoyant. These directions are
referred to as neutral directions. In effect, the test fluid element floats along a neutral direction
and illustrate this notion in Figure 30.2.
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A complementary means to conceive of neutral directions is found by considering the mixed
test fluid element that is displaced and equilibrates its Θ and S (through mixing), and p (through
mechanical interactions) with the local environment. An arbitrary displacement leads to a
change in the fluid element’s in situ density due to changes in Θ, S, and p. However, if the mixed
test element is displaced along the neutral direction, the mixing-induced changes from Θ and S
exactly balance (as per the neutrality condition (30.33) derived below). In this manner, the only
change to the in situ density arises from changes to the pressure felt by the test fluid element,
with these changes identical to those felt by the unmixed test fluid element when moving along a
neutral direction. We conclude that the buoyant acceleration vanishes along a neutral direction
for both an umixed test fluid element as well as for a test fluid element that is mixed with the
local environment.

30.5.2 Comparing in situ densities

ρ[S(x), θ(x), p(x)]

compare

density of local environment density of unmixed fluid element

adiabatic + isohaline displacementlocally mixed displacement
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ω[S(x+ εxω),!(x+ εxω), p(x+ εxω)] = ω[S(x),!(x), p(x+ εxω)] =→ neutral direction

Figure 30.3: Schematic of the two complementary thought experiments discussed in Section 30.5.2 used to
determine neutral directions. The right path concerns a test fluid element that is thermally and materially closed
but is mechanically open. Hence, as this test fluid element is displaced from its original location, x, to a new
position, x+ δx, it equilibrates to the local pressure but retains the Θ and S of the origin. If the in situ density of
the test fluid element is displaced along a direction where it maintains the same density as the local environment,
then the locally defined Archimedean buoyancy vanishes and this displacement is aligned along a neutral direction.
In this case, the displacement satisfies δxγ · γ̂ = 0, as per the neutrality condition (30.33). The complement
perspective is shown by the left path as defined by a test fluid element that locally mixes with its environment.
If the mixing-induced changes in Θ precisely compensate the mixing-induced changes in S, according to the
neutrality condition (30.33), then the in situ density change for this test fluid element arise only from changes in
pressure. But that change is just like for the ummixed test element on the right path. In this manner, both the
mixed and unmixed test fluid elements at x+ δx define the same neutral direction.

To make the above ideas mathematically precise, refer to Figure 30.3 as we consider an
infinitesimal displacement, δx, of a test fluid element and examine how its in situ density changes.
First consider the fluid element that equilibrates Θ, S, and p with the local environment along
its displacement, so that its in situ density at the new location equals to that of the local
environment, ρ(x+ δx). To leading order, the difference in density between the original position
and at the displaced position is computed according to the difference

δρ = ρ(x+ δx)− ρ(x) (30.26a)

= ρ[S(x+ δx),Θ(x+ δx), p(x+ δx)]− ρ[S(x),Θ(x), p(x)] (30.26b)

≈ δx ·
[
∂ρ

∂Θ
∇Θ+

∂ρ

∂S
∇S +

∂ρ

∂p
∇p
]

(30.26c)

= ρ δx ·
[
−α∇Θ+ β∇S +

1

ρ c2s
∇p
]
. (30.26d)
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For the unmixed test fluid element there is no exchange (no mixing) of Θ and S with its
surrounding fluid environment. Hence, changes to density of the test fluid element arise just
from pressure changes

(δρ)(no mix) = ρ(x+ δx)(no mix) − ρ(x) (30.27a)

= ρ[S(x),Θ(x), p(x+ δx)]− ρ[S(x),Θ(x), p(x)] (30.27b)

≈ ρ δx ·
[

1

ρ c2s
∇p
]
. (30.27c)

Comparing the densities of the two displaced test fluid elements renders

ρ(x+ δx)− ρ(x+ δx)(no mix) = δρ− (δρ)(no mix) (30.28a)

= [ρ(x+ δx)− ρ(x)]− [ρ(x+ δx)(no mix) − ρ(x)] (30.28b)

= ρ[S(x+ δx),Θ(x+ δx), p(x+ δx)]− ρ[S(x),Θ(x), p(x+ δx)] (30.28c)

≈ ρ δx · [−α∇Θ+ β∇S] . (30.28d)

We discuss this result in the following.

30.5.3 Neutral directions and the neutrality condition

Following the thought experiments illustrated in Figure 30.3, we find that if the density of the
displaced and unmixed test fluid element is the same as the local environment, then the particular
displacement defines a neutral direction. From equation (30.28d) we define a displacement along
a neutral direction as a displacement that satisfies

δxγ · [−α∇Θ+ β∇S] = δxγ · γ̂ | − α∇Θ+ β∇S| = 0, (30.29)

where we introduced the dianeutral direction given by the unit vector

γ̂ =
−α∇Θ+ β∇S
| − α∇Θ+ β∇S| , (30.30)

which points in the direction of increasing density.11 Infinitesimal displacements, δxγ , that are
orthogonal to the dianeutral direction, γ̂, occur along a neutral direction

δxγ · γ̂ = 0 =⇒ displacement along a neutral direction. (30.31)

These displacements of the unmixed test fluid element lead to no difference in the in situ density
of the local environment and the fluid element. Hence, neutral displacements retain a vanishing
local Archimedean buoyancy for the unmixed test fluid element. In contrast, displacements in
the dianeutral direction alter the local buoyancy.

Let us write the neutral displacement in the form

δxγ = t̂γ δs, (30.32)

where δs is the arc-length along the displacement and t̂γ is the unit vector pointing along the
neutral displacement. We can thus write equation (30.29) as

α t̂γ · ∇Θ = β t̂γ · ∇S, (30.33)

11Equation (4) in McDougall et al. (2014) makes use of the opposite sign convention so that their dianeutral
direction points towards decreasing density. We instead follow the water mass transformation convention as in
equation (73.38), so that γ̂ points in the direction of increasing density.
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which we refer to as the neutrality condition. The neutrality condition means that the α and
β weighted gradients of Θ and S are exactly balanced when aligned along a neutral direction.
So when considering neutral directions from the perspective of the mixed test fluid element,
the mixing-induced changes in Θ precisely compensate mixing-induced changes in S as per the
neutrality condition (30.33). As a result, the in situ density of the mixed test fluid element
changes only via changes to the pressure (since Θ and S changes are compensated), which is
precisely how the unmixed test fluid element changes its in situ density.

As a corollary, for those cases in which ∇S = 0, so that S is a spatial constant, then neutral
directions are aligned parallel to surfaces of constant Θ. In such fluids, Θ measures buoyancy so
that fluid motion along surfaces of constant Θ feel no buoyant acceleration. We mentioned this
case in Figure 30.2.

30.5.4 Comments and further study
Neutral directions were introduced to oceanography by McDougall (1987a,b), and they are the
basis for how oceanographers think about buoyancy stratification. Our discussion of neutral
directions was inspired by the concise presentation in Section 2.7.2 of Olbers et al. (2012). Our
study of vertical gravitational stability follows Section 3.6 of Gill (1982) as well as Section 2.10
of Vallis (2017). In an actual fluid, the movement of any fluid, even a tiny fluid element, modifies
the surrounding fluid so that a perfect test fluid element is a fiction. We return to this point in
Section 30.11 when studying effective buoyancy.

It is notable that we did not present a dynamical argument for why physical processes favor
neutral displacements. Rather, we appealed to intuition that suggests physical processes are
more “free” to act in directions that feel no buoyant forces. More thorough arguments require
dynamical principles, such as the equations of motion and associated energetic constraints. Even
so, there is presently no dynamical argument for why the ocean prefers neutral displacements over
arbitrary non-neutral displacements. However, empirical measurements of ocean mixing support
the relevance of neutral directions for orienting tracer mixing within the ocean interior. More
discussion of these points is given by McDougall et al. (2014), with mathematical implications
presented in Chapter 71.

30.6 Buoyancy frequency and gravitational stability
In Section 30.5 we considered a general spatial displacement, δx, of a test fluid element, and
determined conditions for this displacement to keep the locally defined Archimedean buoyancy at
zero. In this section we ask a slightly different question, focusing on a vertical displacement of the
test fluid element without mixing (Figure 30.4), where the difference between the environmental
density and the unmixed test element’s density is

ρ(z + δz)− ρ(z + δz)(no mix) = ρ δz (−α∂zΘ+ β ∂zS). (30.34)

We seek an understanding of whether the vertical fluid column is gravitationally stable to
such displacements. Since we assume there is no motion of the fluid, the stability calculation
determines whether the column is statically stable or statically unstable.12

Consider an upward displacement in equation (30.34) so that δz > 0. If the surrounding fluid
environment has a lower density than the adiabatic and isohaline displaced test fluid element,
ρ(z + δz) < ρ(z + δz)(no mix), then the test element feels a buoyant force returning it to the

12We study fluid instabilities in Part XI of this book, with most attention given to instabilities associated with
fluid flows. The static instability considered in this section occurs in the absence of fluid flow. Here, the instability
arises simply because the density profile has heavier fluid above lighter fluid, with gravity acting to overturn this
fluid column to produce a stable vertical stratification.
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⇢[S(x+ �x),⇥(x+ �x), p(x+ �x)] = ⇢[S(x),⇥(x), p(x+ �x)] =) gravitationally neutral

Figure 30.4: Schematic of the calculation used to examine whether a fluid column is gravitationally stable under
vertical displacement of a test fluid element, here realized by specializing the general displacement in Figure 30.3.
An unmixed test fluid element (i.e., adiabatic and isohaline displacement) is displaced from its original location
at a position x to a position x+ δx, with δx = ẑ δz and δz > 0 in this figure. We compare the density of the
displaced unmixed test fluid element with the local environment to determine whether the density stratification of
the fluid environment is gravitationally stable (N2 > 0), unstable (N2 < 0), or neutrally stable (N2 = 0). Note
that displacements with N2 > 0 are associated with internal gravity waves studied in Chapter 57.

original vertical position. The restorative buoyant force per volume is written

g [ρ(z + δz)− ρ(z + δz)(no mix)] = g ρ δz (−α∂zΘ+ β ∂zS) ≡ −N2 ρ δz, (30.35)

where we defined the squared buoyancy frequency

N2 = g (α∂zΘ− β ∂zS). (30.36)

Gravitationally stable vertical motion results from a background density profile with N2 > 0. In
this case, the vertical displacement of an unmixed test fluid element moves the element into a
region where buoyancy acts to return it to the original vertical position. This buoyant restoring
force leads to buoyancy oscillations that can propagate in space-time in patterns referred to as
internal gravity waves, which we study in Chapter 57.

A gravitationally unstable profile, in which the fluid has higher density over lower, is signalled
by N2 < 0. In this case the displacement of an unmixed test fluid element results in an
exponential growth associated with gravitational instability. That is, when the fluid column
is vertically stratified with N2 < 0, a tiny vertical displacement of a test element leads to an
even larger displacement, thus causing the perturbation to grow. The resulting gravitational
instability causes the fluid to overturn so that it returns the fluid column to a gravitational
stable state.

30.6.1 Locally referenced potential density

Equation (30.36) defines the squared buoyancy frequency in terms of the vertical temperature
and salinity gradients. This expression is identical to the vertical gradient of the potential
density (30.18), when the reference pressure for density is taken local to the point where the
buoyancy frequency is computed. That is, the vertical gradient of the locally referenced potential
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density provides a measure of the vertical stratification

N2 = −g
[
1

ϱ

∂ϱ

∂z

]
pref=p

= g

[
α
∂Θ

∂z
− β ∂S

∂z

]
. (30.37)

At a point in the fluid, the locally referenced potential density equals to the in situ density.
However, when probing nearby points by displacing test fluid elements, and thus taking spatial
variations into account, the two densities have distinct gradients. Namely, the gradient of the in
situ density is affected by pressure gradients, whereas spatial gradients of the locally referenced
potential density do not feel pressure effects.

30.6.2 Gravitational stability of an ideal gas atmosphere

We introduced the adiabatic lapse rate in Section 23.2 as a measure of how temperature varies
as a function of pressure or depth. For an ideal gas atmosphere (Section 23.4), the temperature
decreases when moving into a region of less pressure, and increases in regions of greater pressure.
The squared buoyancy frequency for an ideal gas can be written (Exercise 30.2)

N2 =
g

θ

∂θ

∂z
. (30.38)

The potential temperature for an ideal gas is given by equation (23.92)

θ = T

[
pref
p

]φ
(30.39)

where
φ = RM/cp (30.40)

is the dimensionless ratio of the gas constant to the heat capacity, both of which are constants
for a simple ideal gas. Consequently, the squared buoyancy frequency takes the form

g−1N2 =
∂ ln θ

∂z
=
∂ lnT

∂z
− φ ∂ ln p

∂z
. (30.41)

Evidently, an in situ temperature that increases with height stabilizes the atmosphere, and a
pressure that decreases with height also stabilizes. The more common situation is for an in situ
temperature that decreases with height (e.g., it is typically colder on a mountain top than at
sea level), with pressure also decreasing with height. Depending on the rate of their decrease,
the atmosphere can be gravitationally stable (if temperature decreases gradually relative to
pressure) or unstable.

For a hydrostatic fluid with a constant gravitational acceleration, the vertical derivative of
pressure is given by (Section 27.2)

∂p

∂z
= −ρ g, (30.42)

so that pressure at a point in the fluid equals to the weight per area above that point (Section
24.6). Using this result leads to the squared buoyancy frequency for a hydrostatic ideal gas
atmosphere

g−1N2 =
∂ lnT

∂z
+
φg ρ

p
=

1

T

[
∂T

∂z
+
g

cp

]
, (30.43)

where we used the ideal gas relation p = ρ TRM for the final step. Equation (30.43) shows that
the squared buoyancy frequency is positive (atmosphere is gravitationally stable) if the decrease
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Tneutral

Figure 30.5: Three linear vertical profiles of in situ temperature in a dry ideal gas atmosphere. The neutrally
stable profile has Tneutral = T0 + z Γd, where Γd = −g/cp ≈ −9.8 K/(1000 m). A vertically unstable profile (heavy
over light) has Tunstable = T0 + z Γunstable where Γunstable < Γd = −g/cp. In contrast, the gravitationally stable
atmosphere has Tstable = T0 + z Γstable where Γstable > Γd = −g/cp.

with height of the in situ temperature is more gradual than the adiabatic lapse rate

N2 = 0⇐⇒ ∂zT = Γd, (30.44)

where for a dry ideal gas atmosphere (i.e., an atmosphere with no moisture and thus no phase
changes),13 we find (see equation(23.74))

Γd = −g/cp ≈ −9.8 K/(1000 m). (30.45)

Conversely, if the in situ temperature decreases upon ascent more quickly than the dry adiabatic
lapse rate, then the vertical column is gravitationally unstable. In effect, the column becomes
top heavy and subject to overturning. We summarize this gravitational stability criteria as
follows:

gravitationally stable N2 > 0⇐⇒− ∂zT < g/cp (30.46)

gravitationally neutral N2 = 0⇐⇒− ∂zT = g/cp (30.47)

gravitationally unstable N2 < 0⇐⇒− ∂zT > g/cp, (30.48)

with Figure 30.5 providing an illustration for three linear profiles of the in situ temperature.

30.6.3 Constant buoyancy frequency in idealized studies

In many idealized studies, pressure effects are ignored in the density, so that the squared buoyancy
frequency is computed as the vertical derivative

N2 = −g
ρ

∂ρ

∂z
(30.49)

We thus see that if the density has the exponential structure

ρ(z) = ρo e
−z/H , (30.50)

13A moist atmosphere has a lapse rate that has a smaller magnitude.
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then the squared buoyancy frequency is

N2 = g/H. (30.51)

For a Boussinesq ocean (Chapter 29), one typically computes the squared buoyancy frequency as

N2
Bous = −

g

ρo

∂ρ

∂z
(30.52)

so that the constant buoyancy frequency (30.51) arises from the linear density profile

ρ = ρo (1− z/H). (30.53)

Evidently, the Boussinesq density profile (30.53) is an approximation to the non-Boussinesq
profile (30.50) in the case of very large H. When studying thermodynamics we derived the
atmospheric scale height in equation (23.85), in whichH ≈ 10 km, which is within the troposphere.
In contrast, the ocean scale depth is about an order of magnitude larger given the nearly
incompressible nature of the ocean fluid, so that the scale depth for the ocean is well beneath the
ocean bottom. This is yet another reason that the Boussinesq ocean is a useful approximation
for many purposes of ocean mechanics.

30.7 Neutral helicity14

In our study of neutral directions in Section 30.5 we introduced the notion of a neutral dis-
placement. We here consider a remarkable property of neutral displacements and the dianeutral
direction, with this property first identified by McDougall and Jackett (1988).

30.7.1 Mathematical preliminaries
Consider a continuous and nonzero vector field, N(x), and write its normalized version as

n̂ =N/|N |. (30.54)

Let this vector field define a smooth two-dimensional surface, S, so that wherever N is evaluated
on S then it is perpendicular to S (see Figure 30.6 for an example). In general there is a continuum
of such surfaces, yet we are here only interested in one of them. To be specific, assuming n̂ · ẑ
is single-signed, let S be defined by the accumulation of points xS = x x̂ + y ŷ + ψ(x, y) ẑ,
where ψ(x, y) provides the vertical position of the surface as a continuous function of horizontal
position.15 In this case, N = ẑ − x̂ ∂xψ − ŷ ∂yψ when evaluated on S, so that N = x̂ when the
surface is flat. In the following, we say that these sorts of surfaces are well-defined since they are
both smooth and everywhere have an outward normal vector.

Consider an arbitrary closed region, Ω, that lives on the surface, Ω ∈ S. Let t̂ be a unit
tangent vector to the boundary of Ω and that is oriented counterclockwise around the boundary,
∂Ω, as defined relative to N (see Figure 30.6). Since N · t̂ = 0 by construction, we can integrate
this identity around ∂Ω to have

‰
∂Ω
N · t̂ds = 0 =⇒

ˆ
Ω
(∇ × N) · n̂dS = 0, (30.55)

where Stokes’ theorem renders the second identity. Since the region, Ω, is arbitrary, the area

14This section greatly benefited from input by Geoffrey Stanley.
15We considered such surfaces in Section 19.6.2 when studying kinematic boundary conditions for flow

encountering a material surface.
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integral in equation (30.55) vanishes only if the integrand is identically zero for each point on S.
We thus conclude:

well-defined surface S =⇒ H ≡N · (∇×N) = 0. (30.56)

The contrapositive also holds so that16

H ̸= 0 =⇒ ill-defined surface S. (30.57)

t̂n̂

Ω ∂Ω

S

Figure 30.6: A smooth and orientable two-dimensional surface, S, which we refer to as a “well-defined surface”.
At each point on S we can unambiguously define an outward normal, +n̂, and an inward normal, −n̂. Furthermore,
we can consider an arbitrary simply connected closed region, Ω, with boundary ∂Ω. The boundary is oriented
by a unit tangent vector, t̂, that is perpendicular to the unit normal, n̂ · t̂ = 0, and is oriented counterclockwise
around ∂Ω according to n̂.

30.7.2 Neutral helicity is the reason neutral surfaces are ill-defined

Now apply the above general results to the question of whether we can define a surface with its
outward normal parallel to the dianeutral direction, γ̂,

N = −α∇Θ+ β∇S = γ̂| − α∇Θ+ β∇S|. (30.58)

If such a surface exists, we refer to it as a surface neutral surface, since at each point on the
surface its local normal direction is γ̂. From the discussion in Section 30.7.1 we know that
neutral surfaces are well defined only if the neutral helicity vanishes, where the neutral helicity is

Hγ =N · (∇×N) = (−α∇Θ+ β∇S) · [∇ × (−α∇Θ+ β∇S)], (30.59)

which can be written

Hγ = (−α∇Θ+ β∇S) · [∇ × (−α∇Θ+ β∇S)] (30.60a)

= −α∇Θ · (∇ × β∇S)− β∇S · (∇ × α∇Θ) (30.60b)

= −α∇Θ · (∇β × ∇S)− β∇S · (∇α × ∇Θ). (30.60c)

16A contrapositive is a proposition or theorem formed by contradicting both the subject and predicate or both
the hypothesis and conclusion of a given proposition or theorem. More succintly, the proposition “if A then B”
has the contrapositive “if not-B then not-A”. Likewise, the proposition has the converse “if B then A”, and it has
the inverse “if not-A then not-B”.
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Further expanding the spatial gradients of α and β

∇α = (∂α/∂Θ)∇Θ+ (∂α/∂S)∇S + (∂α/∂p)∇p (30.61a)

∇β = (∂β/∂Θ)∇Θ+ (∂β/∂S)∇S + (∂β/∂p)∇p, (30.61b)

then leads to

−α∇Θ · (∇β × ∇S) = −α∇Θ · (∂pβ∇p×∇S) = −α∂pβ∇p · (∇S ×∇Θ) (30.62a)

−β∇S · (∇α × ∇Θ) = −β∇S · (∂pα∇p×∇Θ) = β ∂pα∇p · (∇S ×∇Θ) (30.62b)

which brings neutral helicity to the form

Hγ = ∇p · (∇S × ∇Θ) (β ∂pα− α∂pβ). (30.63)

Introducing the thermobaricity parameter17

T = β ∂p(α/β) = β−1 (β ∂pα− α∂pβ) (30.64)

renders the tidy result
Hγ = βT∇p · (∇S × ∇Θ). (30.65)

A nonzero neutral helicity (30.65) is fundamentally related to a nonzero thermobaricity parameter
T. It is also associated with the non-zero volume for a parallelopiped in (Θ, S, p) space18

∇p · (∇S × ∇Θ) = ∇Θ · (∇p × ∇S) = ∇S · (∇Θ × ∇p), (30.66)

with this volume a function of the (S,Θ, p) arrangement.
Returning to the question of whether a neutral surface is well-defined, we see that with

Hγ ̸= 0 then neutral surfaces are ill-defined. What does this result mean in practice? Consider a
stably stratified ocean where γ̂ · ẑ ≠ 0 everywhere. Even for this ocean we are unable to find any
finite smooth surface, Sγ , whose outward normal equals to γ̂ everywhere on that surface. That
is, we cannot find a single function, ψ(x, y), where N = ẑ − x̂ ∂xψ − ŷ ∂yψ everywhere on Sγ .

30.7.3 Comments and further study
Figure 30.6 provides an example smooth surface; i.e., a canonical well-defined surface. What does
an ill-defined surface look like? McDougall and Jackett (1988) answered by noting that neutral
paths possess a helical structure, with each closed loop in (S,Θ) space displaced vertically in
pressure. Besides being rather novel mathematically, this helical structure provides a source for
irreversible (dianeutral) transformation of seawater. Klocker and McDougall (2010a,b) estimated
the effects of this transformation on large-scale ocean overturning circulation. They found the
effects from neutral helicity to be comparable to those from mixing, especially in the Southern
Ocean.

Bennett (2019) discussed the geometry of neutral paths and made a connection to a theorem
of Carathéodory developed in the context of thermodynamics. Additionally, Stanley (2019)
showed that S and Θ (or ρ and p) on a neutral surface are functionally related but in a way that
varies geographically. Stanley’s topological analysis determined how different single-valued S-Θ
relations in different geographic regions mesh together to form a globally continuous S-Θ relation.
Stanley et al. (2021) then provided a corresponding method for determining approximate neutral
surfaces. Such approximate neutral surfaces are globally well-defined, and with a local normal
direction that is closely aligned with the dianeutral direction, γ̂.

17We further discuss the thermobaricity parameter in Section 72.3.
18See Section 1.8 for how three vectors define a volume in the space of the vectors.
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30.8 Neutral trajectories
We here extend the notion of neutral directions and neutral displacements considered in Section
30.5 to here allow for time dependence. We thus consider neutral trajectories, which are
infinitesimal paths in a transient fluid where a test fluid element moves without feeling any net
local buoyant force.

30.8.1 Specifying the neutral trajectory
We define a neutral trajectory according to the following algorithm, which generalizes the neutral
direction algorithm from Section 30.5.3.

Consider two equal mass test fluid elements at points, x and x+ δx. Exchange these
elements over a time increment, δt, without mixing (i.e., adiabatic and isohaline).
If the exchange leaves the local in situ density and pressure unchanged at the two
points, then the exchange occurs along a neutral trajectory. The resulting infinitesimal
displacement, δxγ , defines the neutral trajectory.19 The rate of change along the
neutral trajectory, vγ = δxγ/δt, defines the neutral velocity, vγ . As defined, neutral
trajectories only have infinitesimal extents.

Stated differently, we examine infinitesimal displacements of a test fluid element, δx, that occur
without any mixing of S or Θ, and with the displacement realized over an infinitesimal time
increment, δt > 0. If the displacement occurs along a neutral trajectory, written as δxγ , then at
the new position the in situ density of the environment, ρ(x+ δxγ , t+ dt), is equal to that of
the element, ρ[S(x, t),Θ(x, t), p(x+ dxγ , t+ δt)]. We are thus led to the following condition
that serves to implicitly define a neutral displacement

ρ[S(x, t),Θ(x, t), p(x+ δxγ , t+ δt)]︸ ︷︷ ︸
in situ density of displaced element at incremented time

= ρ[S(x+ δxγ , t+ δt),Θ(x+ δxγ , t+ δt), p(x+ δxγ , t+ δt)].︸ ︷︷ ︸
in situ density of environmental at displaced location and incremented time

(30.67)

This condition for a neutral displacement says that the in situ density of the environment at
(x+ δxγ , t+ δt) (right hand side) equals to the in situ density of a test fluid element that is
transported to (x+ δxγ , t+ δt), while holding S and Θ at the original (x, t) values (left hand
side).

30.8.2 Velocity of the neutral trajectory
The neutral trajectory condition (30.67) can be expressed as a differential relation by taking a
leading order Taylor expansion of its left hand side

ρ[S(x, t),Θ(x, t), p(x+ δxγ , t+ δt)] = ρ(x, t) +
∂ρ

∂p

[
δxγ · ∇p+ ∂p

∂t
δt

]
, (30.68)

as well as its right hand side

ρ[S(x+ δxγ , t+ δt),Θ(x+ δxγ , t+ δt), p(x+ δxγ , t+ δt)] = ρ(x, t)

+
∂ρ

∂p

[
δxγ · ∇p+ ∂p

∂t
δt

]
+
∂ρ

∂S

[
δxγ · ∇S +

∂S

∂t
δt

]
+
∂ρ

∂Θ

[
δxγ · ∇Θ+

∂Θ

∂t
δt

]
, (30.69)

19We use the same notation, δxγ , as used for neutral displacements in Section 30.5. The two displacements are
equal when ignoring time dependence.
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and then inserting into the density condition (30.67) to render

δxγ · (−α∇Θ+ β∇S) + (−α∂tΘ+ β ∂tS) δt = 0. (30.70)

Dividing by the time increment leads to the equivalent condition

vγ · (−α∇Θ+ β∇S) + (−α∂tΘ+ β ∂tS) = −α
DγΘ

Dt
+ β

DγS

Dt
= 0, (30.71)

where

vγ =
δxγ

δt
(30.72)

defines the three-dimensional velocity vector along a neutral trajectory, and we introduced the
corresponding time derivative following a neutral trajectory

Dγ

Dt
=

∂

∂t
+ vγ · ∇. (30.73)

Notably, the neutral trajectory constraint (30.71) can be written as a relation between the
pressure and density time derivatives along the neutral trajectory

∂ρ

∂p

Dγp

Dt
=

Dγρ

Dt
. (30.74)

We choose to focus on the form (30.71) in the following, since it exposes the tracesr S and Θ.

Equation (30.71) provides a time-dependent generalization of the neutrality condition (30.33)
derived for a static ocean. This generalization says that for a neutral space-time trajectory,
environmental changes in Θ encountered along the neutral trajectory are exactly compensated
by environmental changes in S. Equation (30.71) also provides an explicit expression for the
dianeutral component of the neutral velocity

vγ · γ̂ =
α∂tΘ− β ∂tS
| − α∇Θ+ β∇S| , (30.75)

where we introduced the dianeutral unit vector from equation (30.58)

γ̂ =
−α∇Θ+ β∇S
| − α∇Θ+ β∇S| =

N

|N | . (30.76)

30.8.3 Geometric expressions

Making use of the identity
v ·N = v · (−α∇Θ+ β∇S), (30.77)

along with equation (30.71) renders

N · (v − vγ) = −α DΘ

Dt
+ β

DS

Dt
, (30.78)

and further dividing by |N | = | − α∇Θ+ β∇S| gives

(v − vγ) · γ̂ =
−α Θ̇ + β Ṡ

| − α∇Θ+ β∇S| , (30.79)

which compares to equation (30.75) for vγ · γ̂. The left hand side of equation (30.79) is familiar
from our study of kinematics of surfaces in Section 19.6.2. Here, we do not have a globally
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defined surface (due to helicity from Section 30.7). Yet we can consider an infinitesimal area
element, δS, that is oriented perpendicular to the dianeutral unit vector, γ̂ δS. The volume per
time of fluid crossing that tiny area element is given by

volume per time of fluid crossing δS = (v − vγ) · γ̂ δS =
(−α Θ̇ + β Ṡ) δS

| − α∇Θ+ β∇S| . (30.80)

The right hand side is nonzero for cases where S and Θ experience material changes, and
when those material changes are not compensated so that α Θ̇ ̸= β Ṡ. In such cases, equation
(30.80) says that a fluid particle velocity, v, and a neutral trajectory velocity, vγ , have distinct
projections onto the dianeutral direction, γ̂.

As illustrated in Figure 30.7, there are two general ways for the right hand side of equation
(30.80) to vanish. First, in the absence of any irreversible processes, so that Θ̇ = 0 and
Ṡ = 0, then both Θ and S are materially invariant fluid properties and δS is a material area
element. The second way is to have compensated irreversible processes so that α Θ̇ = β Ṡ. This
compensation is reminscent of the compensation in equation (30.71) that is used to define the
neutral velocity, vγ , via the motion of Θ and S surfaces as per equation (30.75). However, the
condition α Θ̇ = β Ṡ concerns the irreversible processes acting on Θ and S, whereas equation
(30.71) concerns a reversible thought experiment used to define neutral trajectories.

Neutral diffusion studied in Section 71.4 is a physical process where the α Θ̇ = β Ṡ com-
pensation occurs, so long as the fluid has a linear equation of state (i.e., thermal expansion, α,
and haline contraction, β, are constants). Yet compensation is broken when neutral diffusion
occurs in the presence of a realistic (nonlinear) seawater equation of state, which introduces the
processes of cabbeling and thermobaricity as discussed in Section 72.3.

30.8.4 Summarizing the neutral relations
We here summarize the various relations for a neutral direction (time snapshot of the fluid) and
a neutral trajectory (motion through a transient fluid) by offering the geometrical perspective
depicted in Figure 30.7.

z
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Figure 30.7: Depicting neutral directions and neutral trajectories. Left panel: for a time snapshot, as summarized
by equation (30.81), then vγ · γ̂ = vγ ·N/|N | = 0, thus defining the neutral trajectory as perpendicular to the
dianeutral direction, with N = −α Θ̇ + β Ṡ. Middle panel: time dependent fluid with (v − vγ) ·N = −α Θ̇ + β Ṡ
as per equation (30.82d). Right panel: time dependent fluid yet with either Θ̇ = Ṡ = 0, as when there are no
irreversible mixing processes, or if those processes are compensated so that α Θ̇ = β Ṡ = 0, both of which render
(vγ − v) ·N = 0.

Neutral direction

A neutral direction equals to a neutral trajectory in the special case of a static fluid, in which case
Eulerian time derivatives vanish. In this case the constraint (30.70) reduces to the orthogonality
condition

δxγ · γ̂ = δtvγ · γ̂ = 0. (30.81)

CHAPTER 30. BUOYANT ACCELERATION OF FLUIDS page 843 of 2158



30.9. PRESSURE FORCES AND VERTICAL MOTION

Hence, for a static fluid, the neutral displacement, δxγ = δtvγ , and the corresponding neutral
velocity, vγ , are everywhere orthogonal to the dianeutral vector, γ̂. This condition is illustrated
in the left panel of Figure 30.7.

Neutral trajectory

The conditions given in Sections 30.8.2 and 30.8.3 can be written in the following equivalent
manners

Dγρ

Dt
− ∂ρ

∂p

Dγp

Dt
= 0 (30.82a)

−α DγΘ

Dt
+ β

DγS

Dt
= 0 (30.82b)

−α∂tΘ+ β ∂tS + vγ · (−α∇Θ+ β∇S) = 0 (30.82c)

(v − vγ) ·N = −α Θ̇ + β Ṡ, (30.82d)

with equation (30.82d) depicted by the right two panels of Figure 30.7. These equations reflect
the need for a neutral trajectory, whose velocity is vγ , to weave its path within the time
dependent fluid environment. The special case with either Θ̇ = Ṡ = 0 (no irreversible processes)
or α Θ̇ = β Ṡ (compensated irreversible processes) means that the neutral trajectory satisfies
(v − vγ) ·N = 0, as depicted in the right panel of Figure 30.7.

30.8.5 Comments
By introducing time dependence we have enabled a step towards understanding how buoyancy
works within an evolving fluid, thus moving beyond the time snapshot built into the neutral
direction from Sections 30.5 and 30.7. Even so, the presentation in this section is limited in that
it only considers infinitesimal excursions along a neutral trajectory. Indeed, this limitation is
fundamental to the methods of neutral directions and neutral trajectories since they are designed
to probe local buoyant forces; that is, the buoyancy of a test fluid element relative to its local
environment. Moving beyond the infinitesimal trajectory leads to the concept of a test fluid
element that remains coherent over a finite path while maintaining local mechanical equilibrium
(i.e., pressure is equilibrated with the environment) and yet with fixed Θ and S. The finite
trajectories for such fluid elements start along a neutral trajectory, but deviate upon moving
further. McDougall (1987c) developed the mechanics of such fluid elements, with his study
motivated by ocean coherent vortex structures such as reviewed by McWilliams (1985).

30.9 Pressure forces and vertical motion
As introduced in Section 27.2 and further detailed in Section 29.2, an approximate hydrostatic
fluid is one in which the vertical pressure gradient locally balances the gravitational acceleration,
with the horizontal gradient of hydrostatic pressure contributing to horizontal accelerations.
Although vertical motion can occur in the approximately hydrostatic fluid, that motion is
diagnosed rather than prognosed since the vertical momentum equation is reduced to local
hydrostatic balance. For example, a diagnostic evaluation of the vertical velocity in a Boussinesq
ocean is performed through vertically integrating the continuity equation, ∂zw = −∇h · u, along
with the specification of w at one point within the vertical column.

As we see in equation (30.92c) derived below, the vertical derivative of the non-hydrostatic
pressure is the only inviscid force contributing to a vertical acceleration. So even if the fluid
satisfies the assumptions of approximate hydrostatic balance, it is the non-hydrostatic pressure
force that enables vertical accelerations. That is, for the approximately hydrostatic fluid, the
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local hydrostatic balance holds, ∂p/∂z = −ρ g, and yet there can still be a nonzero vertical
acceleration, Dw/Dt ≠ 0. This situation is directly analogous to the Boussinesq ocean as derived
in Section 29.1. For the Boussinesq ocean, we have a non-divergent flow field, ∇ · v = 0, and yet
the fluid itself is compressible so that density has space and time variations, Dρ/Dt ̸= 0.

We are concerned in this section with how pressure and gravity contribute to motion, and
offer two methods to organize their accelerations starting from the momentum equation with
the geopotential, Φ = g z,

ρDv/Dt+ 2Ω× ρv = −∇p− g ρ ẑ + ρF . (30.83)

Analysis involving both methods serve complementary roles in understanding the nature of
vertical accelerations.

30.9.1 Dynamically active and dynamically inactive pressures

We here follow the formulation of the Boussinesq ocean equations from Section 29.1.1 to organize
the pressure and gravity accelerations. For that purpose, introduce a constant reference density,
ρo, along with a corresponding hydrostatically balanced reference pressure

p(x, t) = p′(x, t) + p0(z) with dp0/dz = −ρo g. (30.84)

By decomposing pressure as p = p0+p
′, we expose the dynamically active portion of the pressure

field, p′, by removing the dynamically inactive pressure, p0, from the momentum equation. Note
that the dynamical pressure, p′, generally has both hydrostatic and non-hydrostatic contributions.

The decomposition (30.84) brings the pressure and gravity contributions on the right hand
side of equation (30.83) into the form

∇p+ ρ g ẑ = ∇p′ − ρo b ẑ. (30.85)

In this equation we introduced the globally referenced Archimedean buoyancy computed relative
to the globally constant reference density, ρo,

b = −g (ρ− ρo)/ρo = −g ρ′/ρo, (30.86)

where
ρ′ = ρ− ρo (30.87)

is the density deviation relative to the reference density.

30.9.2 Hydrostatic and non-hydrostatic pressures

The second decomposition of the pressure and gravity forces in equation (30.83) is based on
splitting into a local hydrostatic pressure, ph, and a non-hydrostatic pressure, pnh,

p = ph + pnh with ∂ph/∂z = −ρ g. (30.88)

This decomposition is particularly useful when concerned with deviations from a local hydrostatic
balance, which is central to the current analysis. However, it does not remove the global
hydrostatic background pressure (i.e., the dynamically inactive pressure, p0(z)), which can be
seen by the identity

∂ph/∂z = dp0(z)/dz − ρ′ g = dp0(z)/dz + ρo b. (30.89)
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With the pressure decomposition (30.88), the pressure and gravity contributions to the equation
of motion take on the form

∇p+ ρ g ẑ = ∇(ph + pnh) + ρ g ẑ (30.90a)

= ∇h(ph + pnh) + (∂zpnh + ∂zph + ρ g) ẑ (30.90b)

= ∇hp+ ẑ ∂zpnh (30.90c)

= ∇pnh +∇hph. (30.90d)

Be mindful that the non-hydrostatic pressure is operated on by the full gradient operator, ∇,
whereas the hydrostatic pressure has just the horizontal gradient, ∇h.

30.9.3 Momentum equation for the Boussinesq ocean
To further study how pressure and gravity lead to vertical motion, we find it convenient to
assume a Boussinesq ocean so that the momentum equation (30.83) takes the form of equation
(29.65)

ρo Dv/Dt+ 2Ω× ρo v = −∇p− ρ g ẑ + ρo F (30.91a)

= −∇p′ + ρo b ẑ + ρo F (30.91b)

= −∇pnh −∇hph + ρo F . (30.91c)

Focusing on the vertical velocity equation exposes processes leading to vertical accelerations of a
fluid element (i.e., the vertical Lagrangian acceleration, Dw/Dt)

ρo Dw/Dt+ ẑ · (2Ω× ρo v) = −∂zp− ρ g + ρo F · ẑ (30.92a)

= −∂zp′ + ρo b+ ρo F · ẑ (30.92b)

= −∂zpnh + ρo F · ẑ, (30.92c)

In addition to the Coriolis acceleration on the left hand side, equation (30.92b) reveals that the
vertical Lagrangian acceleration has contributions from the globally referenced Archimedean
buoyancy, b, along with vertical gradients in the dynamical pressure, p′. From equation (30.92c)
we see that the vertical Lagrangian acceleration has an inviscid contribution that arises solely
from vertical derivatives in the non-hydrostatic pressure, pnh. Note that when making either the
tangent plane approximation (Section 24.5) or the Traditional approximation (Section 27.1.3),
the Coriolis acceleration is absent from the vertical momentum equation since the rotating
reference frame has an angular velocity oriented according to the local vertical, Ω = Ω ẑ.

30.10 Test fluid elements in a homogeneous fluid
In this section we study the motion of a test fluid elements with nonzero Archimedean buoyancy
and in the absence of mixing.20 We assume a tangent plane so that the Coriolis acceleration
does not appear in the vertical momentum equation. Also, to avoid questions about local versus
global buoyancy, and the associated questions about neutral directions, we assume the fluid
environment has a constant and uniform density, ρ. A net buoyant force acts on the test fluid
element arise if the fluid element has a density distinct from the environmental density.

In pursuing this analysis it is important to appreciate the nature of the corresponding
thought experiments. Namely, we place a test fluid element somewhere in a prescribed fluid
environment and examine how the environment forces affect its motion. Importantly, we assume
the environment is unaffected by the test fluid element, so that the contact forces remain fixed

20As noted in Section 17.2.4, in the absence of mixing, a fluid element is the same as a fluid parcel.
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and prescribed. That is, the pressure and frictional forces are unaffected by the test fluid element.
This assumption is mechanically inconsistent since all fluid regions, no matter how small, affect
the surroundings. Even so, results from the analysis are borne out for situations where we can
safely ignore the environmental perturbations of real fluid elements. The analysis offers a useful
warm-up to the study of effective buoyancy in Section 30.11.

30.10.1 Equations of motion
The equation of motion for a fluid element is given by

ρDv/Dt+ 2Ω ẑ × ρv = −∇p− g ρ ẑ + ρF , (30.93)

whereas the equation of motion for a test fluid element is

ρtfe v̇tfe + 2Ω ẑ × ρtfe vtfe = −∇p− g ρtfe ẑ + ρtfe F , (30.94)

where ρtfe is the density of the test fluid element, vtfe is its velocity, and v̇tfe is its acceleration.21

As per our assumption stated earlier, both the pressure gradient and friction vector are the same
for the fluid element and the test fluid element.

30.10.2 Exact hydrostatic environment
Consider a test fluid element in a fluid that is in exact hydrostatic equilibrium, so that there is
no fluid motion. The test fluid element can only move vertically, with the vertical component of
equation (30.94) yielding

ρtfe ẇtfe = −dp/dz − g ρtfe. (30.95)

The assumed exact hydrostatic background pressure gradient satisfies dp/dz = −ρ g, so that the
test fluid element accelerates vertically according to

ρtfe ẇtfe = b ρ, (30.96)

where we introduced the Archimedean buoyancy for the test fluid element, computed relative to
the environmental fluid,

b = −g (ρtfe − ρ)/ρ. (30.97)

Evidently, the test fluid element accelerates upward if it is lighter than the environment (b > 0),
downward if heavier (b < 0), and remains stationary if neutrally buoyant (b = 0). This result
accords with the study of Archimedean buoyancy from Section 30.2.

30.10.3 An accelerating yet non-rotating environment
In Section 11.3 we studied particle mechanics as viewed from an accelerated reference frame that
is not rotating, such as for motion viewed in an accelerating train moving along a straight track.
Here we place a tank of fluid (e.g., a tank of water) on a train car that experiences acceleration,
Atank, such as depicted in Figure 30.8. Following equation (11.48), the equation of motion for
the fluid in the tank is

ρDv/Dt = −∇p− ρ (g ẑ +Atank) + ρF . (30.98)

We refer to −Atank as the non-inertial acceleration that arises from the tank acceleration,
and with −ρAtank the non-inertial force per volume acting on the fluid.22 As a result of the

21We write the acceleration as v̇tfe rather than Dvtfe/Dt since we are concerned with the motion of just a
single test fluid element rather than a field of fluid elements.

22The minus sign accords with being pushed backward into a seat when a vehicle accelerates forward.
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non-inertial force, fluid piles up on the back side of the tank and is depleted from the front.
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Figure 30.8: Left panel: A tank of homogeneous water on a train accelerating along a horizontal straight track,
thus resulting in a pile up of the water at the back of the tank and depletion in the front. The water reaches a
static equilibrium (v = 0) when the pressure gradient acceleration balances both the gravitational acceleration and
the train acceleration, −(∇p)equilib = ρ g (ẑ +Atank/g). Right panel: Vector diagram for a positively buoyant test
fluid element, with contributions from vertical buoyant acceleration and horizontal pressure gradient acceleration.
The net acceleration on the test element acts at an angle to the vertical that is determined by the gravitational
and train acceleration, making a slope, tan ε = |Atank|/g, with the vertical. Notably, the positively buoyant test
fluid element is accelerated vertically upward and horizontally in the same direction as the train’s acceleration,
whereas a negatively buoyant test fluid element is accelerated vertically downward and horizontally in the opposite
direction as the acceleration. This thought experiment is readily verified by a helium balloon tied to the floor of
an accelerating car, or a pendulum tied to the ceiling of the car.

The difference in fluid depth within the tank leads to a horizontal pressure gradient, with
higher pressure at the back of the tank and lower in the front. There is no fluid motion (relative to
the tank) if there is a balance between the horizontal pressure gradient and the tank acceleration,
as well as a balance between the vertical pressure gradient and gravity,

−(∇p)equilib = ρ g (ẑ +Atank/g). (30.99)

We can consider this result as exact hydrostatic balance but with a modified gravitational
acceleration.23

Motion of the test fluid element satisfies the equation

ρtfe v̇tfe = −∇p− ρtfe (g ẑ +Atank) + ρtfe F . (30.100)

Now consider the test fluid element that feels the equilibrated pressure gradient according to
equation (30.99), in which case

ρtfe v̇tfe = (ρ− ρtfe) (g ẑ +Atank) = b ρ (ẑ +Atank/g) = −(b/g) (∇p)equilib. (30.101)

Note that there is no frictional acceleration when there is no fluid motion, thus allowing us to
set F = 0. Evidently, the test fluid element accelerates along a line that is perpendicular to
surfaces of constant pressure, thus making an angle with the vertical given by

tan ε = |Atank|/g. (30.102)

Acceleration of a positively buoyant test fluid element is sloped in the same direction as the
accelerating train, with this result readily verified by attaching a helium balloon to the floor of a
train or car. Acceleration of the negatively buoyant test fluid element is sloped in the opposite
direction as the accelerating train. This result accords with the discussion in Section 11.3.3, in
which a pendulum at rest in the accelerated train slopes opposite to the acceleration.

23The Principle of Equivalence from general relativity says we cannot distinguish between the acceleration of a
reference frame and the acceleration from gravity. The result (30.99) supports this equivalence.
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30.10.4 Rotating tank
In Section 27.5 we studied the motion of a homogeneous fluid in a rotating tank, whose equation
of motion in the rotating reference frame is given by equation (27.98)

ρ
Dv

Dt
+ 2Ω ẑ × ρv = −∇

[
p+ g z ρ− Ω2 ρ (x2 + y2)/2

]
+ ρF . (30.103)

The analogous equation for the test fluid element, again written in the rotating reference frame,
is given by

ρtfe v̇tfe + 2Ω ẑ × ρtfe vtfe = −∇
[
p+ g z ρtfe − Ω2 ρtfe (x2 + y2)/2

]
+ ρtfe F , (30.104)

where we evaluate the position, x = x̂x+ ŷ y + ẑ z, according to the position of the test fluid
element. At mechanical equilibrium, the fluid rotates as a rigid-body (v = 0) with a parabolic
free surface where the free surface is higher at the outer rim of the tank and lowest at the center.
Furthermore, as the motion is rigid-body, the viscous friction vanishes. We thus find that the
pressure gradient in the rigid-body rotating equilibrium satisfies

−(∇p)equilb = ρ∇[g z − Ω2 (x2 + y2)/2] = g ρ [ẑ − Ω2 (x x̂+ y ŷ)/g] ≡ −ρ grotate, (30.105)

where the final equality defined the gravitational vector, grotate, arising from the sum of the
geopotential (central earth gravity plus planetary centrifugal) plus the centrifugal acceleration
from the rotating tank. When placed in this mechanically equilibrated fluid environment, the
test fluid element equation of motion (30.104) becomes

ρtfe v̇tfe + 2Ω ẑ × ρtfe vtfe = b ρ [ẑ − Ω2 (x̂x+ ŷ y)/g] = −(ρ− ρtfe) grotate. (30.106)

Evidently, a positively buoyant test fluid element accelerates upward and toward the center of
the tank. Furthermore, as it moves horizontally toward the tank center, the test fluid element
picks up a Coriolis acceleration that deflects it to the right for counter-clockwise rotating tanks.

For the test fluid element, the ratio of the magnitudes of its Coriolis acceleration to the
centrifugal acceleration is

Coriolis

centrifugal
=

2 ρtfe

ρ

g

b

|utfe|
Ω
√
x2 + y2

=
2 ρtfe

ρ− ρtfe

|utfe|
Ω
√
x2 + y2

. (30.107)

Heavy test fluid elements, with small buoyancy, move toward the outer edge of the tank due to
dominance of the centrifugal acceleration, whereas lighter test fluid elements concentrate toward
the center. We can further reduce the influence of the Coriolis acceleration by changing the
geometry to that of a long test tube to thus reduce |utfe|, with this geometry used for centrifuges.

Is there is a dynamically consistent motion in which the test fluid element has exactly zero
horizontal material acceleration, u̇tfe = 0? For this motion to occur requires a balance between
the Coriolis and centrifugal accelerations

2Ω ρtfe (ẑ × utfe) = −(b ρΩ2/g) (x̂x+ ŷ y) =⇒ utfe = [b ρ/(2 g ρtfe)] (Ω× x). (30.108)

However, this velocity field does not, in fact, have a zero acceleration since

u̇tfe = [b ρ/(2 g ρtfe)] (Ω× utfe) ̸= 0. (30.109)

We conclude that there is no self-consistent free motion with u̇tfe = 0, much like the case of the
test fluid element moving in the accelerating train studied in Section 30.10.3.
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30.11 Effective buoyancy and vertical accelerations
In this section, we extend the discussion of Archimedean buoyancy by focusing on the vertical
forces acting on a real fluid element, or more generally a finite sized fluid region, rather than on
a test fluid element. To do so requires us to study, in some detail, the various forces appearing
in the momentum equation. As a means to conceptually organize these forces, we introduce
static forces, which are those forces not associated with fluid motion, plus motional forces, which
are forces not associated with density inhomogeneities. Motional forces are specific to details of
the velocity field, whereas static forces are deduced just from knowledge of the density field.

Effective buoyancy arises from the static forces acting on a fluid element. Although the
effective buoyancy is in part comprised of Archimedean buoyancy, there are distinctions that
arise through interactions between the fluid element and its surrounding environment. These
interactions depend on the shape of the fluid region. As shown in this section (see in particular
Figure 30.9), we find that fluid regions of different geometric shape can have different effective
buoyancy even while they have the same Archimedean buoyancy.

To facilitate the analysis in this section, we consider a Boussinesq ocean, with the analysis
also directly relevant to an anelastic atmosphere as considered by Jeevanjee and Romps (2015b).
As explored in Section 29.3, pressure in a Boussinesq ocean constrains the velocity field to
remain non-divergent. Furthermore, Boussinesq ocean pressure satisfies an elliptic boundary
value problem (Poisson equation from Section 6.5). This boundary value problem is linear for
the pressure field. Linearity is exploited for conceptual purposes by decomposing the pressure
sources into physically distinct processes and studying the associated pressure field. The task
for this section is to derive the Poisson equations according to the various pressure sources, and
then to discuss the physics of their associated vertical accelerations.

30.11.1 Poisson equations for p′ = p′buoy + p′flow

The two decompositions of pressure described in Sections 30.9.1 and 30.9.2, as reflected in the
Boussinesq velocity equations from Section 30.9.3, render two sets of corresponding Poisson
equations for pressure. We here focus on the decomposition (30.91b), where the pressure and
gravity accelerations appear in terms of the Archimedean buoyancy plus perturbation pressure.
We defer until Section 30.11.3 an examination of the alternative decomposition into the local
hydrostatic and non-hydrostatic pressures given by equation (30.91c).

Boundary value problem for the perturbation pressure, p′

We start by considering the Boussinesq momentum equation (30.91b)

ρo (∂t + v · ∇)v + 2Ω× ρo v = −∇p′ + ρo b ẑ + ρo F . (30.110)

As detailed in Section 29.3.1, the time tendency is eliminated by computing the divergence of
this equation to render the Poisson equation for the perturbation pressure

−∇2p′ = ρo∇ ·G′ = ρo∇ · [(v · ∇)v + 2Ω× v − b ẑ − F ], (30.111)

where we introduced the vector,

G′ = (v · ∇)v + 2Ω× v − b ẑ − F , (30.112)

whose divergence renders a source for the pressure field. We find it convenient to carry around a
minus sign on the Laplacian operator since a positive source, ρo∇ ·G′ > 0, leads to a locally
positive pressure signal (see Section 29.3.1 for more details on this point).
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We require boundary conditions to fully specify the pressure, and for simplicity we assume
material boundaries. In this case, the analysis considered in Section 29.3.2 renders the Neumann
boundary condition

n̂ · ∇p′ = −ρo n̂ ·G′, (30.113)

where n̂ is the outward normal along the boundary. We further simplify the analysis by assuming
flat and rigid top and bottom boundaries along with horizontal boundaries that are either doubly
periodic or infinite. Hence, along the top boundary, where n̂ = ẑ, pressure satisfies the Neumann
boundary condition

∂zp
′ = −ρo ẑ ·G′ = ρo (b+ F · ẑ) top boundary. (30.114)

To reach this result we noted that

ẑ · [(v · ∇)v] = (v · ∇) (ẑ · v) = 0, (30.115)

since ẑ · v = w = 0 along a rigid and material flat surface. The analogous result holds along the
bottom boundary where n̂ = −ẑ so that

∂zp
′ = ρo ẑ ·G′ = −ρo (b+ F · ẑ) bottom boundary. (30.116)

Buoyancy induced pressure and flow induced pressure

The Laplacian operator is linear, with linearity affording the freedom to decompose the source in
the Poisson equation (30.111), ρo∇ ·G′, into physically distinct processes and then studyinig the
pressures resulting from these processes.24 For this purpose we choose the following decomposition

−∇2p′ ≡ −∇2(p′buoy + p′flow) (30.117a)

−∇2p′buoy = −ρo ∂zb (30.117b)

−∇2p′flow = ρo∇ · [(v · ∇)v + 2Ω× v − F ]. (30.117c)

The source term for the buoyancy pressure, p′buoy, only involves the vertical derivative of the
Archimedean buoyancy. Hence, there is no direct contribution from fluid motion on p′buoy, with
fluid motion only affecting p′buoy indirectly through effects on ∂zb. The converse holds for the
pressure perturbation, p′flow, which is sourced by fluid motion that gives rise to accelerations
from self-advection, Coriolis, and friction. Hence, there is no direct impact from Archimedean
buoyancy on p′flow. The Neumann boundary conditions for these two pressures follows from the
boundary conditions (30.114) and (30.116). For example, along the top boundary we have

∂zp
′
buoy = ρo b and ∂zp

′
flow = ρo ẑ · F top boundary conditions, (30.118)

with the same conditions holding along the bottom yet with a minus sign on the right hand side.

30.11.2 Accelerations from effective buoyancy and fluid motion

Having established the Poisson equations for the variety of pressures in Section 30.11.1, we now
examine contributions to the vertical Lagrangian acceleration as given by equations (30.92b)
and (30.92c). Emulating the decomposition used for pressure, we here decompose the vertical
acceleration into conceptually distinct contributions from buoyancy and from fluid flow.

24We exploited this superposition property when studying Green’s functions in Chapter 9.
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Vertical acceleration from effective buoyancy

Effective buoyancy is the first contribution to vertical Lagrangian acceleration, which is the
vertical acceleration arising solely from the instantaneous mass/density field. Operationally,
we deduce the effective buoyancy by instantaneously setting velocity to zero everywhere in the
expression for the vertical acceleration

beff ≡
Dw

Dt

∣∣∣∣
v=0

. (30.119)

Two conclusions follow directly from the operational definition of beff . First, as viscous friction
only arises when there is relative fluid motions that lead to strains (Section 25.8.6), viscous
friction does not contribute to the effective buoyancy. Next, we observe that any direct role for
pressure in beff arises solely from the buoyancy pressure, p′buoy. We make this conclusion since
the Poisson equation (30.120) for the buoyancy pressure has a source that only depends on the
instantaneous Archimedean buoyancy field, whereas it ignores all contributions from fluid flow.
This dependence is precisely that defined for beff .

From the definition (30.119) we make use of equations (30.92b) and (30.92c) to unpack the
variety of contributions to effective buoyancy

ρo beff = ρo b− ∂zp
′∣∣
v=0

= − ∂zpnh|v=0 . (30.120)

The first equality identifies the difference between the effective buoyancy and the Archimedean
buoyancy

ρo (beff − b) = −∂zp′buoy, (30.121)

in which we set
∂zp

′∣∣
v=0

= ∂zpbuoy (30.122)

as per the discussion below equation (30.119). So equation (30.121) states that in the presence
of a vertical gradient in the buoyancy pressure, then the Archimedean buoyancy is an incomplete
description of the vertical acceleration associated with the density field.

Equation (30.120) also reveals that the effective buoyancy is associated with that portion of
the vertical gradient in the non-hydrostatic pressure that remains when v = 0

ρo beff = − ∂zpnh|v=0 . (30.123)

This equation provides a generalization of the local hydrostatic balance, ρo b = ∂z(ph − p0)
(equation (30.89)), so that we have the correspondence

ρo b = ∂z(ph − p0)︸ ︷︷ ︸
hydrostatic

←→ ρo beff = − ∂zpnh|v=0 .︸ ︷︷ ︸
non-hydrostatic

(30.124)

Vertical acceleration from fluid flow

If one introduces an Archimedean buoyancy anomaly in a static fluid, then the initial vertical
acceleration acting on the anomaly is given by its effective buoyancy, with this result following
from the definition of effective buoyancy in equation (30.119). However, as the anomaly evolves,
fluid motion is generated, at which point effective buoyancy is an incomplete measure of vertical
acceleration. So in the presence of fluid motion we must also consider another term referred to
as the flow induced or motional vertical acceleration. Operationally, we deduce the motional
vertical acceleration by setting the density to a constant within the expression for the vertical
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acceleration

Aflow ≡
Dw

Dt

∣∣∣∣
ρ=ρo

. (30.125)

As for the effective buoyancy in equation (30.119), the right hand side of equation (30.125)
is evaluated using the full flow field at an instant, but with the accelerations evaluated with
constant density at that instance. Since the Archimedean buoyancy vanishes when density has
the uniform value, we know that

ρoAflow = − ∂zp′
∣∣
ρ=ρo

+ ρo F · ẑ = − ∂zpnh|ρ=ρo + ρo F · ẑ. (30.126)

Consequently, when the density field is uniform, ρ = ρo, then the vertical gradient of p′ and pnh
are identical

∂zp
′∣∣
ρ=ρo

= ∂zpnh|ρ=ρo . (30.127)

Furthermore, we identify the vertical gradient in ∂zp
′|ρ=ρo with the vertical gradient in the flow

induced pressure, p′flow, that satisfies the Poisson equation (30.117c). We thus have the identities

∂zp
′∣∣
ρ=ρo

= ∂zp
′
flow = ∂zpnh|ρ=ρo . (30.128)

30.11.3 Boundary value problems for the accelerations
Following from the discussion in Section 30.11.2, we here derive the boundary value problems
for the effective buoyancy and the flow induced acceleration.

Poisson equations for beff and Aflow

From equation (30.121) for the effective buoyancy and from the Poisson equation (30.117b) for
the buoyancy pressure, we arrive at the Poisson equation for the effective buoyancy

ρo beff = ρo b− ∂zp′buoy and −∇2p′buoy = −ρo ∂zb =⇒ −∇2beff = −∇2
h b. (30.129)

Hence, the source for the effective buoyancy is the horizontal Laplacian of the Archimedean
buoyancy. Correspondingly, the source for the difference, beff − b, is the vertical curvature of the
Archimedean buoyancy

−∇2(beff − b) = ∂zzb. (30.130)

We similarly derive the Poisson equation for the motional acceleration by making use of its
operational definition (30.126) as well as the Poisson equation (30.117c) for the flow pressure

ρoAflow = −∂zp′flow + ρo F · ẑ and −∇2p′flow = ρo∇ · [(v · ∇)v + 2Ω× v − F ]

=⇒ −∇2Aflow = −∂z∇ · [(v · ∇)v + 2Ω× v − F ]−∇2(F · ẑ). (30.131)

Boundary conditions

To completely specify the decomposition of vertical acceleration requires boundary conditions
for the effective buoyancy, beff , and the motional acceleration, Aflow. Following our discussion of
the Poisson equations in Section 30.11.1, we here only consider rigid and flat material upper
and lower boundaries with no boundaries for the horizontal domain (either periodic or infinite
horizontal domain). At the upper and lower boundaries we have Dw/Dt = 0, and this boundary
condition holds whether v = 0 or ρ = ρo, so that

beff = 0 and Aflow = 0 on rigid and flat boundaries. (30.132)
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We are thus ensured that the net vertical acceleration is indeed the sum

Dw

Dt
= Aflow + beff . (30.133)

Poisson equation for the local non-hydrostatic pressure

We can also arrive at the above results by considering the momentum equation (30.91c) written
using the decomposition of pressure into is local non-hydrostatic and local hydrostatic components

ρo (∂t + v · ∇)v + 2Ω× ρo v = −∇pnh −∇hph + ρo F . (30.134)

A divergence of this equation leads to the Poisson equation for the non-hydrostatic pressure

−∇2pnh = ∇2
h ph + ρo∇ · [(v · ∇)v + 2Ω× v − F ]. (30.135)

Taking a vertical derivative and use of the hydrostatic relation leads to the Poisson equation for
the vertical derivative of the non-hydrostatic pressure

−∇2(∂zpnh) = −g∇2
h ρ+ ρo ∂z∇ · [(v · ∇)v + 2Ω× v − F ]. (30.136)

Setting v = 0 in equation (30.135) renders the Poisson equation

−(∇2pnh)v=0 = ∇2
h ph. (30.137)

This equation says that the static portion of the non-hydrostatic pressure is sourced by the
horizontal Laplacian of the hydrostatic pressure. Equivalently, the convergence of (∇pnh)v=0 is
balanced by the divergence of the horizontal hydrostatic pressure gradient, ∇hph. Furthermore,
setting v = 0 in equation (30.136) yields the Poisson equation for the effective buoyancy

−ρo∇2beff = g∇2
h ρ⇐⇒ ∇2beff = ∇2

h b, (30.138)

which accords with equation (30.129).

30.11.4 Relative scales for effective and Archimedean buoyancies

One way to emphasize the distinction between the effective buoyancy equation (30.138) and
that for the Archimedean buoyancy is to compare their two elliptic equations

−ρo∇2b = g∇2ρ and − ρo∇2beff = g∇2
h ρ, (30.139)

with the first equality following trivially by definition of Archimedean buoyancy, b = −(g/ρo) (ρ−
ρo). The different Laplacian operators acting on the source terms for beff and b are crucial.
Namely, the difference means that these two buoyancy fields have different scales.

As an example of the distinct scaling for beff and b, consider a cylindrically shaped Archimedean
buoyancy anomaly (Figure 30.9) of scale B and with diameter D and height H. Given this
information we seek a corresponding scale for the effective buoyancy, Beff. Using the relation
(30.138), and the cylindrical-polar coordinate version of the Laplacian operator (equation
(4.197b)), we have

∇2beff =
1

r

∂

∂r

[
r
∂beff
∂r

]
+

1

r2
∂2beff
∂ϑ2

+
∂2beff
∂z2

and ∇2
h b =

1

r

∂

∂r

[
r
∂b

∂r

]
+

1

r2
∂2b

∂ϑ2
, (30.140)

where r is the radial distance from the cylinder axis, z the vertical coordinate along the cylinder
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axis, and ϑ the polar coordinate. We thus find the scalings

∇2beff ∼ Beff (D
−2 +H−2) and ∇2

h b ∼ BD−2, (30.141)

so that for a given Archimedean buoyancy anomaly scale, B, we find an associated effective
buoyancy scale

Beff =
B

1 +D2/H2
. (30.142)

Evidently, the effective buoyancy scale is smaller than the Archimedean buoyancy scale. The
effective buoyancy scale is smaller due to the pressure contribution that slows down any
buoyant fluid element, with this pressure induced environmental back-reaction missing from the
Archimedean buoyancy. Also observe that the effective buoyancy decreases when the ratio D/H
increases. As a result, wide and flat “pancake” shaped buoyancy anomalies rise slower (with
B > 0) than narrow “rocket shaped” anomalies. This result follows since a flat pancake anomaly
must push aside more surrounding fluid as it moves vertically, whereas the narrow rocket shaped
anomaly is more streamlined and thus more readily rises or falls.

D

H

z

r̂

Figure 30.9: An Archimedean buoyancy anomaly of scale B here configured in the shape of a cylinder with
diameter D and height H. Also shown are the vertical, z, and radial, r, axes for cyclindrical-polar coordinates from
Section 4.22. In equation (30.142) we find the effective buoyancy for this anomaly scales as Beff = B/(1+D2/H2),
so that the effective buoyancy has a smaller magnitude than the Archimedean buoyancy. Also note that the
magnitude of the effective buoyancy decreases as the diameter increases. This behavior reflects the need for a
wide and flat buoyancy anomaly to push aside more surrounding fluid as it moves vertically, whereas a narrow
and tall anomaly is more streamlined and so has less resistance to vertical motion.

As a buoyant fluid element moves vertically, it must displace the surrounding environmental
fluid. The pressure contribution to the effective buoyancy accounts for the back-reaction of the
environmental fluid on the buoyant fluid element. Since the Archimedean buoyancy ignores
the back-reaction, it generally over estimates the magnitude of the vertical acceleration. By
accounting for the pressure forces acting on the element from the surrounding fluid, the effective
buoyancy offers a more accurate measure of the static vertical forces arising from density
inhomogeneities.

30.11.5 Thought experiments for effective buoyancy

We here present some thought experiments for the purpose of developing an understanding
of effective buoyancy. The thought experiments are somewhat trivial physically and yet they
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require us to confront basic assumptions, which is generally a useful exercise.

Horizontally unstratified density

Consider a horizontally unstratified density, ρ = ρ(z), on a horizontally periodic domain with the
fluid in hydrostatic equilibrium. By construction, the Archimedean buoyancy, b = −g (ρ− ρo)/ρo,
exactly balances the vertical pressure gradient, d(p− p0)/dz = b ρo. In the absence of horizontal
density gradients, the effective buoyancy is everywhere a harmonic function since ∇2beff = 0.
With vanishing Dirichlet boundary conditions at the rigid bottom and top of the domain,
z = 0, H, then beff = 0 everywhere, signaling the absence of any vertical acceleration.

It is notable that this result holds for an arbitrary vertical profile of density, even if the
density is gravitationally unstable (Section 30.5). The assumed horizontal symmetry is the key
point. This assumption precludes any vertical motion since no fluid element at a single horizontal
position can be vertically displaced without breaking the assumption of horizontal symmetry.
The only way to maintain volume conservation (∇ · v = 0) with vertical motion is for some fluid
to move up while other fluid moves down, and for that to happen requires breaking horizontal
symmetry. Once a tiny seed of horizontal asymmetry is presented to the fluid, effective buoyancy
is sourced by ∇2

h ρ ̸= 0, which in turn allows the gravitational instability to grow.

Vertically unstratified density

Now consider a vertically unstratified density field, ρ = ρ(x, y), so that the Archimedean
buoyancy has no depth dependence. This vertically “neutrally buoyant” case commonly means
that a fluid element can move vertically without feeling any buoyancy forces. Indeed, such is the
case when referring to Archimedean buoyancy. What about effective buoyancy?

If density is a linear function of horizontal position then the effective buoyancy is a harmonic
function so that beff = 0. If density is a nonlinear function of the horizontal then the effective
buoyancy is nonzero. Yet is there vertical motion? Again we must confront the boundary
conditions to answer this question. Here, the rigid top and bottom boundaries preclude
movement of fluid across these boundaries by imparting a boundary pressure acting throughout
the fluid to counteract the effective buoyancy. As a result, the fluid remains static. If instead we
allow for a free surface, then the effective buoyancy would cause vertical motion that then leads
to horizontal convergences, thus leading to further motion. Alternatively, if we allow for depth
dependence of the density, then fluid can move laterally as well as vertically.

Localized source of Archimedean buoyancy

Although useful to garner some understanding of effective buoyancy, the previous examples are
not realistic. More realistic applications are concerned with Archimedean buoyancy sources
localized in both the horizontal and vertical directions. In this case the nonzero buoyancy source,
∇2
zρ ̸= 0, along with the boundary conditions lead to a nontrivial structure for the effective

buoyancy as found by solving the Poisson equation. Studies listed in Section 30.11.6 offer
examples, both analytical and numerical, to further an understanding of how effective buoyancy
offers a more complete description of vertical acceleration than Archimedean buoyancy.

30.11.6 Comments and further study
Studies from Davies-Jones (2003b), Doswell and Markowski (2004), Jeevanjee and Romps
(2015a,b) and Tarshish et al. (2018), point to the use of the effective buoyancy and the limitations
of Archimedean buoyancy when studying buoyancy dominated motion, such as the early stages
of a buoyant thermal in the atmosphere. Much of the material in this section was gleaned from
these papers, particularly from Jeevanjee and Romps (2015a,b). Chapter 2 of Markowski and
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Richardson (2010) provides a pedagogical foundation for understanding pressure forces leading
to vertical motion.

The structure of beff is distinct from the Archimedean buoyancy, b, with Jeevanjee and Romps
(2015a) and Tarshish et al. (2018) providing examples where b and beff can even have opposite
signs. Furthermore, Tarshish et al. (2018) made use of an analogy between the Poisson equation
for beff and the Poisson equation for certain magnetostatics problems. The analogy allows for
analytical expressions of beff for spherical and elliptical Archimedean buoyancy sources.

30.12 Exercises
exercise 30.1: Examples of buoyancy period
Using approximate but realistic values for the observed stratification, determine the buoyancy
period (Tb = 2π/N) for

• mid-latitude troposphere

• stratosphere

• ocean thermocline

• ocean abyss.

Express the period in units of minutes, and provide references for where you obtained the
observed stratification. Hint: for both the atmosphere and ocean, it is sufficient to assume
stratification is dominated by potential temperature (or Conservative Temperature).

exercise 30.2: Buoyancy frequency for an ideal gas
Derive equation (30.38) for the squared buoyancy frequency of an ideal gas. Hint: first derive
the expression for the potential density and then take its vertical derivative as per equation
(30.37).

exercise 30.3: Vertical integral of N2

The expression for squared buoyancy frequency

N2 = −g
[
∂ ln ϱ

∂z

]
pref=p

(30.143)

makes is tempting to consider its vertical integral according to

−g−1

ηˆ

−H

N2 dz
?
= [ln ϱ]η − [ln ϱ]−H . (30.144)

Discuss what is wrong with this equation. Under what conditions is it correct?

exercise 30.4: Water level of a boat with and without a stone
Consider a boat of mass Mb floating in constant density water, ρw, contained in a tank with
vertical sidewalls and cross-sectional area A. Place a stone of mass Ms and density ρs > ρw in
the boat and measure the water level on the tank wall, h1. Then throw the stone into the water.
What is the new water level, h2, as a function of h1 and the other properties listed above? Does
the water level rise or fall along the sides of the tank as a result of throwing the stone over the
side? Hint: Watch this Physics Girl video.
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exercise 30.5: Iceberg flipping instability
This exercise has yet to be worked through.

(a) Consider an iceberg with constant density ρberg that is floating in ocean water with constant
density ρocn. Let the iceberg have a square solid shape with vertical thickness H and
horizontal length L≫ H. What fraction of the iceberg sits above the ocean surface?

(b) Consider an iceberg with non-uniform density, ρberg(z), where 0 ≤ z ≤ H measures the
position along the vertical axis of the iceberg. A non-uniform density might occur for cases
where rocks are frozen into the ice. Depending on the density profile, the iceberg can be
unstable to horizontal forces that cause the iceberg to flip over, particularly if L decreases
to be on the order of H. Develop the stability criteria for this “flipping instability” using
Archimedes’ principle and the mechanics of angular momentum and torques.
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Chapter 31

GEOSTROPHY AND THERMAL WIND

Large-scale and low frequency flows in the atmosphere and ocean are stongly affected by planetary
rotation. The inviscid balance for such flows is termed geostrophy, in which the planetary Coriolis
acceleration balances the pressure gradient acceleration in the horizontal, while the vertical
balance is hydrostatic. In this chapter, we introduce salient features of geostrophically balanced
flow and the associated thermal wind balance. These two diagnostic relations involve no time
derivatives, and so cannot be used to predict the fluid flow evolution. However, they provide a
very powerful framework for interpreting large-scale and low frequency flow in the atmosphere
and ocean.

After studying the basic elements of rotating flow, we study the distinctive nature of isopycnal
form stresses associated with geostrophically balanced eddy motions. Such form stresses are a
key feature of the earth’s planetary energy balance, whereby positive buoyancy in the tropics is,
in part, transported meridionally through the action of geostrophic eddies.

reader’s guide to this chapter
This chapter assumes an understanding of the primitive equations from Chapter 27 and

the Coriolis acceleration from Chapters 13 and 14. The material in this chapter is fundamental
to understanding the mechanics of large-scale flow in the atmosphere and ocean, so that we
make great use of this chapter in the remainder of the book. We are not explicitly concerned
with sphericity in this chapter, thus enabling the use of Cartesian vector calculus.
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31.5.6 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 870
31.6 Thermal wind balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 871

31.6.1 Relevant portion of density needed for thermal wind . . . . . . . 871
31.6.2 Atmospheric jet stream and the Antarctic Circumpolar Current . 872
31.6.3 Diagnosing geostrophic velocity from buoyancy . . . . . . . . . . 872
31.6.4 Thermal wind balance for the atmosphere . . . . . . . . . . . . . 873
31.6.5 Thermal wind balance for a Boussinesq ocean . . . . . . . . . . . 875
31.6.6 Thermal wind for a non-Boussinesq hydrostatic ocean . . . . . . 877

31.7 Isopycnal form stress from geostrophic eddies . . . . . . . . . . . . . . . 877
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31.1 Loose threads
• Max Nikurashin’s work on topographic form stress in the Southern Ocean, and the lack of
a direct connection to interfacial form stress. Unsure if this material is better here or in
Chapter 28.

31.2 Primitive equations
Throughout this chapter we make use of the inviscid hydrostatic primitive equations derived in
Section 27.1

[∂t + (v · ∇)]u+ f ẑ × u = −ρ−1∇hp (31.1a)

∂p/∂z = −g ρ (31.1b)

Dρ/Dt = −ρ∇ · v, (31.1c)

where the velocity vector is written using Cartesian coordinates

v = u+ ẑw = x̂u+ ŷ v + ẑw, (31.2)

and the horizontal gradient operator is

∇h = x̂ ∂x + ŷ ∂y. (31.3)

For some of the scale analysis in this chapter we assume a Boussinesq ocean (Section 29.1),
in which case the mass continuity equation (31.1c) becomes the non-divergent condition on the
velocity

∇ · v = 0. (31.4)

Furthermore, ρ in the Boussinesq horizontal momentum equation (31.1a) is converted to a
constant reference density, ρo, and yet it retains its full form when appearing in the hydrostatic
equation since it is there multiplied by the gravitational acceleration.

31.3 The Rossby number
Large-scale geophysical fluid flows are strongly influenced by the earth’s rotation. Indeed, the
earth can be considered a rapidly rotating planet for much of the observed large-scale motion
of the ocean and atmosphere. There are two points to emphasize in this regard. First, much
of the ocean and atmosphere motion is close to rigid-body rotation, in which weather patterns
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and ocean circulation are best viewed in the terrestrial reference frame on the rotating earth (a
non-inertial reference frame) rather than from an inertial reference frame fixed in space. Second,
length scales directly experienced by humans are generally far too small to take a direct notice
of the planetary rotation. This point is quantified by considering the Rossby number, which
includes a horizontal length scale, a velocity scale, and angular rotation speed.

31.3.1 Scaling for the Rossby number
The Rossby number measures the ratio of the horizontal material acceleration (acceleration of a
fluid particle) to the Coriolis acceleration. The material acceleration has two contributions: one
from local time tendencies and one from advection. We expose typical characteristic scales for
the horizontal acceleration of a fluid particle by writing

∂u

∂t
+ (v · ∇)u ∼ U

T
+
U2

L
+
WU

H
, (31.5)

where U,W are typical horizontal and vertical velocity scales, L,H are typical horizontal and
vertical length scales, and T is a typical time scale (recall a similar scale analysis for the
hydrostatic balance in Section 27.2). Likewise, the Coriolis acceleration scales as

f ẑ × u ∼ fo U, (31.6)

where fo is the scale for the Coriolis parameter. From the continuity equation for non-divergent
flow (∇ · v = 0) we see that the vertical and horizontal velocity scales are related by1

W/H ∼ U/L =⇒W ∼ U (H/L). (31.7)

We are interested in flows where the ratio of the vertical to horizontal length scales, referred to
as the aspect ratio, is small

αaspect = H/L≪ 1, (31.8)

as per the hydrostatic approximation discussed in Section 27.2. Consequently, the vertical
velocity scale is much less than the horizontal

W ≪ U. (31.9)

31.3.2 Ratio of material acceleration to Coriolis acceleration
Taking the ratio of the advection scale to the Coriolis scale leads to our first expression for the
Rossby number

Ro =
U2/L

fo U
=

U

fo L
. (31.10)

For fixed scales U and L, the latitudinal variation of the Coriolis parameter makes the Rossby
number smaller in magnitude near the poles than in the tropics.

31.3.3 Ratio of local time tendency to Coriolis acceleration
A complementary way to understand the Rossby number is to consider it as the ratio of the
horizontal velocity’s local time tendency to the Coriolis acceleration

Ro =
U/T

Ufo
=

1/T

fo
. (31.11)

1For divergent flows we can replace W with the scale for motion across hydrostatic pressure surfaces.
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Hence, the Rossby number is small for motions that have a frequency, T−1, that is small
compared to the inertial frequency, fo. In both expressions (31.10) and (31.11) for the Rossby
number, we associate Ro < 1 with flow regimes where the earth’s rotation plays a crucial role
in the dynamics. With small Rossby number, both the local time derivative and the advective
acceleration are smaller than the Coriolis acceleration.

31.3.4 Rossby number for a kitchen sink
Consider flow in a kitchen sink (left panel of Figure 31.1). Here, the length scale is L = 1 m
(sink size) and the velocity scale is U = 0.01− 0.1 m s−1, thus giving a typical time scale for
sink motion of L/U ≈ 10 s− 100 s. Hence, at 30◦ latitude, where f = 2Ω sinϕ = Ω, the Rossby
number for fluid motion in a sink is

Rosink ≈ 102 − 103. (31.12)

The effects from planetary rotation are tiny on these length scales, so that the Coriolis force
is negligible for kitchen sink fluid dynamics. Correspondingly, it is extremely difficult to
experimentally determine a correlation between the hemisphere (northern or southern) to the
rotational direction of water leaving a sink drain.

L = 1 m

U = 0.1 m /s

L = 105 m

U = 0.1 m /s

Figure 31.1: Estimating the Rossby number for flow in a kitchen sink (left panel) and rings spawned from the
Gulf Stream (right panel). The kitchen sink has velocity scales on the order of U ∼ 0.01− 0.1 m s−1 whereas Gulf
Stream rings have velocity scales on the order U ∼ 0.1− 1.0 m s−1. Their length scales are much more distinct,
with the scale for a sink L ∼ 1 m whereas for the Gulf Stream rings L ∼ 105 m. Taking the Coriolis parameter at
30◦ leads to Rosink ∼ 102 − 103 and Roring ∼ 10−2 − 10−1. The planetary Coriolis acceleration is central to Gulf
Stream ring dynamics whereas it is utterly negligible for the kitchen sink.

31.3.5 Rossby number for a Gulf Stream ring
For a Gulf Stream ring (right panel of Figure 31.1), the typical length scale is L = 105 m and
velocity scale is U = 0.1− 1.0 m s−1, thus leading to a time scale L/U ≈ 105 − 106 s. At 30◦

latitude the Rossby number is
Roring ≈ 10−2 − 10−1. (31.13)

Flow features of such large length scales can feel the planetary rotation so that the Coriolis
acceleration is central to dynamics of Gulf Stream rings, as reflected in the small magnitude of
the associated Rossby number.

31.4 Geostrophic balance
Under the influence of horizontal pressure forces, a fluid accelerates down the pressure gradient
(movement from high pressure to low pressure). In the presence of rotation, a nonzero horizontal
velocity couples to the earth’s rotation via the Coriolis parameter, f , thus giving rise to a nonzero
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horizontally oriented Coriolis acceleration −f ẑ×u. The Coriolis acceleration acts perpendicular
to the fluid motion

u · (ẑ × u) = 0, (31.14)

and as such it affects the fluid motion but does not alter kinetic energy; i.e., it does zero work
on the fluid.2 In the northern hemisphere where f > 0, the Coriolis acceleration acts to the
right of the fluid motion. It follows that if the Coriolis and pressure gradient accelerations are
balanced, then fluid flow is counter-clockwise around low pressure centers and clockwise around
high pressure centers. In the southern hemisphere, where f < 0, the Coriolis acceleration acts in
the opposite direction so that geostrophically balanced flow is oppositely oriented in the southern
hemisphere relative to the north.

When the pressure acceleration balances the Coriolis acceleration, fluid motion is said to
be in geostrophic balance. Geostrophically balanced flows in the atmosphere and ocean follow
isobars (lines of constant pressure). Recall from Chapter 13 that point particles also experience
a Coriolis acceleration when viewed in a rotating reference frame. However, geostrophic balance
is not afforded to particles since particles do not experience a pressure force that can balance the
Coriolis force. Hence, the geostrophic balance is a distinctly fluid mechanical phenomena. Even
so, in Figure 31.2 we offer a particle model to help understand the orientation of geostrophic flow,
in which for this model the pressure force acting on a fluid parcel is replaced by the gravitational
force acting on the point particle.
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pressure acceleration

Coriolis acceleration

counterclockwise rotation
f > 0

Figure 31.2: Geostrophy is a diagnostic relation where the pressure gradient acceleration balances the Coriolis
acceleration so that the net acceleration acting on a fluid element is zero. Here we depict a particle on a rotating
and frictionless hill (analogous to a high pressure center) as a conceptual model to help understand geostrophic
balance. As the particle moves downhill it picks up a rightward component to its trajectory as a result of the
Coriolis acceleration that couples to motion. Equilibrium arises when the downhill gravitational acceleration
balances the oppositely directed Coriolis acceleration.

31.4.1 Geostrophic relation in geopotential coordinates

When the Rossby number is small and friction is negligible, the leading order dynamical balance
in the horizontal momentum equation (31.1a) is between the Coriolis acceleration and horizontal
pressure gradient acceleration

f ẑ × ug = −ρ−1∇hp, (31.15)

with this equation known as geostrophic balance. The geostrophic balance equation leads to the
expression for the geostrophic velocity3

ug =
ẑ ×∇p
fρ

=⇒ ug = −
1

fρ

∂p

∂y
and vg =

1

fρ

∂p

∂x
. (31.16)

2These characteristics of the Coriolis acceleration are directly analogous to the Lorentz force in electrodynamics
(Jackson, 1975).

3We can write either ∇ or ∇h in equation (31.16). The reason is that the ẑ× operator selects only the
horizontal portion of the gradient.
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Note that the equator is special since the Coriolis parameter, f = 2Ω sinϕ, vanishes, thus
precluding the relevance of geostrophy near the equator.

Equation (31.16) for the geostrophic velocity can be written as

ρ f ug = ẑ ×∇hp, (31.17)

which suggests we interpret pressure as a streamfunction for ρ f ug. For the particular case of a
Boussinesq ocean on an f -plane, in which we set ρ to the reference density ρo and f is a constant,
then we can write

ug = ẑ ×∇h[p/(ρo f)]. (31.18)

In this case p/(ρo f) is referred to as the geostrophic streamfunction for the f -plane Boussinesq
geostrophic flow.

31.4.2 Cyclonic and anti-cyclonic flow orientation

Low High

f > 0

HighLow

f < 0

Cyclonic flow (same sense as f) anti-Cyclonic flow (opposite sense as f)

y

x

Figure 31.3: Geostrophic motion around low and high pressure centers in the northern hemisphere and southern
hemisphere (f = 2Ω sinϕ > 0 in the north and f < 0 in the south). Upper panel: the counter-clockwise motion
around the low pressure center in the northern hemisphere is in the same sense as the planetary rotation, and is
thus termed cyclonic. Cyclonic motion around a low pressure in the southern hemisphere occurs in a clockwise
direction, again corresponding to the direction of planetary rotation as viewed from the south. Geostrophic
motion around a high pressure center is counter to the planetary rotation in both hemispheres, and is thus termed
anti-cyclonic.

If oriented in the same sense as the earth’s rotation (i.e., same sign of the Coriolis parameter),
then rotational motion is said to be in a cyclonic sense. Oppositely oriented motion is anti-cyclonic.
For example, geostrophic motion around a low pressure center in the northern hemisphere is
counter-clockwise (Figure 31.3). Using the right hand rule, this motion represents a positively
oriented rotation. Hence, with f > 0 in the north, counter-clockwise motion is cyclonic. In the
southern hemisphere, geostrophic motion around a low pressure center is clockwise, which is a
negatively oriented rotational motion (again, recall the right hand rule). In the south where
f < 0, clockwise motion around a low pressure center represents cyclonic motion (Figure 31.3).

31.4.3 Gradients in the density and hydrostatic pressure

Horizontal momentum is affected by horizontal pressure gradient forces. Furthermore, the
hydrostatic balance says that the vertical derivative of the horizontal pressure gradient is
determined by horizontal density gradients

∂(∇hp)
∂z

= −g∇hρ. (31.19)
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Hence, in the presence of horizontal density gradients, the horizontal pressure gradient forces are
depth dependent. Correspondingly, the horizontal velocity field experiences a depth dependent
pressure force.

x

z
∂p/∂x = 0

∂p/∂x > 0

∂p/∂x < 0

∂ρ/∂x < 0

ρ

p

∂ρ/∂z < 0

∂p/∂z < 0

∂p/∂z < 0

∂p/∂z < 0

Figure 31.4: Horizontal density gradients support a vertical dependence to the horizontal gradient of the
hydrostatic pressure via ∂(∇hp)/∂z = −g∇hρ. This figure depicts a vertically stable stratification of density
(∂ρ/∂z < 0), along with pressure that decreases upward as per the hydrostatic balance (∂p/∂z = −ρ g < 0).
Density is assumed to have a constant zonal gradient with ∂ρ/∂x < 0, which leads to an increase in the zonal
pressure gradient with height, ∂(∂p/∂x)/∂z > 0. Depending on the thickness of the fluid column, the horizontal
pressure gradient can change sign when moving up in the column, as shown here. Compare this figure to Figure
27.4, which discusses how to compute horizontal pressure gradients in a hydrostatic fluid.

We illustrate this depth dependence in Figure 31.4 with a depth independent horizontal
density gradient, ∂ρ/∂x = constant < 0. This density gradient leads to a depth dependent
horizontal gradient in the hydrostatic pressure. This figure also illustrates how the sign of the
horizontal pressure gradient can change when moving in the vertical, depending on the value of
the gradient at depth. It also illustrates how horizontal density gradients that are mis-aligned
with pressure gradients lead to a nonzero baroclinicity vector

B =
∇ρ × ∇p

ρ2
. (31.20)

As shown in Section 40.4, a nonzero baroclinicity (i.e., a mis-alignment of the density and
pressure surfaces) imparts a “torque” on fluid elements that acts as a source for vorticity.

Depth dependence to the horizontal pressure gradient leads to a vertical shear in the horizontal
geostrophic velocity

∂(ρ f ug)

∂z
= ẑ ×∇(∂p/∂z) = −g ẑ ×∇ρ. (31.21)

This connection between horizontal density gradients and vertical shears in the geostrophic
velocity is known as the thermal wind balance, which we return to in Section 31.6.

31.4.4 Geostrophic relation in pressure coordinates

The hydrostatic balance
∂p/∂z = −ρ g (31.22)

can be used to eliminate density from the geostrophic balance (31.15) to render

f ẑ × ug =
g∇hp
∂p/∂z

. (31.23)
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The right hand side is minus the lateral gradient of the geopotential, Φ = g z, as computed along
surfaces of constant pressure4

f ẑ × ug = −∇pΦ =⇒ f ug = ẑ ×∇pΦ. (31.24)

This is a useful expression of geostrophy for the compressible atmosphere.

31.4.5 Further study
Visualizations from rotating tank experiments offer a useful complement to the mathematical
expressions presented here. For example, start around the 10 minute mark in this video from
Prof. Fultz.

31.5 Planetary geostrophic mechanics
We here introduce the planetary geostrophic (PG) equations, which have found great use in
describing elements of the large-scale laminar ocean circulation. We state the equations and
discuss their physical implications, deferring a systematic derivation for later. In particular, the
shallow water planetary geostrophic equations are derived in Section 43.4 and the continuously
stratified planetary geostrophic equations are derived in Section 44.1.

31.5.1 Planetary geostrophic equations
The governing equations for planetary geostrophy are based on the hydrostatic Boussinesq equa-
tions stated in Section 29.1.7, with the assumption of a steady, linear, and frictional/geostrophic
balance for the horizontal momentum

ρo f (ẑ × u) = −∇p− ρ g ẑ + ∂τ/∂z (31.25a)

∇h · u+ ∂w/∂z = 0 (31.25b)

Db/Dt = ḃ. (31.25c)

The stress vector, τ , acts just in the horizontal directions so that the vertical component of the
momentum equation (31.25a) is the hydrostatic balance

∂p/∂z = −ρ g. (31.26)

We now list some of the key physical attributes captured by these equations.

Velocity is determined by buoyancy

The only time derivative appearing in the planetary geostrophic equations appears in the
buoyancy equation (31.25c). All other equations are diagnostic. As the buoyancy evolves, the
hydrostatic pressure changes and so too does the geostrophic velocity. Hence, the velocity is
determined by the buoyancy field.

Planetary geostrophy admits no turbulence

The momentum equation is linear since planetary geostrophy drops the nonlinear advection
of momentum. Turbulence relies on the nonlinear momentum advection. Hence, there is no

4See Section 63.12.2 for details of computing derivatives using generalized vertical coordinates. In particular,
the formalism in that section reveals that (∂p/∂x)y,z/(∂p/∂z)x,y = −(∂z/∂x)y,p = −g−1 (∂Φ/∂x)x,p, and likewise
for the meridional derivative.
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turbulent flow described by the planetary geostrophic equations. Instead, planetary geostrophy
is used to describe laminar ocean circulation at the large-scales.

Vertical transfer of horizontal momentum and subgrid scale parameterizations

We introduced a horizontal stress vector (dimensions of force per area) into the momentum
equation

τ = (τx, τy, 0). (31.27)

This stress is associated with vertical transfer of horizontal momentum in the ocean interior
through vertical viscosity, as well as vertical transport of momentum from the atmosphere to
the ocean. The stress is enhanced by waves and turbulent features. However, such transient
processes are not represented by planetary geostrophy. Hence, they must be parameterized,
which generally leads to an enhanced vertical viscosity relative to that from molecular viscosity.

In general, all models, either analytical or numerical, that are focused on planetary scale
circulations do not resolve the scales over which molecular viscosity dominates the frictional
dissipation. Consequently, it is necessary to provide subgrid-scale (SGS) parameterizations for
the variety of physical processes that are unresolved by the model. We have more to say about
the parameterization of vertical transfer of horizontal momentum in Section 71.3.5.

31.5.2 Planetary geostrophic vorticity equation
The vertical component of relative vorticity is

ζ = ∂v/∂x− ∂u/∂y. (31.28)

We study the many facets of vorticity in Part VII of this book. Here, we form the relative
vorticity budget for the planetary geostrophic system by taking the curl of the momentum
equation. Doing so provides insights into the mechanics of planetary geostrophic flow, which we
deduce by considering various limits of the vorticity equation.

Curl of the PG momentum equation

Taking the curl of the momentum equation (31.25a), and rearranging terms, leads to the planetary
geostrophic vorticity equation

−ρo f
∂u

∂z
+ ẑ ρo∇ · (f u) = −g∇× (ẑ ρ) +

∂(∇× τ )
∂z

. (31.29)

Note that ∇ · (f u) = ∇h · (f u) since u is the horizontal velocity vector. Introducing the
Archimedean buoyancy (Section 29.1.2)

b = −g (ρ− ρo)/ρo (31.30)

leads to

−f ∂u
∂z

+ ẑ∇h · (f u) = ∇× (ẑ b) +
1

ρo

∂(∇× τ )
∂z

, (31.31)

whose horizontal and vertical components are the following

ρo f ∂zu = ẑ ×∇b (31.32a)

ρo∇ · (f u) = ∂z[ẑ · (∇× τ )]. (31.32b)

In this section as well as Section 31.6 we study these equations when making a variety of
simplifying assumptions.

CHAPTER 31. GEOSTROPHY AND THERMAL WIND page 867 of 2158



31.5. PLANETARY GEOSTROPHIC MECHANICS

Relative vorticity is absent from the PG vorticity equation

It is notable that there is no appearance of the relative vorticity, ζ = ∂xv− ∂yu, in the planetary
geostrophic vorticity equation (31.25a). The reason is that we dropped the material time
derivative of velocity when forming the planetary geostrophic momentum equation (31.25a). By
doing so, we eliminate ζ from the vorticity equation. Planetary geostrophy is valid for those
cases where

|ζ| ≪ |f |, (31.33)

which means the absolute vorticity (sum of planetary vorticity plus relative vorticity) is dominated
by the planetary vorticity. We encounter more complete versions of the vorticity equation in
Chapter 40 where we do not make the planetary geostrophic assumption.

Rather than taking the curl of the planetary geostrophic momentum equation, we could
have also derived the vorticity equation (31.31) by taking planetary geostrophic scaling in the
full vorticity equation. We choose here the path through the planetary geostrophic momentum
equation since we have yet to discuss the full vorticity equation (Chapter 40).

31.5.3 Taylor-Proudman and vertical stiffening
Examination of the momentum equation (31.25a) reveals that inviscid planetary geostrophic
flow on an f -plane is horizontally non-divergent

∇h · u = 0 f -plane geostrophy. (31.34)

Use of the continuity equation (31.25b) means there is no vertical stretching of a vertical material
line element (Section 18.8.3)

∂w/∂z = 0. (31.35)

As shown in Chapter 40, a vortex tube exhibits the same kinematics as a material line element
described in Section 18.6. Hence, ∂w/∂z = 0 means there is no vertical stretching of a vortex
tube in the inviscid planetary geostrophic fluid. This result has important implications that we
now describe.

Flat bottom boundary and columnar motion

If there is a solid flat bottom to the domain, then the vertical velocity vanishes at that surface.
With ∂zw = 0 in the interior as well, then w vanishes throughout the domain. Hence, the fluid
has zero vertical velocity, and motion occurs on horizontal planes perpendicular to the rotation
axis; i.e., the flow is two-dimensional. We furthermore assume zero horizontal buoyancy gradients
(i.e., homogeneous fluid), so that the horizontal portion of the vorticity equation (31.32a) implies
that the horizontal velocity has zero vertical shear

∂u/∂z = 0 f -plane and homogeneous density. (31.36)

This result is known as the Taylor-Proudman effect, with Figure 31.5 providing an illustration.5

Relevance to the ocean and atmosphere

In the ocean and atmosphere, the assumptions leading to the Taylor-Proudman effect are rarely
satisfied due to the presence of stratification (i.e., vertical density variations), and a sloping
solid earth bottom. Nonetheless, there is a tendency for vertical velocities to be quite small due
to the effects of rotation; even smaller than the non-divergent flow scaling W/H ∼ U/L would

5The time-dependent establishment of the Taylor-Proudman effect is mediated by inertial waves, with a
discussion provided in Section 53.5.
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Figure 31.5: The Taylor-Proudman effect, summarized by equation (31.36), says that steady horizontal flow is
depth-independent when it occurs in a homogeneous and rapidly rotating fluid (i.e., geostrophically balanced
flow) over a flat bottom (where w = 0). Hence, when the geostrophic flow encounters an obstacle anywhere in the
column, such as the red ring shown here at the bottom, then flow throughout the full depth coherently moves
around the obstacle. The result is a vertically stiffened motion known as a Taylor column.

indicate (see Section 31.3.1). Additionally, for unstratified or linearly stratified fluids, there
is a tendency for geostrophic turbulence to cascade energy into the gravest vertical mode; i.e.,
the largest vertical scale. This largest vertical scale mode is termed the barotropic mode, and
motion of this mode is predominantly horizontal and depth independent. Smaller vertical scales
of variation are captured by an infinite hierarchy of baroclinic modes. The process of moving
energy to the barotropic mode is referred to as barotropization.

31.5.4 Meridional motion in response to vortex stretching and stress curls
The vertical component to the vorticity balance is given by equation (31.32b), which can be
written

β v = −f ∇h · u+ (1/ρo) ∂z[ẑ · (∇× τ )], (31.37)

where
β = ∂yf (31.38)

is the meridional derivative of the planetary vorticity.6 The continuity equation (31.25b) can be
used to yield the following expression of the vorticity balance

β v = f ∂zw + (1/ρo) ∂z[ẑ · (∇× τ )]. (31.39)

The left hand side is the meridional advection of planetary vorticity, with β > 0 over the globe.
The first term on the right hand side arises from vortex stretching by planetary vorticity; i.e.,
planetary induction or the β-effect discussed in Section 40.6.2. The second term is the vertical
divergence of the curl of the frictional stress.

Reading the vorticity equation (31.39) from right to left indicates that any process leading
to a vorticity source via vortex stretching or vertically dependent frictional stress curls must be
balanced by meridional motion. That is, the fluid responds to vortex stretching and vertically
dependent stress curls by moving meridionally through the planetary vorticity field. In the
frictional planetary geostrophic theory, meridional movement is the only means for fluid to
respond to vorticity input since the fluid’s vorticity is set by planetary vorticity (recall that for
this theory, the relative vorticity is far smaller in magnitude than planetary vorticity). Reading
equation (31.39) from left to right reveals that any meridional motion must be balanced by
vortex stretching/squashing plus stress curls. For example, in the absence of the frictional stress

6As studied in Part VII of this book, planetary rotation provides a vorticity, ωplanetary = f , to fluids. Hence,
the Coriolis parameter, f , is commonly referred to as the planetary vorticity.
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term, poleward flow is balanced by stretching of a fluid column (∂w/∂z > 0), whereas equatorial
flow is balanced by squashing a column (∂w/∂z < 0). In Section 44.3, we provide a detailed
study of the depth integrated vorticity equation (31.39), where we see how the depth integrated
meridional flow is affected by stretching imparted by boundary torques. To get an initial taste
for that study, we consider the Sverdrup balance in Section 31.5.5.

31.5.5 The Sverdrup balance
Depth integrating the vorticity balance (31.39) over the full depth of an ocean column leads to

β V = f [w(η)− w(ηb)] + ẑ · ∇ × [τ (η)− τ (ηb)]/ρo, (31.40)

where

V =

ˆ η

ηb

v dz (31.41)

is the depth integrated meridional velocity. For the large-scale we generally assume the surface
vertical velocity is relatively small, with w(η) = 0 when making the rigid lid approximation.
Further assuming a flat bottom allows us to drop the vertical velocity at the ocean bottom,
w(ηb) = 0. Additionally, the surface turbulent stress from winds is often far larger than the
bottom turbulent stress. These assumptions then lead to the Sverdrup balance, which is a balance
between the depth integrated meridional motion and the curl of the surface turbulent stress

ρo β VSverdrup = ẑ · ∇ × τ (η) Sverdrup balance. (31.42)

Evidently, for Sverdrup balanced flow, vertically integrated meridional transport (left hand side)
balances the wind stress curl (right hand side). In particular, a positive wind stress curl leads to
northward vertically integrated flow.

As further discussed in Section 40.9.4, the most unrealistic aspect of the Sverdrup balance
(31.42) concerns the assumption of vanishing w(ηb), since w(ηb) is generally non-negligible in
regions with sloping bottom boundaries and sizable bottom flows. Even so, the Sverdrup balance
(31.42) is a useful place to start when studying the connection between wind stress curls and
vertically integrated meridional transport. We also discuss a variant of the Sverdrup balance,
known as the geostrophic Sverdrup balance, in Section 44.4.

31.5.6 Further study
Much of the material in this section and Section 31.6.2 forms the basis for laminar theories of
the large-scale ocean circulation. We further pursue these theories in Chapter 44 by taking a
rather deep dive into the study of planetary geostrophic vorticity budgets. Further discussion of
phenomenology is given in Chapter 7 of Marshall and Plumb (2008). Greenspan (1969), Pedlosky
(1996), Samelson (2011), and chapters 19-22 of Vallis (2017) present ocean circulation theory
making use of fundamental concepts from geophysical fluid dynamics. A compelling discussion
of the cascade of energy from the baroclinic modes to barotropic mode is offered by Smith and
Vallis (2001). Gill (1982) provides a discussion of the depth of no motion problem arising in
dynamic oceanography.

Rotating tank laboratory experiments offer a powerful means to explore the variety of rotating
fluid mechanics relevant to the atmosphere and oceans. The following resources exemplify the
Taylor-Proudman effect (31.36) and the associated vertical stiffening of rotating fluids.

• One means to test Taylor-Proudman is to insert a dye into a rapidly rotating tank of
unstratified water. After a few rotation periods the dye forms vertical sheets known as
Taylor curtains whose center is along the rotation axis. The fluid is said to have a vertical
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stiffness due to the effects of rotation. Vertical stiffening in turn means that flow over a
small obstacle is deflected throughout the column rather than just near the bump. This
situation is depicted in Figure 31.5 and more vividly illustrated in this video from the
UCLA SpinLab.

• Near the 20 minute mark of this video, also from UCLA, we see how vortices in a rotating
fluid maintain their coherency much more than in a non-rotating fluid.

• Another laboratory test shown in this video from Prof. Fultz shows that a buoyant object
(a ping pong ball) placed into a rotating tank rises much slower than in a non-rotating tank.
The reason for the slower rise is that the ball must push up against the vertically stiffened
fluid column when rotating, thus slowing its rise relative to when in a non-rotating fluid.
Later in the same video, near the 16 minute mark, we see Taylor curtains in rotating fluids.

31.6 Thermal wind balance
Focusing now on the horizontal portion of the inviscid vorticity equation, as given by equation
(31.32a), leads to the thermal wind balance (remember that ∇b = −(g/ρo)∇ρ)

f ∂u/∂z = −∇× (ẑ b) = ẑ ×∇b = −(g/ρo) ẑ ×∇ρ, (31.43)

which takes on the component form

f ∂zu = −∂yb = (g/ρo) ∂yρ and f ∂zv = ∂xb = −(g/ρo) ∂xρ. (31.44)

As seen already in Section 31.4.3, these relations can also be derived directly by taking the
vertical derivative of the horizontal momentum equation (31.25a) and then using the horizontal
gradient of the hydrostatic balance (31.26). In either case, the thermal wind balance (31.43)
says that the horizontal geostrophic velocity possesses a vertical shear where the buoyancy field
has a horizontal gradient. Buoyancy with a horizontal gradient is termed baroclinic since it leads
to a nonzero baroclinicity vector that provides a source for vorticity (discussed in Section 40.7.2).
Correspondingly, it is only the baroclinic (depth dependent) piece of geostrophic velocity that
is related to horizontal buoyancy gradients. The depth-independent flow is not constrained by
horizontal buoyancy gradients.

The thermal wind shear (31.43) is rotated by π/2 relative to the direction of ∇b. For the
northern hemisphere (f > 0), the rotation is counter-clockwise so that, for example, with
buoyancy increasing southward towards the equator, then the thermal wind increases upwards
to the east. That is, the zonal geostrophic flow picks up a more eastward component moving
upward. We illustrate this orientation in Figure 31.6, and consider further facets of this flow in
Section 31.6.2.

31.6.1 Relevant portion of density needed for thermal wind

The cross product ẑ×∇b = −(g/ρo) ẑ×∇ρ means that the thermal wind shear (31.43) depends
only on the horizontal gradient of buoyancy or density. As seen in Section 31.6.4 for the
atmosphere, Section 31.6.5 for the Boussinesq ocean, and Section 31.6.6 for the non-Boussinesq
ocean, this property of the thermal wind shear means that we should focus on horizontal gradients
of T computed on constant p surfaces (for the atmosphere), or on horizontal gradients of S and
Θ (on constant z surfaces for the Boussinesq ocean and constant p surfaces for non-Boussinesq
ocean). Consequently, when assessing the ability of a particular density field to drive thermal
wind flow, we examine the T , S, and/or Θ fields rather than the in situ density field. Equivalently
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f ωzu = ẑ →↑b = ↓x̂ ωyb
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ωyb < 0

Figure 31.6: Orientation of the thermal wind shear for the northern hemisphere (f > 0). We depict a buoyancy
that decreases to the north, so that ∇b = ŷ ∂yb = −ŷ|∂yb|. The corresponding geostrophic flow becomes more
eastward moving vertically upward, as per the thermal wind relation f ∂zu = ẑ ×∇b = x̂ |∂yb|. More generally,
for a northern hemisphere geostrophic flow, the thermal wind shear is oriented with fluid of greater buoyancy
to the right when facing in the direction of the shear, and fluid of lesser buoyancy to the left. For the southern
hemisphere, the orientation is opposite given f < 0, so that a southern hemisphere geostrophic flow has a thermal
wind shear oriented with fluid of greater buoyancy to the left. Evidently, in both hemispheres if there is more
buoyant fluid towards the equator then that yields a corresponding geostrophic flow that becomes more eastward
moving vertically upward.

for the ocean, we examine the potential density (Section 30.3.4), with reference pressure taken
at the local pressure.

These points are worth emphasizing since surfaces of constant T , S, and Θ in a compressible
fluid generally have larger horizontal variability than constant in situ density surfaces. As such,
one reaches misleading conclusions about the thermal wind flow if focusing on the in situ density
field, whose quasi-horizontal surfaces might otherwise lead one to incorrectly conclude that the
thermal wind shears are smaller than they actually are. We provide the necessary mathematical
details to support these points in Sections 31.6.4, 31.6.5 and 31.6.6.

31.6.2 Atmospheric jet stream and the Antarctic Circumpolar Current

Due to the increased solar radiation reaching the equator relative to the poles, the zonal averaged
temperature generally reduces when moving poleward. This poleward reduction in temperature
corresponds to a poleward reduction in buoyancy. Also, for a stably stratified fluid, buoyancy
increases upward. Figure 31.7 illustrates this situation.

A zonal average around a zonally symmetric solid earth boundary eliminates zonal derivatives
and so renders the zonally averaged thermal wind relation

f
∂u

∂z
=
g

ρo

∂ρ

∂y
= −∂b

∂y
> 0, (31.45)

where ( ) is the zonal mean operator. In the northern hemisphere, ∂yb < 0 (zonal mean buoyancy
decreases towards the north), so that the zonal averaged thermal wind shear is positive, ∂zu > 0.
For example, a westerly zonal wind (blowing to the east) strengthens with height (easterly
thermal wind shear). In the Southern Hemisphere, f < 0, one finds a poleward decreasing
buoyancy, ∂yb > 0. This buoyancy gradient corresponds to a eastward thermal wind shear, just
like for the northern hemispere. Note that poleward movement, where |f | increases, leads to a
smaller thermal wind shear given the same buoyancy gradient.

31.6.3 Diagnosing geostrophic velocity from buoyancy

Vertical integration of the thermal wind relation (31.43) between two constant depth surfaces
leads to

u(z) = u(zref)− f−1∇× ẑ
ˆ z

zref

bdz. (31.46)
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Figure 31.7: Schematic of the density (as per the discussion in Section 31.6.1) and hydrostatic pressure fields
and the associated thermal wind balanced flow in the northern hemisphere (f > 0) with north to the right and
east out of the page. We show surfaces of constant density (solid lines) and constant pressure (isobars; dashed
lines). Density increases poleward (∂ρ/∂y > 0) so that, according to the discussion surrounding Figure 31.4, the
meridional pressure gradient decreases when moving upward, ∂(∂p/∂y)/∂z = −g ∂yρ < 0. We illustrate isobars
with an equatorward directed downgradient pressure force at lower elevations (−∂p/∂y < 0) and poleward directed
pressure force at higher elevations (−∂p/∂y > 0). The zonal geostrophic wind is in geostrophic balance with these
pressure gradients, with a westward zonal flow at lower elevations (easterly winds) and eastward flow at higher
elevations (westerly winds). This flow configuration creates an eastward vertical shear of the zonal geostrophic
winds, ∂u/∂z > 0.

Hence, knowledge of the buoyancy field (e.g., through hydrographic measurements of temperature
and salinity in the ocean), along with knowledge of the geostrophic velocity at a single depth,
u(zref), allows for determination of the full geostrophic velocity in terms of density. Unfortu-
nately, specification of the unknown reference velocity is unavailable just from hydrographic
measurements. This is the origin of the depth of no motion problem in oceanography.

31.6.4 Thermal wind balance for the atmosphere

The large-scale atmosphere is compressible and approximately in hydrostatic balance. The
expression for geostrophic balance (31.24) in pressure coordinates is a suitable starting point
to derive thermal wind for the atmosphere. For this purpose, we take the pressure derivative,
∂/∂p, of (31.24) to render

f
∂u

∂p
= ẑ ×∇p

[
∂Φ

∂p

]
, (31.47)

with Φ = g z the geopotential. The hydrostatic relation ∂p/∂z = −ρ g takes the form

∂p

∂Φ
= −ρ⇒ ∂Φ

∂p
= −1/ρ (31.48)

in which case

f
∂u

∂p
= −ẑ ×∇p(1/ρ). (31.49)
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Ideal gas atmosphere

The specific volume takes the following form for an ideal gas atmosphere (see Section 23.4.1)

ρ−1 = RM T/p. (31.50)

Since the horizontal derivative in the thermal wind relation (31.49) is along pressure surfaces,
we have

f
∂u

∂p
= −R

M

p
[ẑ ×∇pT ] . (31.51)

This expression gives rise to the name “thermal wind”, with vertical shears of the horizontal
velocity generated by horizontal temperature gradients along isobars.

As for the ocean in equation (31.46), we vertically integrate the thermal wind expression
(31.51), here between two pressure levels

u(pA)− u(pB) = f−1RM ẑ ×∇p
[ˆ pB

pA

T dp

p

]
, (31.52)

where pA < pB, so that pA is at a higher altitude than pB. We define the thermal wind shear as
the difference between the wind aloft (higher altitude and lower pressure) from that at a lower
altitude (greater pressure)

uT = u(pA)− u(pB) with pA < pB (31.53)

so that

uT =
RM

f
ẑ ×∇pT ln p

, (31.54)

where we introduced the log-pressure weighted temperature between the two pressure surfaces

T
ln p

=

ˆ pB

pA

T dp

p
. (31.55)

The relation (31.54) means that on the f -plane, RM/f times the log-pressure weighted tempera-
ture serves as a streamfunction for the thermal wind shear. Reconsider the previous example
where the polar regions are colder than tropics, so that in the northern hemisphere on pressure
surfaces, ∂T

ln p
/∂y < 0. Hence, the zonal westerly winds increase in magnitude with height. We

depict this situation in Figure 31.8. Furthermore, the thermal wind shear points to the east.
For a more general flow in the northern hemisphere, cold (less buoyant) air sits on the left side
of the thermal wind shear and warm (buoyant) air on the right. The opposite orientation holds
for the southern hemisphere since the Coriolis parameter is negative, f < 0.

Barotropic flow

Return to the thermal wind equation (31.49)

f
∂u

∂p
= −ẑ ×∇p(1/ρ) =

ẑ ×∇pρ
ρ2

. (31.56)

For the special case of density a function just of the pressure, ρ = ρ(p), then ∇pρ = 0. This
situation defines a barotropic flow, which is characterized here by a horizontal geostrophic
velocity with zero vertical variations. Note that we are here only concerned with the geostrophic
flow. A density related to pressure through ρ = ρ(p) can still support vertical variations of the
ageostrophic flow.

We further discuss barotropic flow in Section 40.2 as part of our study of vorticity. As detailed
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Figure 31.8: Thermal wind shear in the northern hemisphere (f > 0) middle latitude atmosphere, whereby
cold/dense/less buoyant air sits to the north and warm/light/more buoyant air to the south. The zonal geostrophic
winds increase to the east when rising in elevation, ∂u/∂z > 0. We say that the zonal winds have an eastward
thermal wind shear. In general, a geostrophic wind in the northern hemisphere atmosphere has cold/dense/less
buoyant air to the left when facing downwind, whereas the opposite orientation holds for the southern hemisphere
where f < 0.

in that discussion, the general definition of a barotropic flow is one whereby the baroclinicity
vector vanishes, B = ∇p×∇(1/ρ) = 0. The functional relation ρ = ρ(p) (equivalently p = p(ρ))
is a sufficient condition for vanishing baroclinicity. As seen in Section 40.4, for a barotropic flow
there is no generation of vorticity through the torques created when density isosurfaces deviate
from pressure isosurfaces (isobars).

31.6.5 Thermal wind balance for a Boussinesq ocean

We here expose details for how to work with thermal wind in the ocean, accounting for the
presence of both salinity and temperature in the equation of state, with this discussion following
from that in Section 31.6.1. To start, consider the most general form of thermal wind according
to equation (31.21)

f
∂(ρu)

∂z
= −g ẑ ×∇ρ. (31.57)

Treatment of the in situ density depends on whether we consider a Boussinesq ocean (Chapter
29), as done for most of this section, versus a non-Boussinesq ocean. We here consider the
Boussinesq ocean and then the non-Boussinesq ocean in Section 31.6.6.

For a Boussinesq ocean, the in situ density on the left hand side of equation (31.57) is set to
the constant reference density, ρo, in which case the thermal wind relation is given by

f ρo ∂zu = −g ẑ ×∇ρ. (31.58)

Following from the discussion of Boussinesq energetics in Section 29.8.4, we know that the in
situ density in a Boussinesq ocean takes the functional form of equation (29.212)

ρ = ρ[S(x, t),Θ(x, t), p = −ρo Φ(x, t)]. (31.59)

For geostrophic flows we are generally only concerned with the simple geopotential, Φ(x, t) = g z,
which defines the local vertical direction, ẑ. Hence, ẑ ×∇ρ picks out the horizontal derivatives
of the in situ density along surfaces of constant geopotential

g ẑ ×∇ρ = g ẑ ×∇hρ. (31.60)
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We can thus express the horizontal in situ density gradient as

∇hρ =

[
∂ρ

∂S

]
Θ,Φ

∇hS +

[
∂ρ

∂Θ

]
S,Φ

∇hΘ = ρo (β∇hS − α∇hΘ), (31.61)

where we introduced the Boussinesq form of the haline contraction and thermal expansion
coefficients

β =
1

ρo

[
∂ρ

∂S

]
Θ,Φ

and α = − 1

ρo

[
∂ρ

∂Θ

]
S,Φ

. (31.62)

These results lead to the oceanic Boussinesq form of the thermal wind relation

f ∂zu = −g ẑ × (β∇hS − α∇hΘ), (31.63)

which decomposes the thermal wind shear into a contribution from horizontal gradients in S and
from Θ. In some treatments, the right hand side contribution is referred to as the horizontal
gradient of the locally referenced potential density (see Section 30.6.1). Correspondingly, one
generally finds that vertical sections of the potential density (referenced to a pressure near to
that where computing thermal wind) provide a useful means to determine the magnitude and
direction of the thermal wind shears; more useful than sections of in situ density.

To help understand the geometry of the thermal wind equation (31.63), consider an ocean
with a constant salinity and positive thermal expansion coefficient, so that

f ∂zu = g α ẑ ×∇hΘ if ∇S = 0. (31.64)

Hence, in the northern hemisphere (f > 0) the thermal wind shear is oriented with relatively
warm water to the right of the shear, just like that shown for the atmosphere in Figure 31.8
and more generally as discussed in Figure 31.6. More generally, with a non-constant salinity the
thermal wind shear is oriented with more buoyant waters to the right (in northern hemisphere),
as per the vector, β∇hS − α∇hΘ, appearing on the right hand side of the thermal wind equation
(31.63). This vector is proportional to the horizontal components of the dianeutral unit vector
introduced in Section 30.5.3 and given by

γ̂ =
−α∇Θ+ β∇S
| − α∇Θ+ β∇S| so that γ̂horz =

−α∇hΘ+ β∇hS
| − α∇Θ+ β∇S| . (31.65)

Evidently, the vertical shear of the horizontal geostrophic velocity is perpendicular to the
horizontal projection of the dianeutral unit vector, with this orientation shown in Figure 31.9.
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ωzu · ω̂horz = 0

Figure 31.9: The thermal wind shear, f ∂zu, given by equation (31.63) is oriented perpendicular to the horizontal
projection of the dianeutral unit vector given in equation (31.65). For example, with γ̂ pointing towards less
buoyant waters, the northern hemisphere thermal wind shear is oriented with more buoyant waters to the right
when facing in the direction of the shear. For example, in an ocean with constant salinity, so that γ̂ is normal to
a constant Θ surface and pointing towards colder waters, then the thermal wind shear is oriented with warm
water to the right of the shear. This orientation accords with that shown for the atmosphere in Figure 31.8 and
more generally as per Figure 31.6.
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31.6.6 Thermal wind for a non-Boussinesq hydrostatic ocean
We here expose details for how to work with thermal wind in a non-Boussinesq ocean, with
this discussion following from that in Section 31.6.1. The formulation follows quite closely to a
Boussinesq ocean, only now we start from the expression (31.49) for a compressible hydrostatic
fluid using pressure as a vertical coordinate

ρ2 f
∂u

∂p
= ẑ ×∇pρ. (31.66)

For a non-Boussinesq ocean, we make use of the pressure dependence of the density so that

ρ = ρ[S(x, t),Θ(x, t), p(x, t)]. (31.67)

The gradient operator in equation (31.66) is computed along surfaces of constant pressure so
that

∇pρ =

[
∂ρ

∂S

]
Θ,p

∇pS +

[
∂ρ

∂Θ

]
S,p

∇pΘ = ρ (β∇pS − α∇pΘ), (31.68)

where we introduced the non-Boussinesq form of the haline contraction and thermal expansion
coefficients

β =
1

ρ

[
∂ρ

∂S

]
Θ,p

and α = −1

ρ

[
∂ρ

∂Θ

]
S,p

. (31.69)

In this manner we can write the thermal wind relation (31.66) as

ρ f
∂u

∂p
= ẑ × (β∇pS − α∇pΘ). (31.70)

This expression is directly analogous to the Boussinesq form given by equation (31.63). Indeed,
we can go one step further by using the chain rule and the hydrostatic relation to write

∂u

∂p
=
∂u

∂z

∂z

∂p
= −(ρ g)−1 ∂u

∂z
, (31.71)

in which case the non-Boussinesq thermal wind takes on the form

f
∂u

∂z
= −g ẑ × (β∇pS − α∇pΘ). (31.72)

Now, the key distinction from the Boussinesq form (31.63) is the appearance of a constant
pressure derivative, ∇p, for the non-Boussinesq case, in contrast to the constant geopotential
derivative, ∇h, appearing in the Boussinesq case. Additionally, the non-Boussinesq case uses the
slightly distinct form of α and β given by equation (31.69) rather than the Boussinesq form in
equation (31.62).

31.7 Isopycnal form stress from geostrophic eddies
As introduced in Section 28.1, form stress is the horizontal stress arising from pressure acting on
a sloped surface. The mathematical expression for the form stress acting on the top side of a
surface is given by equation (28.6)

Σform = p∇η, (31.73)

with the opposite sign for the form stress on the bottom side of the surface. Here, z = η(x, y, t)
is the depth of the surface (see Figure 28.3 or Figure 31.10). The net horizontal force from form
stress is the area integral over the surface.
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In this section we examine the zonal mean zonal form stress acting on an isopycnal surface
(Section 31.7.1) and on an isopycnal layer (Section 31.7.2), each for an adiabatic, Boussinesq,
hydrostatic fluid in geostrophic balance and within a zonally periodic channel of length L. We
furthermore assume the fluid density is a linear function of Θ to remove compressibility effects
and focus on the dynamics rather than also consider the thermodynamics. As we show, the zonal
mean zonal form stress arising from geostrophically balanced fluctuations provide an eastward
acceleration to the fluid. At the same time, these geostrophic eddies transport buoyancy and
thickness/volume meridionally.

Although the channel geometry is rather simple, it has applications to the middle latitude
atmospheric circulation as well as for ocean circulation, particularly in the Southern Ocean where
there is circumpolar channel-like flow within the Antarctic Circumpolar Current. Furthermore,
the discussion exposes key elements of eddy-mean flow interactions, sharing points with the
leading order generalized Lagrangian mean of Section 70.2 and the quasi-Stokes transport
discussed in Section 71.3. Elements from this section rely on material discussed later in the book
(we point to the relevant sections), so that it is best suited for those having some understanding
of that material.

z = η

̂z
ŷ

x̂

Σform
x

z = ηη′�

Figure 31.10: Schematic of the zonal form stress, Σform
x , acting on a surface whose zonal mean vertical position

is z = η(y, t) and whose vertical position relative to the zonal mean is z = η(y, t) + η′(x, y, t).

31.7.1 Zonal mean zonal form stress on an isopycnal surface

We are here interested in the form stress acting on an isopycnal surface. Before specializing to
an isopycnal, we decompose the form stress according to the zonal mean depth and its deviation
from zonal mean (see Figure 31.10). Thereafter, specialization to an isopycnal surface in an
adiabatic fluid connects the zonal mean form stress to the meridional eddy flux of buoyancy.

Zonal form stress on an arbitrary surface in a channel

The zonal mean vertical position of a surface is written

η(y, t) =
1

L

ˆ L

0
η(x, y, t) dx (31.74)

and its corresponding zonal fluctuation is

η′ = η − η. (31.75)

The zonal component of the form stress acting on this surface is thus given by

p ∂xη = p(x, η + η′) ∂x(η + η′) (31.76a)

= p(x, η + η′) ∂xη
′ (31.76b)

≈ [p(x, η) + ∂zp(x, η) η
′] ∂xη

′ (31.76c)

= p(x, η) ∂xη
′ +O(η′)2. (31.76d)
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Hence, to second order in fluctuations, η′, the zonal form stress acting on the surface equals to
p(x, η) ∂xη

′, where it is important to note that pressure is evaluated at the zonal mean depth,
z = η.

To within the same accuracy, the zonal integral of the zonal form stress is given by

ˆ L

0
Σform
x dx ≈

ˆ L

0
p(η) (∂η′/∂x) dx = −

ˆ L

0
η′ [∂p(η)/∂x] dx. (31.77)

The final equality follows from zonal periodicity, which allows us to introduce the dual form stress
inside the integral.7 Now assume the zonal pressure gradient at η is balanced by a meridional
geostrophic velocity at the same vertical position

∂p(η)/∂x = fρo v(η). (31.78)

We can now decompose v(η) into a mean and fluctuation,

v(η) = v(η) + v′(η), (31.79)

so that ˆ L

0
Σform
x dx = −ρo f

ˆ L

0
η′ v′ dx, (31.80)

where we noted that the Coriolis parameter is independent of zonal position and so can be pulled
outside of the zonal integral. Hence, there is a nonzero zonal mean zonal form stress when there
is a nonzero zonal correlation between fluctuations in the meridional velocity and the depth of
the surface

Σ
form

x = −ρo f v′ η′. (31.81)

Zonal mean zonal form stress acting on an isopycnal surface

To further unpack the correlation appearing in equation (31.81), specialize to the case of an
isopycnal surface in an adiabatic fluid. As shown in our discussion of generalized Lagrangian
mean averaging in Sections 70.2.6 and 70.4.7, vertical fluctuations in the position of the isopycnal
surfaces, relative to the zonal mean η, are related to zonal fluctuations in the density

η′ ≈ − ρ′

∂ρ/∂z
= − b′

N2
, (31.82)

where we introduced the squared buoyancy frequency of the zonal mean state as well as the
fluctuating buoyancy

N2 = − g
ρo

∂ρ

∂z
and b′ = −g ρ

′

ρo
. (31.83)

The zonally averaged zonal form stress thus takes the form

Σ
form

x =
ρo f

N2
v′ b′. (31.84)

Again, the assumptions rendering the result (31.84) are (i) zonal periodicity, (ii) adiabatic and
Boussinesq fluid, (iii) geostrophically balanced flow. Under these assumptions, the zonal mean
zonal form stress acting on an isopycnal surface is proportional to the zonal correlation between
fluctuations in the meridional velocity and the buoyancy. It is a general property of unstable

7We discussed the relation between form stress and dual form stress in Section 28.4.4. The dual form stress
here appears because the channel is zonally periodic. Hence, a zonal integral of the form stress equals (with a
minus sign) to the zonal integral of the dual form stress.
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quasi-geostrophic eddies in the atmosphere and ocean to transport positive buoyancy (e.g., warm
air/water) poleward and negative buoyancy (e.g., cold air/water) equatorward, thus ameliorating
the equator-to-pole buoyancy difference setup by solar radiation that preferentially warms the
tropics. More generally, as shown in Section 62.9, unstable quasi-geostrophic disturbances, such
as those associated with baroclinic instability, transport buoyancy down the horizontal buoyancy
gradient. Evidently, with buoyancy decreasing poleward, such disturbances transport buoyancy
poleward. In turn, this property of geostrophic eddies leads to a positive zonal mean zonal form
stress

Σ
form

x > 0. (31.85)

Hence, in addition to transporting buoyancy poleward, geostrophic eddies provide a positive
zonal mean force through zonal integrated form stress that accelerates the fluid in the eastward
direction. These two properties of geostrophic eddies (poleward flux of positive buoyancy
anomalies along with an eastward acceleration from form stress) are fundamental to the middle
latitude atmospheric circulation as well as for ocean circulation, particularly within the channel-
like Antarctic Circumpolar Current.

31.7.2 Zonal mean zonal form stress acting on an isopycnal layer

We here offer another lens to understand the zonal mean zonal form stress by examining the
form stress acting on a constant density layer of adiabatic Boussinesq fluid such as shown in
Figure 31.11. This layered/isopycnal analysis anticipates some of the development considered
for the stacked shallow water model in Chapters 35 and 36 as well as for isopycnal models in
Section 66.2.

The net form stress acting on the upper and lower layer interfaces in Figure 31.11 is given by

Σlayer form = p1∇η1 − p2∇η2 (31.86a)

= p(η + h/2)∇(η + h/2)− p(η − h/2)∇(η − h/2) (31.86b)

≈ [p(η)− ρ g h/2]∇(η + h/2)− [p(η) + ρ g h/2]∇(η − h/2) (31.86c)

= p∇h− ρ g h∇η (31.86d)

= ∇(p h)− h∇(p+ ρ g η) (31.86e)

= ∇(p h)− ρo h∇M. (31.86f)

In this relation we set z = η for the vertical position at the center of the layer, introduced the
Montgomery potential from Section 66.2.1

Mρo = p+ ρ g η, (31.87)

and noted that ρ is a uniform constant layer density so that it commutes with the horizontal
gradient operator computed along ρ surfaces. We also made use of the hydrostatic balance to
approximate the interface pressures as

p(η + h/2) ≈ p(η) + ∂p

∂z

h

2
= p(η)− ρ g h/2 (31.88a)

p(η − h/2) ≈ p(η)− ∂p

∂z

h

2
= p(η) + ρ g h/2. (31.88b)

The zonal mean of the zonal layer form stress is thus given by the correlation between the
layer thickness fluctuations and fluctuations in the zonal derivative of the Montgomery potential

Σ
layer form

x = −ρo h′ ∂M ′/∂x, (31.89)
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where we set ∂M/∂x = 0 due to zonal periodicity. As seen in Section 66.2.1, the Montgomery
potential is the geostrophic streamfunction in isopycnal coordinates, so that the fluctuating
meridional geostrophic velocity is given by

f v′ = ∂xM
′. (31.90)

Consequently, the zonal mean zonal form stress acting on the layer equals to the correlation
between the thickness fluctuations and fluctuations in the meridional geostrophic velocity

Σ
layer form

x = −ρo f v′ h′. (31.91)

Hence, as the geostrophic eddies provide a net eastward acceleration to the layer (equation
(31.85)), they also move volume meridionally within isopycnal layers, moving positive thickness
fluctuations equatorward.

z = η1(x, y, t)

z = η2(x, y, t)

h = η1 − η2 ρ
̂z

ŷ

x̂

Σform
x

Σform
x

Figure 31.11: Schematic of a constant density layer of an adiabatic, hydrostatic, Boussinesq fluid with thickness
h(x, y, t) = η1(x, y, t)− η2(x, y, t) = (η + h/2)− (η − h/2), and uniform density ρ = constant. East points to the
right and north is oriented into the page. The zonal form stress, Σform

x , acting on the upper and lower interfaces
at a horizontal position (x, y) are shown by the thick horizontal vectors. The zonal form stress is the horizontal
component of the pressure force per area acting on the layer interfaces, with the sign of the form stress determined
by the slope of the layer interface. For a zonally periodic fluid layer, the net zonal pressure force acting on the
layer arises from the zonal form stress integrated over the layer interfaces.

To further understand the physics of the form stress in equation (31.91), parameterize the
velocity-thickness eddy correlation, v′ h′, by downgradient diffusion of thickness

v′ h′ = −κ ∂yh, (31.92)

where κ > 0 is a nonzero kinematic diffusivity (dimensions of squared length per time). This
parameterization is suggested by the work of Gent and McWilliams (1990) as discussed in
Section 71.3.6. As noted there, thickness diffusion as a parameterization reflects the general
tendency of geostrophic eddies to reduce horizontal gradients in layer thickness as they reduce
the available potential energy of the flow. In this case the zonal mean zonal form stress is

Σ
layer form

x = ρo f κ ∂yh. (31.93)

So in the northern hemisphere in regions where the zonal mean layer thickness increases to the
north, ∂yh > 0, there is a corresponding eastward zonal mean zonal form stress arising from
parameterized geostrophic eddies acting on layer thickness. This situation corresponds to the
case in Section 31.7.1, where we saw that geostrophic eddies preferentially transport positive
buoyancy anomalies poleward and negative buoyancy anomalies equatorward. In the present
analysis, meridional changes to the layer thickness correspond to a nonzero thermal wind shear.
If layer thickness increases poleward, as for the case of weaker vertical stratification in the high
latitudes, then the zonal velocity has a positive vertical shear, thus contributing an eastward
zonal mean form stress.

CHAPTER 31. GEOSTROPHY AND THERMAL WIND page 881 of 2158



31.8. EXERCISES

31.7.3 Comments and further study

A key feature of geostrophic eddies exposed by this discussion concerns the connection between
zonal form stress (providing an eastward force on the zonally periodic channel flow) and
meridional eddy transport of buoyancy (positive buoyancy anomalies are transported poleward)
and thickness (positive thickness anomalies are transported equatorward). The periodic channel
domain is highly idealized. Nonetheless, the basic ideas form the roots for much of how we
think about geostrophic eddies in the middle latitude atmosphere and the Southern Ocean.
Further generalizations lead to the generalized Lagrangian mean, whose kinematic rudiments
are discussed in Section 70.2, as well as the thickness weighted average, discussed in Chapter 67.

The fundamental role of form stress in geostrophic turbulent flows is pedagogically treated
by Vallis (2017). See, in particular, his Chapter 21 for a thorough and insightful discussion of
circulation in the Southern Ocean. We also return to form stress within the shallow water fluid
in Section 36.4. That discussion complements the presentation given here, with a focus on a
layer of shallow water fluid. We also touch on the notions of form stress when discussing the
Gent and McWilliams (1990) mesoscale eddy parameterization in Section 71.3.

31.8 Exercises
exercise 31.1: Small Rossby number at human scales
Consider motion of a car at a speed U ∼ 105 m hour−1 and a length scale of L ∼ 10 m.
Furthermore, assume the car is moving at 30◦N latitude so that fhuman = 2Ωhuman sinϕ = Ωhuman.

(a) What is the rotation rate of the planet and corresponding rotation period, Thuman =
2π/Ωhuman, required to render a unit Rossby number (Ro = 1) for the given “human” sized
scales? Give resulting rotation rate in units of inverse seconds and period in seconds.

(b) If the earth rotated at the angular speed Ωhuman, what would be the rigid-body speed for
a point at rest on the earth’s surface at the equator? Give result in units of meter per
second.

(c) How does the rigid-body speed compare to the speed of sound at standard atmospheric
conditions? What about the root-mean-square speed for air molecules? Hint: read Section
16.3.4.

(d) Discuss an astronomical object that has a very large rotational speed. Hint: 1993 Nobel
Prize in physics.

exercise 31.2: The beta spiral
Consider a steady state Boussinesq planetary geostrophic fluid in the absence of mixing. Write
the geostrophic velocity as

u = |u| cos∆ v = |u| sin∆, (31.94)

where ∆ is the angle measured counter-clockwise from east. Use thermal wind and the steady
state perfect fluid buoyancy equation to determine an expression for ∂∆/∂z. Show that for
f > 0 (northern hemisphere) and ∂b/∂z = N2 > 0 (gravitationally stable fluid column; see
Section 30.5), then ∂∆/∂z has opposite sign from the vertical velocity, w. This spiralling of the
geostrophic velocity is known as the beta spiral in oceanography.
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exercise 31.3: Alternative form of thermal wind
Consider a fluid with density a function of pressure and potential temperature

ρ = ρ(θ, p). (31.95)

A physical realization of this equation of state is a lake. Show that the thermal wind shear for a
hydrostatic and compressible fluid with this equation of state can be written in the form

∂u

∂z
=

[
N2

f ρ g

]
(ẑ × ∇θp), (31.96)

where

N2 = −g
ρ

∂ρ

∂θ

∂θ

∂z
= g αθ

∂θ

∂z
> 0 (31.97)

is the squared buoyancy frequency, assumed positive so that the fluid is gravitationally stable
in the vertical (see Section 30.6). The term αθ is the thermal expansion coefficient written in
terms of potential temperature (Section 30.3.4),

αθ = −(1/ρ) ∂ρ/∂θ > 0. (31.98)

Finally, the horizontal gradient projected onto constant θ surfaces is given by (see Section
63.12.2)

∇θ = x̂
[
∂

∂x

]
y,θ

+ ŷ

[
∂

∂y

]
x,θ

(31.99a)

= ∇h −
[ ∇hθ
∂θ/∂z

]
∂

∂z
. (31.99b)

Hint: This exercise requires careful use of the chain rule and the hydrostatic relation, along
with the equations given in the problem statement. Furthermore, assume the fluid is fully
compressible.

Hint: Some may wish to “warm-up” by showing that the result holds for the simpler equation
of state ρ = ρ(θ). Some of the steps used for the simpler case are relevant for the case with
ρ = ρ(θ, p).
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Chapter 32

TANGENT PLANE FLOW BALANCES

We here consider a variety of inviscid tangent plane (horizontal) flow regimes characterized by
a balance between a subset of terms appearing in the horizontal momentum equation. This
discussion allows us to directly compare the geostrophically balanced flow of Chapter 31 to a
variety of other balanced flows such as gradient wind, inertial motion, and cyclostrophic balance.
We provide a categorization of the flow following natural coordinates or intrinsic coordinates,
which offer a concise means to compare the relative magnitudes of the Coriolis, pressure, and
centrifugal accelerations acting on a fluid element moving horizontally.1

reader’s guide to this chapter
We make use of the hydrostatic primitive equations from Section 27.1, along with the

Boussinesq aporoximation from Section 29.1. We also assume an understanding of the
geostrophic balance from Chapter 31, and use of some geometric notions discussed in Chapter
5, though most of the salient math points are revisited here so that Chapter 5 is an option
rather than a requirement. Throughout this chapter we assume a tangent plane geometry
and associated equations from Section 24.5, thus allowing for Cartesian coordinates. Also, we
ignore all vertical motion. Some of this material is used in subsequent chapters, in particular
Chapter 33 on Ekman dynamics as well as Chapters 43 and 45 on quasi-geostrophy.
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1It is important to recall from Section 13.10.4 that motion on a geopotential incorporates the acceleration from
both the central gravitational field and the planetary centrifugal acceleration. This property holds for the tangent
plane approximation assumed in this chapter, whereby a geopotential is assumed to be horizontal. Consequently,
planetary centrifugal acceleration is absorbed by the geopotential and so it does not appear here.
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32.1 Loose ends
• How to determine whether the velocity field is divergent or non-divergent for the cy-
clostrophic and gradient wind motions?

• Exercises needed for this chapter.

32.2 Horizontal flow described by natural coordinates
In this section we decompose the horizontal Boussinesq momentum equation into motion parallel
to and motion perpendicular to the instantaneous trajectory of a fluid element moving along a
constant geopoential surface. That is, we characterize the velocity and acceleration according
to the local flow direction. Furthermore, we are only concerned with motion on a constant
geopotetial using the tangent plane approximation; i.e., horizontal motion.2 The natural
coordinates arising from this description exposes the centripetal/centrifugal acceleration that
arises from curvature in the trajectory as measured by the radius of curvature. This non-inertial
acceleration is distinct from the centrifugal acceleration that arises from planetary rotation, with
planetary centrifugal acceleration already contained within the effective gravitational acceleration
that acts in the local vertical direction (see Section 13.8.1). We also decompose the accelerations
from pressure, friction, and Coriolis into their natural coordinate components.

32.2.1 Natural coordinates

Natural coordinates for horizontal motion are defined by a locally orthogonal set of unit vectors
(see Figure 32.1)

ẑ = û× n̂ = vertical direction (32.1a)

û = n̂× ẑ = tangent to horizontal velocity (32.1b)

n̂ = ẑ × û = normal direction to the left of motion. (32.1c)

The unit vector, û, is tangent to the velocity vector (which is horizontal), so that

u = |u| û =
Ds

Dt
û, (32.2)

where s is the arc-length measured along the trajectory as introduced in Section 2.4. The
unit vector, n̂, is perpendicular to the velocity and points to the left of the trajectory facing
downstream.

2The two-dimensional motion considered here can be generalized to three-dimensional motion through use of
the Frénet equations from differential geometry. An introduction to this approach for fluid motion is provided by
Section 20 of Serrin (1959) and Section 15.3.4 of Dahlen and Tromp (1998).

page 886 of 2158 geophysical fluid mechanics



32.2. HORIZONTAL FLOW DESCRIBED BY NATURAL COORDINATES

x
<latexit sha1_base64="hL+FaLtOT9luwfLW3Ut08xl3Pcw=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHbRRI9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1Gu1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOeHjQA=</latexit>

y
<latexit sha1_base64="mEcz1FLhuG1BpP6c5hi50qAIJ0g=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5qRfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f6QuNAQ==</latexit>

<latexit sha1_base64="m9zWzwPp3zgihK5yJQjO1PSxtlg=">AAACCXicbZDLSgMxGIX/qbdab1WXboJFcFVmRNRl0Y3LCvYCM0PJpJk2NMkMSUYoQ5/AtVt9Bnfi1qfwEXwL03YW2vZA4OOc/yfJiVLOtHHdb6e0tr6xuVXeruzs7u0fVA+P2jrJFKEtkvBEdSOsKWeStgwznHZTRbGIOO1Eo7tp3nmiSrNEPppxSkOBB5LFjGBjLT8YYpMHkUBy0qvW3Lo7E1oGr4AaFGr2qj9BPyGZoNIQjrX2PTc1YY6VYYTTSSXINE0xGeEB9S1KLKgO89mTJ+jMOn0UJ8oeadDM/buRY6H1WER2UmAz1IvZ1FyZRWKV7WcmvglzJtPMUEnm98cZRyZB01pQnylKDB9bwEQx+wVEhlhhYmx5FduNt9jEMrQv6t5V/fLhsta4LVoqwwmcwjl4cA0NuIcmtIBAAi/wCm/Os/PufDif89GSU+wcwz85X7+KS5pt</latexit>

n̂ <latexit sha1_base64="X2cM9Xnspze0sLKsHc+YiOk0mlI=">AAACCXicbZDLSgMxGIUz9VbrrerSTbAIrsqMiLosunFZwV5gZiiZNNOGJpkh+UcoQ5/AtVt9Bnfi1qfwEXwL03YW2vZA4OOc/yfJiVLBDbjut1NaW9/Y3CpvV3Z29/YPqodHbZNkmrIWTUSiuxExTHDFWsBBsG6qGZGRYJ1odDfNO09MG56oRxinLJRkoHjMKQFr+cGQQB5EEmeTXrXm1t2Z8DJ4BdRQoWav+hP0E5pJpoAKYozvuSmEOdHAqWCTSpAZlhI6IgPmW1REMhPmsydP8Jl1+jhOtD0K8Mz9u5ETacxYRnZSEhiaxWxqrswiucr2M4hvwpyrNAOm6Pz+OBMYEjytBfe5ZhTE2AKhmtsvYDokmlCw5VVsN95iE8vQvqh7V/XLh8ta47ZoqYxO0Ck6Rx66Rg10j5qohShK0At6RW/Os/PufDif89GSU+wco39yvn4BlY+adA==</latexit>

û

Figure 32.1: Illustrating the decomposition of horizontal motion of a fluid element into natural coordinate
directions. These directions are defined by a unit tangent vector, û, pointing in the direction of the fluid element
motion, and a unit normal vector, n̂, pointing to the left of the motion facing downstream.

32.2.2 Material acceleration

When writing the velocity according to equation (32.2), we decompose the acceleration into the
change in speed and change in direction

Du

Dt
=

D|u|
Dt

û+ |u| Dû
Dt

. (32.3)

Following our discussion of rigid-body rotational motion in Section 11.2 (see Figure 11.2), the
magnitude of the direction change can be written in terms of the infinitesimal angle swept out
by the motion as the fluid element moves along a trajectory

|δû| = |δϑ|. (32.4)

The infinitesimal angle swept out by the trajectory is related to the radius of curvature, R
(Figure 32.2), and the arc-length increment, δs, traversed by the trajectory

δϑ =
δs

R
. (32.5)

Finally, the infinitesimal change in tangent, δû, is directed normal to the motion, which we see
by noting

û · û = 1 =⇒ δû · û = 0. (32.6)

That is, δû is orthogonal to û, so that it points either parallel or anti-parallel to n̂. We detailed
this property of rotating unit vectors in Section 2.1.4 (see Figure 2.2). Our convention is that n̂
points to the left of û, so that if the trajectory turns to the left, then δû points parallel to n̂,
whereas if the trajectory turns to the right then δû points anti-parallel to n̂. That is, δû always
points towards the center of the circle used to compute the radius of curvature as in Figure 32.2.

Bringing these results together leads to the expression for the infinitesimal unit vector change

δû = n̂
δs

R
. (32.7)

Our sign convention takes R > 0 for a fluid element turning in the direction of n̂ (to the left
facing downstream) and R < 0 when turning opposite to n̂ (to the right facing downstream).
Hence, the material time change is

Dû

Dt
=

Dû

Ds

Ds

Dt
=
n̂

R

Ds

Dt
=
n̂

R
|u|, (32.8)
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Figure 32.2: The left panel illustrates the radius of curvature associated with turning motion of a fluid element.
The radius of curvature equals to the radius of a tangent circle (the curvature circle) that approximates, to second
order accuracy, the trajectory at a particular point. The radius is smaller in magnitude when the trajectory is
highly curved, and |R| = ∞ when the trajectory is straight. The radius is positive when the trajectory turns
into the normal direction as depicted here (to the left; concave as defined by n̂) and negative when turning in
the opposite direction (to the right; convex as defined by n̂). See Section 5.2 for more details on curvature, with
Figure 5.4 offering more details for how to determine the radius of curvature. The right panel shows the time
evolution of the unit vectors, û and n̂, along a trajectory, with these unit vectors oriented along (û) and to the
left (n̂) of the motion. For simplicity, we depict motion on a circle, so that the radius of curvature, R, remains
constant and is equal to the circle’s radius. In general, the radius also changes along the trajectory.

where the speed is given by the time change of the arc-length along the trajectory

|u| = Ds

Dt
. (32.9)

Combining these results renders the acceleration

Du

Dt
=

D|u|
Dt

û+
|u|2
R
n̂ =

D2s

Dt2
û+

|u|2
R
n̂. (32.10)

The acceleration has thus been decomposed into the change in speed of the fluid element along
the direction of the motion, plus the centripetal acceleration due to curvature of the trajectory.
In Section 32.2.3 we justify referring to n̂ |u|2/R as the centripetal acceleration.

32.2.3 Centripetal and centrifugal accelerations

The centripetal acceleration points towards the concave side of a turning trajectory: “centripetal”
means “towards the center.” Its opposing partner, the centrifugal (“away from center”) accelera-
tion points to the convex side (see Figure 32.3). So how do we interpret n̂ |u|2/R? For motion
turning to the left, towards n̂, the radius of curvature is positive, R > 0, so that n̂ |u|2/R points
to the concave side of the trajectory (left side). For a trajectory turning to the right then R < 0,
which again means that n̂ |u|2/R points to the concave side (now on the right). We conclude
that the acceleration n̂ |u|2/R indeed represents a centripetal acceleration and −n̂ |u|2/R is the
centrifugal acceleration.

32.2.4 Coriolis and pressure gradient

The Coriolis acceleration takes the following form in natural coordinates

−f ẑ × u = −(ẑ × û) f |u| = −n̂ f |u|, (32.11)
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n̂

Figure 32.3: Centripetal acceleration of a turning fluid element, n̂ |u|2/R, points to the concave side of the
curve (towards the center) whereas the centrifugal acceleration, −n̂ |u|2/R, points to the convex side (away from
the center). The centripetal and centrifugal accelerations are paired action/reaction accelerations. The normal
unit vector, n̂, always points to the left of the motion, whereas the radius of curvature, R, is positive or negative
depending on the direction of the turning motion. For a left turning trajectory (in direction of n̂), the concave
side is on the left and has positive radius of curvature, R > 0, whereas for the right turning trajectory (opposite
direction of n̂) the concave side is to the right with R < 0. To help remember the signs, note that centrifugal
means “away from the center” whereas centripetal means “towards the center”. It is the centrifugal acceleration
that pulls one away from the center of a merry-go-round whereas one’s arms and hands provide the balancing
centripetal acceleration.

so that the Coriolis acceleration always points to the right of the flow direction for f > 0. In
contrast, the pressure gradient has two components

∇p = û (û · ∇p) + n̂ (n̂ · ∇p) = û ∂p
∂s

+ n̂
∂p

∂n
, (32.12)

one pointing along the flow direction and one normal to the direction.

32.2.5 Horizontal momentum equation and local Rossby number

Bringing the above results together leads to the horizontal momentum equation as decomposed
into natural coordinates

D|u|
Dt

= − 1

ρo

∂p

∂s
+ F · û motion in û direction (32.13a)

|u|2
R

+ f |u| = − 1

ρo

∂p

∂n
+ F · n̂ motion in n̂ direction (perpendicular to û), (32.13b)

where F is the frictional acceleration and ρo is the reference density for the Boussinesq ocean.
These equations decompose the accelerations into those acting parallel to and normal to the
trajectory. It is notable that the equation for the normal component is purely diagnostic; there
is no time derivative in equation (32.13b). Instead, it is a balance containing accelerations from
centripetal, Coriolis, normal pressure gradient, and normal component of friction. In the next
few sections we consider certain limiting cases as revealed by the equations of motion (32.13a)
and (32.13b). Friction remains zero in this chapter but is nonzero for the discussion of Ekman
mechanics in Chapter 33.

Steady frictionless flow

The frictionless balanced motions considered in this chapter all occur with a fixed velocity
magnitude for the fluid element, so that the along-trajectory component of the momentum
equation (32.13a) for frictionless motion reduces to

D|u|
Dt

= − 1

ρo

∂p

∂s
= 0. (32.14)
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Hence, there is no pressure gradient along the direction of the fluid element motion. Correspond-
ingly, the frictionless fluid motion preserves its kinetic energy

1

2

D(u · u)
Dt

= |u| D|u|
Dt

= 0. (32.15)

Local Rossby number

As discussed in Section 31.3, the Rossby number is the ratio of the acceleration from velocity
advection to the Coriolis acceleration. In the normal component to the momentum equation
(32.13b), we have the advection term manifest as the local centrifugal term. Following Chapter 1
of van Heijst (2010) we define the local Rossby number as the ratio of the centrifugal acceleration
to the Coriolis acceleration

Rolocal =
|u|2/R
f/|u| =

|u|
Rf

, (32.16)

where, again, R is the radius of curvature for the motion. In this chapter we consider flow
regimes as determined by values of the local Rossby number.

32.2.6 Decomposition of the acceleration

The horizontal equations of motion (32.13a) and (32.13b) offer a relatively simple and insightful
description of the motion. We here provide a connection with the traditional Eulerian form of
the equations of motion.

Advective form of the acceleration

The standard form of the material time derivative for horizontal motion is given by

∂u

∂t
+ (u · ∇)u =

D|u|
Dt

û+
|u|2
R
n̂, (32.17)

so that

û ·
[
∂u

∂t
+ (u · ∇)u

]
=

D|u|
Dt

= − 1

ρo

∂p

∂s
+ F · û (32.18a)

n̂ ·
[
∂u

∂t
+ (u · ∇)u

]
=
|u|2
R

= −f |u| − 1

ρo

∂p

∂n
+ F · n̂. (32.18b)

Depending on the information provided by a field measurement or numerical simulation, one
might more readily diagnose the kinematic expressions on the left side of these equations or the
force balances on the right side.

Expressions for the radius of curvature

The radius of curvature is an emergent property of the flow. From equation (32.18b), we find
two means to diagnose the radius of curvature, given either the flow field itself or the forces
contributing to the flow

R−1 =
n̂ · [∂u/∂t+ (u · ∇)u]

|u|2︸ ︷︷ ︸
kinematic method

=
−f |u| − ρ−1

o ∂p/∂n+ F · n̂
|u|2 .︸ ︷︷ ︸

dynamic method

(32.19)
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A particularly elegant form for the kinematic expression arises for steady flow, in which case

|u|2R−1 = n̂ · [(u · ∇)u]. (32.20)

This expression reveals how the normal projection of the self-advection operator is identical, for
steady flows, to the magnitude of the centrifugal acceleration arising from the curved trajectory.
If we furthermore assume the steady flow also occurs with constant speed, then

D|u|/Dt = (u · ∇)|u| = 0, (32.21)

in which case the inverse radius of curvature is given by

R−1 = n̂ · [(û · ∇) û]. (32.22)

Vector invariant form of the acceleration

We can transform the self-advection term using the vector identity (see Section 2.3.4)

(u · ∇)u = ∇K − u× ζ ẑ, (32.23)

where K = u · u/2 is the kinetic energy per mass in the horizontal flow, and ζ = ∂xv − ∂yu is
the vertical component to the relative vorticity (see Chapter 37). The acceleration, u× ζ ẑ, is
known as the Magnus acceleration and was discussed in Section 24.4. Projecting into the û and
n̂ directions leads to

û · ∂u
∂t

= −∂(p/ρo +K)

∂s
+ F · û (32.24a)

n̂ · ∂u
∂t

= −(f + ζ) |u| − ∂(p/ρo +K)

∂n
+ F · n̂. (32.24b)

The local acceleration along the direction of the flow is affected by both pressure and the
dynamical pressure afforded by the kinetic energy per mass. The Magnus acceleration appears
only in the normal component equation, which is expected since it acts just as the Coriolis
acceleration to deflect the trajectory in a perpendicular direction. Following the example in
Figure 24.1, consider a positive relative vorticity, ζ > 0. For this case, the Magnus acceleration
points to the right of the flow; i.e., opposite to the normal direction, which points to the left as
per our convention in Figure 32.1.

32.2.7 Further study

Chapter 8 in Zdunkowski and Bott (2003) and Section 3.2 of Holton and Hakim (2013) detail
the use of natural coordinates for geophysical flows, with a similar decomposition provided in
Section 7.10 of Gill (1982) and Section 2.9 of Vallis (2017). Natural coordinates are also used
in describing flows in non-rotating reference frames as in Section 20 of Serrin (1959) and as
illustrated in this video.

32.3 Exact geostrophic balance

Frictionless flow parallel to pressure contours experiences no pressure gradient (∂p/∂s = 0), so
that the speed of a fluid element remains constant. Furthermore, if this motion occurs with an
infinite radius of curvature (straight line motion parallel to pressure contours), then the force
balance is between the normal pressure gradient and Coriolis. In this case the local Rossby
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number (32.16) vanishes

Rolocal =
|u|
Rf

= 0 if |R| =∞. (32.25)

More precisely, exact geostrophic balance occurs under the following conditions.

• Fluid moves on a straight line so that the radius of curvature is infinite, |R| = ∞, thus
making the centripetal acceleration and local Rossby number both vanish;

• Fluid moves along lines of constant pressure so that ∂p/∂s = 0;

• Friction is zero.

In this case the equations of motion (32.13a) and (32.13b) take the form

D|u|
Dt

= 0 (32.26a)

f |u| = − 1

ρo

∂p

∂n
. (32.26b)

Equation (32.26a) says that the speed of a fluid element is constant, so that the horizontal
kinetic energy likewise is constant. Equation (32.26b) says that the pressure gradient normal to
the motion balances the Coriolis acceleration. We refer to this flow, depicted in Figure 32.4, as
exact geostrophic balance since it is an exact solution under the above assumptions.

Writing the horizontal advection of speed in the form

u · ∇|u| = |u| û · ∇|u| = |u| ∂|u|
∂s

, (32.27)

allows us to write the material constancy of the flow speed as

∂|u|
∂t

+ |u| ∂|u|
∂s

= 0. (32.28)

Hence, a steady flow speed, with ∂|u|/∂t = 0, only holds for the exact geostrophic balance if the
flow speed is fixed along each trajectory path

∂|u|
∂s

= 0 =⇒ ∂|u|
∂t

= 0. (32.29)

What is required for this condition to hold? We examine two cases, again restricted to a tangent
plane.

32.3.1 Steady f -plane flow

Geostrophic motion on an f -plane is horizontally non-divergent (Section 31.4)

∇ · u = ∇ · (û |u|) = 0. (32.30)

Flow in a straight line, with each trajectory parallel to one another, has the trajectory direction
independent of space. Hence, the non-divergent condition means that

0 = ∇ · (û |u|) = (û · ∇) |u| = ∂|u|
∂s

, (32.31)

which proves that exact geostrophic flow on an f -plane is steady.
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p − δp

p

p + δp

−
1
ρ0

∂p
∂n

f |u |

north

f > 0
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Figure 32.4: Exact geostrophic balance on a tangent plane occurs when the flow is horizontal, frictionless,
straight, and follows contours of constant pressure. For this case the pressure gradient exactly balances the
Coriolis acceleration so that the motion is perpendicular to both of these accelerations. We here depict motion
assuming f > 0 as for the northern hemisphere. If flow is on an f -plane then the exact geostrophic balance is
steady for any arbitrary flow direction. On a β-plane, steady exact geostrophic balance holds only for zonal flow.

32.3.2 Steady β-plane flow

The geostrophic velocity in the presence of a meridional gradient of the Coriolis parameter,
f = f(y), satisfies (Section 31.4)

∇ · (f u) = 0. (32.32)

Making use of ∇ · û = 0 for straight line trajectories leads to

∇ · (f u) = ∂(f |u|)
∂s

= 0. (32.33)

We conclude that ∂|u|/∂s = 0 holds only for trajectories that are parallel to latitude lines, in
which case ∂f/∂s = ∂f/∂x = 0. Therefore, exact geostrophic motion on the β-plane is steady
only for trajectories that follow constant latitude lines; i.e., zonal trajectories as depicted in
Figure 32.4.

32.3.3 What about geostrophic balance with curved motion?

The geostrophically balanced flows discussed in Chapter 31 generally have curvature, such as for
the geostrophic motion around a pressure center as shown in Figure 31.3. But as emphasized by
the natural coordinate decomposition as per equations (32.13a) and (32.13b), curved motion
has an associated centrifugal acceleration. So when speaking of geostrophic balance for flow that
has a nonzero curvature, then the local Rossby number (32.16) is not precisely zero. Rather, its
magnitude is small but nonzero

|Rolocal| ≪ 1 approximate geostrophic flow. (32.34)

In this limit it is accurate to ignore the centrifugal acceleration, which is commonly the case for
large-scale flows. Even so, it is an approximation, with the centrifugal acceleration identically
zero only for straight line motion on a plane.

32.4 Inertial motion
Inertial motion occurs under the following conditions:

• vanishing pressure gradient

• vanishing friction,
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so that the equations of motion (32.13a) and (32.13b) take the form

D|u|
Dt

= 0 (32.35a)

|u|2
R

+ f |u| = 0. (32.35b)

Equation (32.35a) says that inertial motion occurs with constant speed, whereas equation (32.35b)
says that the motion maintains the balance between Coriolis and centrifugal accelerations

f |u| = −|u|
2

R
. (32.36)

Hence, local Rossby number has a unit magnitude

|Rolocal| =
|u|
|R| |f | = 1. (32.37)

32.4.1 Anti-cyclonic circular motion on f -plane

To further understand inertial motion, rearrange equation (32.36) so that

f = −|u|
R
, (32.38)

in which case the radius for the inertial circle is

R = −|u|/f. (32.39)

Equation (32.38) can be satisfied in the northern hemisphere (f > 0) only for motion turning to
the right (in which R < 0). The opposite orientation occurs in the southern hemisphere, where
inertial motion turns to the left so that the radius of curvature is positive, R = −|u|/f > 0
(see Figure 32.2 for the sign convention on the radius of curvature). Hence, inertial motion is
oriented anti-cyclonically (orientated opposite to the earth’s rotation). If the Coriolis parameter
is constant, then the motion is circular, as depicted in Figure 32.5.

To emphasize the balance, return to equation (32.36) and recall that the Coriolis acceleration
in the northern hemisphere points to the right when facing downstream, as per equation (32.11).
Hence, the balance (32.36) is between the Coriolis acceleration pointing to the right and the
centrifugal acceleration pointing to the left. That is, the Coriolis acceleration provides the
centripetal acceleration to balance the centrifugal acceleration.

32.4.2 Period for inertial motion

Equation (32.39) says that the speed of a fluid element is given by the radius of curvature times
the magnitude of the Coriolis parameter

|u| = |Rf |. (32.40)

The time for a fluid element to traverse an inertial circle is given by the circumference of the
circle, 2π|R|, divided by the constant speed, thus yielding the inertial period

Tinertial =
2π|R|
|u| =

2π

|f | . (32.41)

page 894 of 2158 geophysical fluid mechanics



32.4. INERTIAL MOTION

f |u |

north
|u |2

R

u f > 0

|R |

Figure 32.5: Inertial motion of a fluid on a plane occurs when the flow is horizontal, frictionless, and the
centrifugal acceleration balances the Coriolis in the presence of zero pressure gradient. We here depict motion
assuming f > 0 as for the northern hemisphere, revealing that inertial motion is an anti-cyclonic circular motion
with radius |R| = |u|/|f |. When turning to the right as in the northern hemisphere, the radius of curvature for
the inertial circle is negative (see Figure 32.2 for sign convention), so that R = −|u|/f < 0.

We encountered this inertial period in Section 14.4 when considering inertial oscillations for a
point particle.

32.4.3 Observing inertial motion
Inertial motion is rarely observed in the atmosphere since fluid motion nearly always occurs in
the presence of a pressure gradient. In contrast, surface ocean flow is commonly generated by
wind stresses that setup motion even in the absence of ocean pressure gradients. The moving
fluid then engenders a Coriolis acceleration, in which case there can be a balance between
centrifugal and Coriolis for the moving ocean fluid. As a result, the observed surface ocean
currents have nontrivial power within the inertial frequency band, rivaling energy contained in
frequencies associated with astronomical tides (e.g., see Figure 3.3 of Holton and Hakim (2013)).

How large is an inertial circle? Consider a surface ocean current speed of |u| ∼ 0.1 m s−1,
which is not atypical of current speeds outside of strong boundary currents or mesoscale eddies,
and assume the Coriolis parameter f = 10−4 s−1. In this case the inertial radius is

Rinertial ≈ 103 m. (32.42)

Observations of inertial motion, such as that reproduced in Figure 8.3 of Gill (1982), confirm
that the radii are indeed on the order of a few kilometers.

32.4.4 Inertial motion is Lagrangian
The analysis in this section concerns a fluid element moving without feeling the impacts from
pressure forces. The fluid thus exhibits the same force balance as the point particle discussed in
Section 14.4. So although we can measure inertial motion at a fixed point in space, the present
considerations are Lagrangian in nature, focusing on motion of fluid elements. Furthermore, the
inertial period refers to the time it takes for a fluid element to move around the inertial circle
at its constant speed. It does not refer to the period of a wave, for example, and yet there are
inertial waves (Chapter 53) with this period as well as inertia-gravity waves that have periods
close to the inertial period (Section 55.8),

32.4.5 “Inertial” motion does not refer to an inertial reference frame
We make use of the term “inertial” when referring to inertial motion since both the Coriolis and
centrifugal accelerations are nonzero only in the presence of motion; i.e., they require the inertia
obtained by a moving massive body. Hence, as noted in Section 14.4.5, “inertial motion” in this
context does not refer to the motion viewed in an inertial reference frame.
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equator

Earth spin

inertial oscillations

Figure 32.6: Depicting inertial motion on a sphere. As the fluid element moves poleward, f increases so that the
radius of curvature decreases. Correspondingly, the fluid motion does not close, but instead the path drifts to the
west. This westward drift holds for both hemispheres, where the sense of the motion is anti-cyclonic. The only
closed and circular inertial motions are those that encircle the pole. Fluid elements that cross the equator exhibit
a figure-eight pattern that also drifts to the west. This figure is taken after Figure 4-14 of von Arx (1962).

32.4.6 Inertial motion on a sphere

In the analysis thus far, we have assumed an f -plane so that inertial motion is circular. Without
solving the spherical equations for inertial motion we can anticipate what happens when such
motion occurs on a sphere. As a fluid element moves to higher latitudes the magnitude of the
Coriolis parameter increases, thus decreasing the radius of curvature. The opposite happens
when moving equatorward. This effect of planetary sphericity leads to an egg-shaped pattern
that does not close but instead drifts to the west. Now consider inertial motion that spans the
equator. As the fluid crosses the equator, where f = 0, the radius of curvature is infinite so that
the motion is straight. When moving away from the equator the Coriolis parameter increases in
magnitude, which causes a fluid element to turn and close its path, again with a drift to the
west. Motion north of the equator turns to the right whereas motion to the south turns left, so
that inertial motion that spans the equator forms a figure-eight path. We illustrate this motion
in Figure 32.6.

32.5 Cyclostrophic balance
Cyclostrophic balance occurs under the following conditions:

• fluid elements move along lines of constant pressure so that ∂p/∂s = 0;

• vanishing Coriolis acceleration;

• vanishing friction.

The resulting equations of motion (32.13a) and (32.13b) take the form

D|u|
Dt

= 0 (32.43a)

|u|2
R

= − 1

ρo

∂p

∂n
. (32.43b)
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Figure 32.7: Cyclostrophic motion of a fluid element on a tangent plane occurs when the flow is horizontal,
non-rotating, frictionless, with constant speed, and where the centrifugal acceleration balances the pressure
gradient normal to the flow direction. We here depict motion for clockwise and counter-clockwise cyclostrophic
flow, both around a low pressure center. Left panel: clockwise motion with radius of curvature, R < 0, and the
pressure gradient pointing in the direction of the normal, ∂p/∂n > 0. Right panel: counter-clockwise motion with
radius of curvature, R > 0, and the pressure gradient pointing opposite to the direction of the normal, ∂p/∂n < 0.
Cyclostrophic balance does not occur for flow around a high pressure center. The reason is that if both the
pressure and centrifugal accelerations point away from the center, then they are unable to balance one another.

With a vanishing Coriolis acceleration we see that cyclostrophic balance corresponds to local
Rossby number that has an infinite magnitude

|Rolocal| =∞ if f = 0. (32.44)

Approxiate cyclostrophic balance holds when |Rolocal| ≫ 1, but less than infinite.

Again, equation (32.43a) says that the speed is constant following a material fluid element.
Equation (32.43b) says that cyclostrophic flow occurs when the centrifugal acceleration balances
the pressure gradient, with the squared speed given by

|u|2 = −R
ρo

∂p

∂n
. (32.45)

This equation can be satisfied for either clockwise or counter-clockwise motion around a low
pressure center, as shown in Figure 32.7. For clockwise flow, the radius of curvature is negative,
R < 0, whereas ∂p/∂n > 0. The signs are swapped for counter-clockwise flow. Cyclostrophic
balance cannot be maintained around a high pressure center. The reason is that if both the
pressure and centrifugal accelerations point away from the circle’s center, then they are unable
to balance one another.

Cyclostrophic balance is relevant for scales on the order of a tornado, with a radius on the
order of 300 m where tangential speeds are on the order of 30 m s−1 (see Section 3.2.4 of Holton
and Hakim (2013)). For this flow scale, the Rossby number is on the order of 1000 at middle
latitudes, thus justifying neglect of the Coriolis acceleration. Although tornadoes in cyclostrophic
balance can rotate either clockwise or counter-clockwise, they are more often observed rotating
cyclonically given that they are generally embedded within cyclonic storm systems. In contrast,
smaller motions such as dust devils and water spouts are quite often seen rotating in either
direction.

32.6 Gradient wind balance

Gradient wind balance occurs under the following conditions:

• fluid elements move along lines of constant pressure so that ∂p/∂s = 0;

• vanishing friction.
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Figure 32.8: The variety of gradient wind balances available in the northern hemisphere (f > 0). Gradient
wind balance occurs when the flow is horizontal, frictionless, with constant speed, and where the centrifugal,
pressure, and Coriolis accelerations balance under a variety of magnitudes. To reduce clutter, we use the following
shorthand for the accelerations: P = −ρ−1

o ∂p/∂n, Co = f |u|, and Ce = |u|2/R. Upper left panel: motion around
a regular high pressure center, whereby the centrifugal acceleration helps the pressure acceleration to balance the
Coriolis acceleration. The pressure acceleration is larger in magnitude than the centrifugal. This flow is termed
“regular” as it directly corresponds to geostrophic flow around a high pressure center. Lower left panel: motion
around an anomalous high pressure center, whereby the centrifugal acceleration helps the pressure acceleration to
balance the Coriolis acceleration, with the pressure acceleration smaller in magnitude than the centrifugal. This
flow is termed “anomalous” as the pressure acceleration is subdominant to the centrifugal, in contrast to the case
of geostrophic flow. Upper right panel: motion around a regular low pressure center, whereby the Coriolis and
centrifugal accelerations balance the pressure acceleration. Lower right panel: motion around an anomalous low
pressure center, whereby the Coriolis and pressure accelerations balance the centrifugal acceleration. Note the
opposite flow orientation between the regular and anomalous lows, whereas the regular and anomalous highs have
the same flow orientation.

The resulting equations of motion (32.13a) and (32.13b) take the form

D|u|
Dt

= 0 (32.46a)

|u|2
R

+ f |u| = − 1

ρo

∂p

∂n
, (32.46b)

Again, equation (32.46a) says that the speed is constant following a material fluid element.
Equation (32.46b) says that gradient wind balanced flow occurs when the centrifugal and Coriolis
accelerations balance the pressure gradient acting normal to the motion.

The local Rossby number is order unity for the gradient wind balance

|Rolocal| =
|u|
|R| |f | ∼ 1, (32.47)

meaning that both centrifugal and Coriolis accelerations are important as they balance the
pressure gradient. Recall that the inertial motion from Section 32.4 has |Rolocal| = 1, which arises
when the pressure gradient vanishes so that the Coriolis and centrifugal terms have equal but
opposite magnitudes. The nonzero pressure gradient makes gradient wind flow fundamentally
distinct from inertial motion.
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32.6.1 Constraints on gradient wind flow
The quadratic formula leads to the following expression for the speed of gradient wind flow

|u| = R

2

[
f ±

√
f2 − 4

R

1

ρo

∂p

∂n

]
. (32.48)

The speed is a real number if the pressure gradient, Coriolis parameter, and radius of curvature
satisfy

f2 >
4

R

1

ρo

∂p

∂n
=⇒ 1

ρo

∣∣∣∣∂p∂n
∣∣∣∣ ≤ |R| f24

. (32.49)

This relation has direct implications for the structure of the pressure field depending on the sign
of the radius of curvature. In particular, as seen in the following, this constraint implies that
the pressure gradient at the center of a high pressure region must go to zero as the radius of
curvature vanishes, which renders the pressure field relatively flat near the center of highs. In
contrast, there is no analogous limit for the magnitude of the pressure gradient approaching a
low pressure center. This asymmetry between high and low pressures manifests in atmospheric
flow with low pressure centers (cyclonic lows) having stronger magnitude than high pressure
centers (anti-cyclonic highs).

32.6.2 The variety of gradient wind flows
We now identify the following force balances available with a gradient wind balance, with
illustrations provided in Figure 32.8.

Regular high pressure center (right turn with high pressure on right)

A regular high pressure occurs with R < 0 and ∂p/∂n ≤ 0. This case occurs with the centrifugal
and pressure accelerations pointing away from the center, and these balance the Coriolis
acceleration pointing to the high pressure center (upper left panel of Figure 32.8).

The inequality (32.49) provides a bound to the size of the pressure gradient since

1

ρo

∂p

∂n
≤ Rf2

4
with R ≤ 0 and

∂p

∂n
≤ 0 =⇒ 1

ρo

∣∣∣∣∂p∂n
∣∣∣∣
max

=
|R| f2

4
. (32.50)

That is, the pressure gradient for a regular high cannot be larger than this bound in order for there
to be a gradient wind solution. Since R→ 0 as the center is approached, the normal pressure
gradient, ∂p/∂n, in turn must vanish towards the center. Holton and Hakim (2013) identifies
two subcases for this balance depending on the relative size of the pressure and centrifugal
accelerations, with the anomalous high the case where the pressure gradient acceleration is
weaker than the centrifugal (lower left panel of Figure 32.8).

Regular low (left turn with low pressure on left)

This flow occurs with R ≥ 0 and ∂p/∂n ≤ 0, so that the inequality (32.49) is always satisfied

1

ρo

∂p

∂n
≤ Rf2

4
with R ≥ 0 and

∂p

∂n
≤ 0 =⇒ arbitrary size to

∣∣∣∣∂p∂n
∣∣∣∣ . (32.51)

Hence, there is no constraint imposed by gradient wind balance on the size of the pressure
gradient magnitude, |∂p/∂n|. So the low pressure center can be arbitrarily strong and still
maintain a gradient wind balance. Furthermore, the Coriolis and centrifugal accelerations point
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away from the low pressure center, and these two accelerations balance the pressure acceleration
that points toward the center (upper right panel of Figure 32.8).

Anomalous low (right turn with low pressure on right)

This flow occurs with R < 0 and ∂p/∂n ≥ 0. This case occurs with the Coriolis and pressure
accelerations pointing toward the low pressure center, and these two accelerations balance the
centrifugal acceleration pointing away from the center (lower right panel of Figure 32.8). As with
the regular low, the inequality (32.49) provides no bound to the magnitude of the low pressure.
Note the opposite orientation for the flow around an anomalous low relative to the regular low.

Left turn with high pressure on left

In this case R > 0 and ∂p/∂n > 0. There is no solution for the northern hemisphere since all
accelerations point to the right of the motion thus disallowing any balance.

32.6.3 Comments
As noted in Section 3.2 of Holton and Hakim (2013), the difference between gradient wind
speeds and geostrophic wind speeds is no more than 10% to 20% in middle latitude synoptic
atmosphere flow. In the tropics, where geostrophy becomes less relevant, it is important to apply
the gradient wind relation to capture the balanced flow states. Furthermore, van Heijst (2010)
and Chapter 18 of Cushman-Roisin and Beckers (2011) make use of a gradient wind analysis for
the study of ocean vortices. The deviations from geostrophy become important when considering
relatively small ocean vortices and/or tropical vortices.
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Chapter 33

EKMAN MECHANICS

A boundary layer is a region of the fluid flow that is directly affected by boundaries. For
geophysical applications we have in mind the solid-earth boundary that interacts with both the
ocean and atmosphere; the ocean-atmosphere boundary; the ocean-cryosphere boundary; and
the atmosphere-cryosphere boundary. The fluid flow in geophysical boundary layers is generally
very turbulent, thus causing rapid mixing and the transfer of properties within the boundary
layer, along with the transport of properties between the boundary layer and the less turbulent
fluid interior. Boundary layer physics is a well developed discipline for geophysical as well as
engineering applications. Our treatment is relatively superficial by comparison to the focused
treatments given by books such as Tennekes and Lumley (1972), Stull (1988), and Thorpe
(2005).

Here, we are particularly focused on the rudiments of Ekman mechanics, which is concerned
with flow affected by accelerations from horizontal pressure gradients, vertical friction, and
Coriolis, with particular attention given to regions near boundaries where friction is especially
large and Ekman boundary layers form. The leading role for Coriolis acceleration causes Ekman
boundary layers to exhibit behaviors quite distinct from their non-rotating cousins mentioned
in Section 25.10.7. In particular, Ekman boundary layer flows are horizontally divergent, thus
leading to the vertical exchange of mass, tracers, momentum, and vorticity between the boundary
layer and the fluid region outside of the boundary layer (i.e., the fluid interior). In so doing,
the Ekman layer flow imparts a stretching and squeezing of interior fluid columns that strongly
couples the boundary layer to vorticity and circulation of the fluid interior. This role for Ekman
layers is especially crucial for the ocean general circulation.

reader’s guide to this chapter
To introduce the subject we exhibit the role of friction in producing a down pressure

gradient component to the flow, making use of natural coordinates from Chapter 32 for this
purpose. The remainder of the chapter focuses on the mechanics of Ekman boundary layers,
with this study greatly extending our understanding of strongly rotating flows from Chapter
31. Indeed, the addition of friction to an otherwise geostrophically balanced flow provides a
surprising level of richness that motivates the variety of perspectives presented in this chapter.

Ekman boundary layers are a key element in the study of ocean circulation, particularly
the wind-driven circulation. We here borrow liberally from the material in Section 9.2 of Gill
(1982), Section 6.2 of Apel (1987), Section 7.4 of Marshall and Plumb (2008), Chapter 8 of
Cushman-Roisin and Beckers (2011), Section 5.7 of Vallis (2017), and materials from Thorpe
(1988) and Thorpe (2005). A presentation consistent with engineering boundary layers can be
found in Section 5.3 of Tennekes and Lumley (1972).
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33.1 The dynamical balances
Throughout this chapter we make use of a steady, linear, Boussinesq, hydrostatic primitive
equations that maintain a balance between the horizontal accelerations from Coriolis, pressure,
and friction

f ẑ × u = − 1

ρo
∇hp+ F . (33.1)

This balance is most relevant over large horizontal length scales as per the planetary geostrophic
equations of Section 31.5.

The frictional acceleration, F , of interest in this chapter arises from the vertical exchange of
horizontal momentum between fluid layers. Turbulence induced viscous exchange is especially
large in boundary regions such as the ocean surface, the atmospheric planetary boundary layer
(i.e., atmosphere/land boundary), and the ocean bottom boundary layer. In such turbulent
boundary layer regions we make use of the eddy viscosity, which is much larger than molecular
values

νeddy ≫ ν. (33.2)

We have more to say regarding the mathematical form of the friction operator in Section 33.3.1.

For conceptual and mathematical convenience, we find it useful to separate the horizontal
velocity into two components. The first is the geostrophic velocity defined by a balance between
the pressure gradient and Coriolis accelerations

f ẑ × ug = −
1

ρo
∇hp =⇒ ug =

1

fρo
ẑ ×∇hp. (33.3)

In some treatments, ug is referred to as the pressure driven velocity. The second is an ageostrophic
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or Ekman component defined by a balance between the frictional and Coriolis accelerations

f ẑ × ue = F =⇒ ue = −f−1 ẑ × F , (33.4)

so that ue is the frictional driven velocity.
This velocity decomposition has the appearance of superposing linearly independent flows,

one geostrophic (pressure driven) and one ageostrophic (friction driven). However, the flows are
coupled and thus not linearly independent. Namely, ageostrophic motions alter the pressure
field which in turn affects the geostrophic flow. So the presence of friction and the associ-
ated ageostrophic flows lead to geostrophic flows differing from the inviscid case. Conversely,
geostrophic flows affect the level of friction. Hence, the above decomposition does not reflect
a physical decoupling of geostrophic and ageostrophic flows. Rather, it is only meant to help
conceptually understand and describe the flow and the various force balances.

33.2 Horizontal balances in natural coordinates
Motion in Ekman boundary layers is both horizontal and vertical. Here, we introduce the role
of friction in rotating flows by just focusing on the horizontal motion on a tangent plane. In
particular, we study balances occuring in horizontal flows that maintain a frictional geostrophic
balance. As per the definition (33.3), geostrophic motion occurs along lines of constant pressure,
with frictionally induced deviations crossing isobars and providing a down pressure gradient
component to the fluid trajectory. Motivated by the discussion in Chapter 32, we make use of
natural coordinates for the kinematics.

33.2.1 Natural coordinates according to isobars
We represent the horizontal flow according to natural coordinates defined along an arbitrary
geopotential surface. Instead of defining the natural coordinates according to the flow direction,
as done in Section 32.2 for the frictionless case, we here decompose the motion according to
pressure contours (isobars). The unit vector, ŝ, is defined tangent to isobars in the horizontal
plane and directed along the direction of geostrophic flow. We define the direction, n̂, to be
perpendicular to isobars and oriented down the horizontal pressure gradient

n̂ = − ∇hp|∇hp|
. (33.5)

As illustrated in Figure 33.1, in the northern hemisphere n̂ points to the left of the geostrophic
velocity, whereas it is to the right in the southern hemisphere. We thus have the northern
hemisphere triplet of unit vectors

northern hemisphere triplet of directions

ẑ = ŝ× n̂ = vertical direction (33.6a)

n̂ = ẑ × ŝ = down pressure gradient direction (33.6b)

ŝ = n̂× ẑ = tangent to isobar in direction of geostrophic flow. (33.6c)

In the southern hemisphere, since n̂ points to the right of ŝ, the triplet of directions becomes

southern hemisphere triplet of directions

ẑ = n̂× ŝ = vertical direction (33.7a)

n̂ = ŝ× ẑ = down pressure gradient direction (33.7b)

ŝ = ẑ × n̂ = tangent to isobar in direction of geostrophic flow. (33.7c)
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n̂

Figure 33.1: Natural coordinates defined along an arbitrary geopotential surface according to isobars in the
horizontal plane, here depicted for the northern hemisphere. The normal direction, n̂ = −∇hp/|∇hp|, is oriented
down the horizontal pressure gradient so that it points to the left of the geostrophic velocity (facing downstream)
in the northern hemisphere and to the right in the southern hemisphere. The tangent direction, ŝ, points along
the isobar in the direction of the geostrophic velocity.

33.2.2 Geostrophic and Ekman balances
As found when studying the geostrophic balance in Section 32.3, the geostrophic velocity flows
along isobars and so only has a component in the ŝ direction

ŝ · ug = −
1

fρo

∂p

∂n
and n̂ · ug = 0 (33.8)

In contrast, the Ekman velocity has a component both along and across isobars. For the northern
and southern hemispheres we have

ŝ · ue = |f |−1 n̂ · F and n̂ · ue = −|f |−1 ŝ · F . (33.9)

As expected, the Ekman velocity vanishes when the frictional acceleration vanishes, in which
case the flow reduces to the geostrophic flow that moves along isobars so that ŝ = û. However,
when there is a nonzero friction aligned along isobars, that drives an Ekman velocity across
isobars. Conversely, friction aligned across isobars drives Ekman velocities along isobars.

We arrive at a complementary perspective on the origin of cross-isobar flow through the
following considerations. Without friction, the Coriolis and pressure gradient accelerations
balance when the flow is geostrophic. In the presence of friction, the velocity is slowed so that the
Coriolis acceleration weakens. If the pressure gradient acceleration is retained, as occurs if it is
determined by large scale balances outside of the Ekman layer, then the Coriolis acceleration no
longer balances the pressure gradient. Consequently, flow is diverted from isobars and develops
a component down the pressure gradient.

33.2.3 Rayleigh drag
The relative simplicity of Rayleigh drag facilitates analytical expressions for the Ekman velocity
using natural coordinates, written in terms of the geostrophic velocity (equation (33.8)). In
doing so we are afforded an explicit illustration of how friction provides a cross-isobar component
to the flow in the direction down the pressure gradient. Before developing the Ekman flows we
here summarize elements of Rayleigh drag.

In Section 26.3.3 we studied how Rayleigh drag affects the kinetic energy budget. As a
reminder, consider a frictional acceleration in the form of a Rayleigh drag acting on the velocity
field

F = −Ufric u

δ
= −γ u, (33.10)
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where δ is a vertical scale and Ufric is a friction velocity scale with dimensions L/T . The ratio

γ =
Ufric

δ
(33.11)

has dimensions T−1 and is an inverse spin-down time. That is, if only Rayleigh drag affected
changes to the horizontal momentum, ∂tu = −γ u, then the flow would exponentially come to a
halt with an e-folding time, γ−1. The drag is relatively large over rough surfaces, thus leading
to a small e-folding time. In particular, drag on the lower atmospheric winds is larger over
land than over the ocean. The reason is that trees, cities, and mountains dissipate more of the
atmosphere’s mechanical energy than interactions with the relatively smooth ocean surface.

Rayleigh drag dissipates all flow features regardless of their spatial structure. That is,
Rayleigh drag does not prefer any particular length scales in the fluid flow. This lack of scale
selectivity contrasts to the Laplacian friction discussed in Section 33.3.1, with Laplacian friction
dissipating small spatial scales more strongly than large scales. Correspondingly, Rayleigh drag
does not generally provide the means to produce a boundary layer.1 Hence, when studying
physics within the Ekman boundary layer in Section 33.3 we make use of Laplacian friction.
But for now, Rayleigh drag provides a means to analytically illustrate the role of friction in
producing spiral flows with non-zero horizontal divergence.

33.2.4 Cross isobar flow driven by Rayleigh drag

f > 0low

ue

ug

u
high

ueug

u

x

y
north
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n̂

Figure 33.2: Illustrating frictional geostrophic flow in the northern hemisphere (f > 0). Left panel: geostrophic
flow, ug, around a low pressure center is counter-clockwise and aligned with pressure isobars. Friction aligned
along the isobars drives Ekman flow, ue, that has a component down the pressure gradient (normal to the
geostrophic flow) as well as a component that is directed opposite the geostrophic flow. Consequently, the total
velocity, ug + ue, spirals into the low pressure center. Right panel: the opposite oriented flow occurs around high
pressure centers, where fluid spirals away from the high due to the cross-isobar flow driven by friction. By the
definition given by equation (33.6b), the normal direction, n̂, is directed down the pressure gradient, whereas ŝ is
tangent to the isobar and directed along the geostrophic flow direction.

Making use of the Rayleigh drag (33.10) brings the northern hemisphere expressions (33.9)
for the Ekman velocity into the form

ŝ · ue = f−1 n̂ · F = −(γ/f) n̂ · u = −(γ/f) n̂ · ue (33.12a)

n̂ · ue = −f−1 ŝ · F = (γ/f) ŝ · u = (γ/f) ŝ · (ue + ug). (33.12b)

Similar considerations for the southern hemisphere lead to the general result for both hemispheres

ŝ · ue = −(γ/|f |) n̂ · ue (33.13a)

1In Section 33.3.3 we provide further discussion of what is needed mathematically and physically to produce a
boundary layer.

CHAPTER 33. EKMAN MECHANICS page 905 of 2158



33.2. HORIZONTAL BALANCES IN NATURAL COORDINATES

n̂ · ue = (γ/|f |) ŝ · (ue + ug). (33.13b)

Rearrangement of these equations allows us to express the Ekman velocity in terms of the
geostrophic velocity (equation (33.8)), with results for both hemispheres given by

n̂ · ue = ŝ · ug

[
γ |f |

f2 + γ2

]
(33.14a)

ŝ · ue = −ŝ · ug

[
γ2

γ2 + f2

]
, (33.14b)

where equation (33.8) expresses the geostrophic velocity in terms of the normal pressure gradient.
Equation (33.14a) says that the normal component to the Ekman velocity is directed down the
pressure gradient. Equation (33.14b) says that the component of the Ekman velocity along the
pressure isobar is directed opposite to the geostrophic velocity. We provide an example of an
Ekman velocity in Figure 33.2 for the northern hemisphere.

Bringing all pieces together leads to the components for the total velocity, u = ug + ue, and
its squared magnitude

ŝ · ug = −
1

fρo

∂p

∂n
geostrophic velocity (aligned along isobars) (33.15a)

ŝ · u = ŝ · ug

[
f2

f2 + γ2

]
isobaric velocity component (33.15b)

n̂ · u = (γ/|f |) ŝ · u normal velocity component (33.15c)

(ŝ · u)2 + (n̂ · u)2 = (ŝ · ug)
2

1 + (γ/f)2
horizontal kinetic energy per mass. (33.15d)

The cross-isobar flow (equation (33.15c)) is directly driven by the Rayleigh drag, and it is
directed down the normal pressure gradient so long as the flow has a positive projection onto
the tangent direction

ŝ · u > 0 =⇒ n̂ · u > 0. (33.16)

When flow is moving counter-clockwise around a low pressure in the northern hemisphere, where
n̂ points towards the low pressure center, then Rayleigh drag causes the fluid to spiral into
the low pressure center. Conversely, when flow is moving clockwise around a high pressure,
with n̂ pointing away from the high pressure center, then Rayleigh drag causes the fluid to
spiral away from the high pressure center. We depict these cases in Figure 33.2. Furthermore,
equation (33.15d) shows that when γ ̸= 0 the magnitude of the total flow is reduced relative to
the geostrophic flow, thus reflecting the dissipation of kinetic energy arising from Rayleigh drag.2

33.2.5 Horizontal spiral plus vertical rising/sinking

Thus far, we have focused on the horizontal spiral motion as shown in Figure 33.2. Through
continuity we infer a corresponding vertical motion induced by the convergence of mass into the
low pressure center and the divergence of mass away from the high pressure center. Figure 33.3
illustrates the vertical motion in a bottom Ekman boundary layer of either the atmosphere or
ocean whereby mass rises above a low pressure center in response to the horizontal convergence
of mass in the Ekman layer. Conversely, mass diverges from the high pressure Ekman layer,
with this divergence inducing a sinking motion over the high pressure to replace the diverging
mass. In subsequent sections of this chapter we develop the formalism needed to compute the
mass transport into and out of the Ekman boundary layer.

2See Section 26.3.3 for more on frictional dissipation of kinetic energy.
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x

y

z
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Horizontal convergence 
into Ekman layer

Rising motion out of 
the Ekman layer

f > 0

low high
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ωEkman

Figure 33.3: Illustrating the three-dimensional flow associated with Ekman layers in the northern hemisphere
(f > 0) next to a bottom boundary. Left panel: flow spiralling into a low pressure center creates convergence
of mass into the Ekman layer. Mass continuity means that flow must vertically leave the Ekman layer to thus
enter the interior fluid above. Right panel: flow spiralling away from a high pressure center creates divergence of
mass away from the Ekman layer. Mass continuity means that flow must vertically sink into the Ekman layer
from above. The Ekman layer thickness is denoted by δEkman (Section 33.3). An analogous picture holds for the
surface Ekman layer in the ocean, yet with the Ekman layer at the top of the column rather than the bottom.

33.2.6 Further study

Our discussion of Ekman velocity arising from Rayleigh drag follows a similar treatment in
Section 7.4 of Marshall and Plumb (2008).

33.3 Ekman number and Ekman layer thickness

Friction that is most prominent near surface and bottom boundaries arises from vertical shears
in the horizontal velocity, with shears leading to flow instabilities and the development of
turbulence and associated turbulent friction. There is no deductive theory for turbulent friction
so we must rely on empirical expressions. These expressions are typically based on a Laplacian
viscous operator, partly motivated by the form arising from kinetic theory of gases briefly
mentioned in Chapter 16. Most notably, this operator supports the development of a boundary
layer through maintenance of both the no-slip (homogeneous Dirichlet) and stress (Neumann)
boundary conditions.

33.3.1 Laplacian vertical friction

We introduced the Laplacian friction operator in Section 25.8.6 when studying stress in fluids.
The Laplacian friction operator considered here is given in terms of the vertical shear of the
horizontal stress vector

F viscous =
1

ρo

∂τ

∂z
=

∂

∂z

[
νeddy ∂u

∂z

]
, (33.17)

with νeddy > 0 a turbulent kinematic viscosity with dimensions L2 T−1. This form of the friction
operator emulates the Laplacian operator representing molecular viscous friction (equation
(25.88)). It is also the form most commonly used in theoretical and numerical models that focus
on boundary layers where rotation is important.

Expanding the derivative in equation (33.17) reveals that the Laplacian friction is nonzero
where there is curvature in the vertical profile of the horizontal velocity, and where there is
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vertical dependence to the viscosity and velocity

F viscous =
∂νeddy

∂z

∂u

∂z
+ νeddy ∂

2u

∂z2
. (33.18)

The turbulent viscosity generally has a vertical dependence, with larger values in the boundary
layer where turbulence is most energetic. This form of the friction preferentially acts on velocity
exhibiting nontrivial vertical structure, thus acting to smooth any vertical dependence. In
Section 68.4 we discuss further mathematical properties of Laplacian friction.

33.3.2 Non-dimensionalization
We non-dimensionalize the equations to isolate non-dimensional numbers affecting the flow
regime. In particular, we identify the Ekman number as a measure of the importance of friction
relative to rotation, with friction important where the Ekman number is order unity or larger,
and unimportant where the Ekman number is much smaller than unity.3

We make use of the following scales and associated non-dimensional quantities

(x, y) = L (x̂, ŷ) z = H ẑ (u, v) = U (û, v̂) f = fo f̂ p = P p̂ (33.19)

where the hat terms are non-dimensional,4 and we introduced typical scales for horizontal length
(L), vertical length (H), velocity (U), Coriolis parameter (fo), and pressure (P ). For the pressure
scale we assume it follows geostrophic scaling so that it can be writen5

P = fo ρo U L. (33.20)

Inserting the relations (33.19) into equation (33.1) leads to the non-dimensional frictional
geostrophic equation

f̂ × û = −∇̂p̂+ F

fo U
. (33.21)

33.3.3 Defining the Ekman number and layer thickness
The Ekman number is a non-dimensional measure of the relative importance of the frictional
acceleration due to vertical shears versus the Coriolis acceleration

Ek =
frictional acceleration from vertical shears

Coriolis acceleration
. (33.22)

The Ekman number increases when there is more boundary layer turbulence, in which case the
eddy viscosity, νeddy, is large relative to its small values in the interior region outside of the
boundary layer. Additionally, the Ekman number increases when moving towards the equator,
where the Coriolis parameter reduces.6

For the viscous stress form of Laplacian vertical frictional acceleration (equation (33.17))

F viscous =
νeddy U

H2

∂2û

∂ẑ2
, (33.23)

3For flows unaffected by rotation, the Reynolds number is the key non-dimensional number (Section 25.9)
determining where viscous friction is important.

4In Section 32.2.1 we defined û as the unit vector pointing along the trajectory of a fluid element. In contrast,
we here let û be the non-dimensional horizontal velocity. The duplication of notation is unfortunate.

5Recall that in Section 29.2.3 we considered pressure in a non-rotating system to scale according to the
dynamical pressure scale, U2, where U is a horizontal flow speed scale. In the presence of planetary rotation, the
large-scale pressure field scales according to the geostrophic balance as per equation (33.20).

6When getting very close to the equator, our assumption of a frictional geostrophic balance breaks down so
that other terms in the momentum equation, such as advection, become important.
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the Ekman number is given by

Ek =
νeddy

foH2
, (33.24)

and the horizontal velocity equation (33.21) takes on the form

f̂ × û = −∇̂p̂+ Ek
∂2û

∂ẑ2
. (33.25)

If we take the vertical scale, H, equal to the length scale over which interior flow processes occur,
then the Ekman number will be very small, even if the eddy viscosity is relatively large. In this
case we conclude that friction is negligible, as indeed it is for many purposes where the boundary
layer is not of concern.

However, the Ekman number multiplies the highest derivative in equation (33.25). So setting
the Ekman number to zero represents a singular limit, whose mathematial meaning is that we
change the order of the differential equation when setting Ek = 0. Reducing the order of the
differential equation means we can only satisfy a reduced number of boundary conditions relative
to the Ek > 0 case. In particular, with Ek = 0 we can no longer satisfy the no-slip condition at
the solid-fluid boundary. In contrast, with any non-zero value of Ek > 0, no matter how small
but nonzero, viscosity drags the flow to zero within a boundary layer where friction is leading
order. We expect a boundary layer to form within a boundary layer thickness, H = δEkman, in
which the Ekman number is order unity so where friction is of leading order importance

H = δEkman =⇒ Ek =
νeddy

fo (δEkman)2
= 1. (33.26)

Turning this equation around we see that the vertical scale, δEkman, defines the viscous Ekman
boundary layer thickness as a function of the eddy viscosity and Coriolis parameter

Ek = 1 =⇒ δEkman = δviscous =
√
νeddy/fo. (33.27)

33.3.4 Estimates for the vertical eddy viscosity

The eddy viscosity is not readily available from direct measurements or first principles. However,
measuring the boundary layer thickness provides a means to infer a bulk viscosity for the
boundary layer

νeddy = fo (δ
Ekman)2. (33.28)

In the atmosphere, the boundary layer thickness is order 1000 m, so that at mid-latitudes, with
fo = 10−4 s−1, we expect

νeddy
atmos ∼ 102 m2 s−1. (33.29)

In the ocean, the upper ocean boundary layer depth, outside of the deep convection regions, is
roughly 50 m, in which case

νeddy
ocean ∼ 0.25 m2 s−1. (33.30)

33.4 Ocean surface Ekman layer

It is possible to establish integrated mass transport properties of the Ekman layer even without
specifying details of the friction (i.e., the viscosity) or the stratification. The key ingredient is
the boundary stress. This stress is commonly estimated for the surface ocean given information
about the wind speed and atmospheric stratification. Hence, Ekman theory has found much
application to studies of the wind-driven ocean circulation, with the integrated properties the
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most consequential results from Ekman theory. We here focus on the ocean surface Ekman layer
and then consider bottom Ekman boundaries for the atmosphere and ocean in Section 33.5.

Before starting, we emphasize that the stress is the key ingredient in computing properties
of the Ekman layer. And yet, determining the stress is a nontrivial exercise in boundary layer
physics, which is outside our scope. Additionally, the turbulent boundary stress exchanged
between the fluid and its boundary (either another fluid, ice, or the solid earth) arises within
Ekman boundary layers, where flow spirals relative to the geostrophic flow in the fluid interior
(outside the Ekman boundary layer). So the boundary stress is generally rotated some amount
relative to the interior geostrophic flow. We consider an analytic example of this rotation when
studying the bottom Ekman layer in Section 33.5. For now, we simply recognize that the story
is relatively simple when assuming the stress is given, but the stress itself can be rather difficult
to accurately determine.

33.4.1 Horizontal mass transport within the Ekman layer

τ(η)

ocean interior 

bottom Ekman layer

surface Ekman layer
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Figure 33.4: Ekman layer at the ocean surface, defined for vertical position ηe(x, y, t) ≤ z ≤ η(x, y, t), with ηe
specifying the Ekman layer bottom and η the free surface vertical position. Boundary stress from winds and/or
sea ice imparts horizontal momentum to the upper ocean that is transmitted throughout the Ekman layer via
the vertical divergence of turbulent horizontal shear stresses. As studied in Section 33.6, there is also a bottom
Ekman layer created by stresses active next to the ocean bottom.

We are concerned with the mass budget for the ocean surface Ekman layer sitting between
the Ekman layer bottom and the ocean free surface

ηe(x, y, t) ≤ z ≤ η(x, y, t), (33.31)

as depicted in Figure 33.4. Knowledge of the mass budget has implications for how mechanical
energy imparted to the boundary layer drives circulation well within the interior of the ocean.
This transport and associated circulation are how Ekman mechanics, limited to the boundary
layer, affect large-scale ocean circulation throughout the fluid column.

Integrating the horizontal Ekman balance (33.4) over the vertical scale of the Ekman layer
leads to

Me =

ˆ η

ηe

ρo ue dz =⇒ f ẑ ×Me =

ˆ η

ηe

ρo F dz, (33.32)

with Me the vertically integrated ageostrophic horizontal mass transport within the Ekman
boundary layer. Assuming friction to be in the form of a vertical stress divergence as in equation
(33.17) leads to the horizontal Ekman mass transport

Me = −f−1 ẑ × [τ (η)− τ (ηe)]. (33.33)
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Stress at the bottom of the Ekman layer, τ (ηe), matches to the stress in the ocean interior. The
stress in the fluid interior is generally much smaller than stress in the turbulent upper ocean
surface, τ (η), so that we can neglect τ (ηe) when computing the mass transport. We are thus led
to the expression for the surface stress induced ageostrophic horizontal mass transport within
the upper ocean Ekman layer

Me = −f−1 ẑ × τ (η) = f−1 [x̂ τy(η)− ŷ τx(η)]. (33.34)

The surface stress induced mass transport given by equation (33.34) is very useful in practice.
Notably, we do not need to know the thickness of the Ekman layer. Rather, the mass transport
is determined solely by the surface boundary stress.7 Furthermore, the horizontal mass transport
within the Ekman layer is directed at right angles to the surface stress, as depicted in Figure
33.5, with mass transport to the right of the surface stress in the northern hemisphere and to
the left in the southern hemisphere.

x

y

zu
f > 0
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Figure 33.5: Horizontal transport integrated over the thickness of the surface ocean Ekman layer in the region
ηe(x, y, t) ≤ z ≤ η(x, y, t). The net mass transport is directed perpendicular to the boundary stress, oriented to
the right in the northern hemisphere and to the left in the southern hemisphere. Here, the boundary stress, τ ,
is shown directed to the north so that in the northern hemisphere (f > 0), the vertically integrated horizontal
Ekman transport, Me, is to the east. This perpendicular mass transport is the result of the vertically spiralling
Ekman flow. The Ekman mass transport resulting from boundary stress is independent of the assumptions made
about ocean friction within the ocean boundary layer, and it is independent of the stratification assumed for the
Ekman layer.

33.4.2 Example Ekman mass transports

Consider an example with an eastward zonal boundary stress, τ (η) = |τ | x̂ (i.e., westerly winds).
In this case, the Ekman transport in the upper ocean is meridional

Me = −(|τ |/f) ŷ, (33.35)

which points equatorward in both hemispheres. Conversely, in the equatorial region where winds
are predominantly from the east (easterly winds) so that τ (η) = −|τ | x̂, then the horizontal
Ekman mass transport causes waters to move poleward away from (diverge from) the equator.
Mass continuity is then satisfied by upwelling waters along the equator within the Ekman layer.
We sketch the elements of this flow in Figure 33.6. Exercise 33.1 considers an analogous situation
for a channel in the southern hemisphere, thus illustrating a basic feature of the wind-driven
overturning circulation in the Southern Ocean.

7As noted at the start of this section, determining the stress, τ (η), transferred to the ocean requires information
about the boundary layer processes in both the ocean and the adjoining media (either the atmosphere or cryosphere).
Nevertheless, by expressing the mass transport, Me, in terms of the boundary stress provides a clear delineation
of the causes for boundary layer transport. It has thus offered an important foundation for theories of wind-driven
ocean circulation.
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⌧ = �|⌧ | x̂

Figure 33.6: Easterly winds along the equator drive poleward horizontal mass transport within the upper ocean
Ekman layer, as per equation (33.35). Furthermore, as discussed in Section 33.4.3, a steady state Ekman layer
mass budget is typically realized by the upwelling of interior waters into the Ekman layer.

A second example concerns the case of a wind stress with a component aligned with a
coastline as depicted in Figure 33.7. When the horizontal Ekman mass transport is directed
away from the coast, a steady mass balance in the Ekman layer is associated with the upwelling
of waters from beneath the Ekman layer. Conversely when the horizontal mass transport is
directed toward the coast, steady mass balance is realized by coastal downwelling. This process
is very important for coastal physical and biological oceanography.
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Me
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upwelling downwelling

Figure 33.7: Wind stresses with a component that is parallel to coastlines lead to horizontal mass transport
away from or towards the coast. Mass continuity then leads to coastal upwelling or downwelling of waters into or
out of the Ekman layer. Here we depict the various scenarios for the northern hemisphere (top row) and southern
hemisphere (bottom row), with the gray regions representing land, the black vectors the wind stresses, and the
red arrows the horizontal wind induced mass transports in the Ekman layer. This figure is adapted from Figure
4-24 of von Arx (1962).

33.4.3 Mass budget for the Ekman layer
As seen in Figure 33.3, the horizontal transport of fluid within the Ekman layer induces a vertical
transport into or out of the Ekman layer. To obtain a mathematical expression for the vertical
transport, integrate the continuity equation ∇·v = 0 over the vertical extent of the Ekman layer

∂

∂x

[ˆ η

ηe

udz

]
+

∂

∂y

[ˆ η

ηe

v dz

]
+ [w(η)− u(η) · ∇η]− [w(ηe)− u(ηe) · ∇ηe] = 0. (33.36)

For a Boussinesq ocean, the kinematic boundary condition at the ocean free surface is given by
equation (21.5)

w +Qm/ρo = ∂tη + u · ∇η at z = η(x, y, t). (33.37)
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Similarly, at the bottom of the Ekman layer we measure the volume transport through this layer
by computing the dia-surface transport, w(η̇e), according to equation (64.38)

w(η̇e) = w − (∂tz + u · ∇z) at z = ηe(x, y, t). (33.38)

The sign convention is such that w(η̇e) > 0 means that volume enters (entrains into) the surface
Ekman layer through its base, whereas w(η̇e) < 0 means that volume leaves (detrains from) the
surface Ekman layer base.

Using the kinematic boundary conditions (33.37) and (33.38) in the vertically integrated
volume budget (33.36), and rearranging, leads to the Ekman layer mass budget

ρow
(η̇e) +Qm = ρo ∂he/∂t+∇ ·M . (33.39)

In this equation we wrote
he = η − ηe (33.40)

for the thickness of the Ekman layer and

M = ρo

ˆ η

ηe

u dz (33.41)

for the Ekman layer integrated horizontal mass transport. As a check on the above manipulations,
let the Ekman layer go to the ocean bottom (so that w(η̇e) = 0 and ηe = ηb), in which case the
mass budget equation (33.39) correctly reduces to the kinematic free surface equation for the
full ocean column as given by equation (21.81)

ρo ∂tη = Qm − ρo∇ ·U , (33.42)

with U =
´ η
ηb
u dz the vertically integrated horizontal velocity.

z = η

z = ηe

Qm

surface Ekman layer

ρ0 w( ·ηe)

M M

z

Figure 33.8: Mass budget over the surface Ekman layer of the ocean, with contributions from the surface mass
flux, Qm, flux through the bottom of the layer, w(η̇e), and vertically integrated horizontal flux, M , within the
layer. If there are any imbalances then the layer thickness will have a nonzero time tendency, ∂the ̸= 0. Our
sign convention is such as w(η̇e) > 0 corresponds to water entering (entraining into) the Ekman layer (vertically
upward motion) through the Ekman layer base at z = ηe, and likewise Qm > 0 correspondes to water entering the
Ekman layer through the free surface at z = η. Entrainment through the base of the Ekman layer is referred to as
Ekman suction or Ekman upwelling. The opposite case is referred to as Ekman pumping or Ekman downwelling
when water leaves the Ekman layer and enters the ocean interior.

The horizontal mass transport given by equation (33.41) has a contribution from both the
Ekman transport and remaining processes, such as geostrophic flow and ageostrophic flows not
associated with Ekman. We write this mass transport in the form

M =Me +Mother. (33.43)
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The horizontal Ekman transport is determined by the boundary stress according to equation
(33.34), with its divergence given by

∇ ·Me = ẑ · [∇× (τ/f)]. (33.44)

This result brings the Ekman layer mass budget (33.39) into the form

ρow
(η̇e) +Qm = ρo ∂the +∇ ·Mother + ẑ · [∇× (τ/f)]. (33.45)

The left hand side measures the mass transport crossing the bottom of the Ekman layer,
ρow

(η̇e), plus the transport crossing the free surface, Qm. This transport balances a time change
in the Ekman layer thickness (first right hand side term), plus the horizontal divergence of mass
within the layer (associed with non-Ekman and Ekman). A steady state Ekman layer thickness,
∂he/∂t = 0, is realized if the horizontal divergence of mass within the Ekman layer is exactly
balanced by mass entering the Ekman layer through the top and/or bottom of the layer. We
illustrate this budget in Figure 33.8. For example, in the equatorial case of Figure 33.6, the
diverging horizontal Ekman layer flow induced by easterly winds (poleward Ekman transport
on both sides of the equator) is balanced by water upwelling into the Ekman layer through the
base, w(η̇e) > 0, along with a generally smaller effects from surface mass fluxes through Qm and
possible other contributions through ∇ ·Mother.

33.4.4 Ekman layer coupled to the geostrophic interior
The effects from boundary stress curl in equation (33.45) warrant particular attention whereby

ρow
(η̇e)
Ekman ≡ ∇ ·Me = ẑ · [∇× (τ/f)]. (33.46)

The stress curl, as well as changes in f on the sphere, drive vertical motion through the base
of the Ekman layer. The flow crossing the Ekman layer boundary acts to stretch or compress
vertical fluid columns in the adjoining fluid interior. Interior fluid columns in a rotating fluid are
stiffened through the effects of Taylor-Proudman (Section 31.5.3). From our understanding of
vorticity (studied in Chapter 40), particularly the notions of vortex stretching, we see that the
Ekman induced stretching/compression of interior fluid columns leads to a change in vorticity of
the fluid interior, and can then lead to meridional motion due to the beta effect (see discussion
of Sverdrup balance in Section 31.5.4).

Consider an example with ∇ ·Me = ẑ · [∇× (τ/f)] > 0, so that winds induce a divergence
within the Ekman layer. In a steady state, the interior flow accommodates this Ekman layer
mass divergence by upwelling water through the Ekman layer base, w(η̇e) > 0. This process of
entraining interior water into the Ekman layer is known as Ekman suction or Ekman upwelling.
For the opposite case with ẑ · [∇× (τ/f)] < 0, water leaves (detrains) from the Ekman layer
and moves into the interior region sitting below the boundary layer. Water detraining from
the Ekman layer is known as Ekman pumping or Ekman downwelling. As water diverges it
produces a local low pressure so that the induced flow in the geostrophic interior is cyclonic
around a region of Ekman divergence/upwelling. Conversely, the induced interior geostrophic
flow is anti-cyclonic around a region of Ekman convergence/downwelling. Figure 33.9 provides
an illustration for the variety of cases found in the northern and southern hemispheres.

In the language of vorticity, developed in Part VII of this book, Ekman upwelling with
w(η̇e) > 0 leads to vortex stretching of interior fluid columns, whereas Ekman downwelling with
w(η̇e) < 0 squashes the interior fluid columns. Vertical stiffening through Taylor-Proudman within
the geostrophic interior, coupled to Ekman induced vortex stretching/squashing, makes what
happens within the Ekman boundary layer of primary importance to the interior geostrophic
flow. This boundary-interior coupling forms a key mechanism for how mechanical forcing from
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ẑ · [→↑ (ω/f)] = → ·Me > 0

Figure 33.9: Plan view depicting the steady state horizontal and vertical transport in the surface ocean
Ekman layer (ignoring the possible transport across the ocean surface from Qm). The left column shows
horizontal wind-induced convergence in the Ekman layer that induces vertical pumping/downwelling, where
∇ ·Me = ẑ · [∇× (τ/f)] < 0. The right column shows the horizontal divergence within the Ekman layer that is
balanced by suction/upwelling, where ∇ ·Me = ẑ · [∇× (τ/f)] > 0. The top row is for the northern hemisphere,
with f > 0, and the bottom row is for the southern hemisphere. The red arrows depict the sense for the induced
geostrophic circulation in the interior just below the Ekman layer. Note that the horizontal Ekman transport is to
the right of the red circulating flow in the northern hemisphere and to the left in the southern. Ekman pumping
is associated with anti-cyclonic circulation (clockwise in the northern hemisphere and anti-clockwise in southern
hemisphere). In contrast, Ekman suction is associated with cyclonic circulation. The circulation is supported by
pressure gradients, with high pressure in regions of Ekman convergence, ∇ ·Me < 0, due to the accumulation of
mass towards the center, thus giving rise to anti-cyclonic geostrophic flow in the interior. The opposite holds for
regions of Ekman divergence, ∇ ·Me > 0, where water leaves the region thus leaving a low pressure center and
inducing a cyclonic interior geostrophic flow.

surface boundary stress creates the wind driven ocean circulation. It is notable that the coupling
between boundary layer and interior flow is absent from non-rotating boundary layer flows. In
Figure 33.10 we offer a highly idealized schematic of the circulation implied by Ekman dynamics
in a homogeneous fluid on an f -plane, thus illustrating the coupling of the upper surface Ekman
layer to the geostrophic interior and then to the bottom Ekman layer. We also discuss the
geostrophic Sverdrup balance in Section 44.4, which builds on the ideas in this section.

33.4.5 Further study

The following videos offer visuals to help develop further intuition for Ekman boundary flows.

• This 4-minute video from Science Primer provides an overview of how Ekman transport
affects ocean circulation features near the coast and in open ocean gyres.

• This video from MIT Earth, Atmospheric, and Planetary Sciences illustrates the spiral
flow found within an Ekman layer as realized in a rotating tank experiment.
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z

f > 0

Figure 33.10: Schematic ocean Ekman gyre circulation in a rectangular box in the northern hemisphere on an
f -plane as forced by an anti-cyclonic wind stress curl. The wind stress curl causes fluid to pile up in the center of
the gyre and develop an anti-cyclonic flow. The horizontal convergence of mass towards the center of the gyre
leads to downwelling into the gyre interior below the Ekman layer (as per the upper left panel of Figure 33.9).
This downwelling water enters the geostrophic interior and further into the bottom Ekman layer. As discussed in
Section 33.5, the downwelling water in the bottom Ekman layer causes a horizontal divergence of mass. Assuming
the domain has fixed vertical side walls, continuity requires an upwelling along the outer portion of the gyre. If
the wind stress is symmetric about the center of the domain, then so is the flow. However, as studied in Section
39.7, the axial symmetry is broken on the β-plane, in which flow is stronger on the western side of the gyre even if
the wind remains symmetric about the domain center. This figure is adapted from Figure 6-15 of von Arx (1962).

• This video from the UCLA SpinLab, near the 18 minute mark, shows how Ekman transport
helps to explain the garbage patches found near the center of the ocean’s sub-tropical
gyres.

• This video from the University of Chicago, starting near the 23 minute mark, provides
examples of Ekman layers in a rotating tank. The other portions of this video exhibit
many other novel aspects of rotating fluids and is highly recommended.

33.5 Bottom Ekman layer
In this section we study the mechanics of a bottom Ekman boundary layer. For the mass
transport, we merely translate the results from the upper ocean Ekman layer considered in
Section 33.4, whereby the mass transports are specified by the bottom boundary stress. We go
further in this analysis by also providing an analytic expression for the velocity profile within
the Ekman layer, with the velocity profile allowing us to diagnose the bottom boundary stress
according to the Neumann boundary condition placed on the horizontal velocity (equation
(33.59) below).

33.5.1 Horizontal mass transport within the Ekman layer
Turning the derivation from Section 33.4.1 upside-down leads to a bottom horizontal Ekman
mass transport

Me =

ˆ ηe

ηb

ρo ue dz = −f−1 ẑ × [τ (ηe)− τ (ηb)] ≈ f−1 ẑ × τ (ηb). (33.47)

Note the sign swap relative to the upper Ekman layer transport in equation (33.34). Hence, the
Ekman transport is directed to the left of the bottom stress in the northern hemisphere and to
the right in the southern hemisphere. Care must be exercised when determining the stress, with
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examples given below, including an analytic example given in Section 33.5.3. In general, the
stress is not aligned with the interior geostrophic flow, but is instead rotated by some amount.

Atmosphere-ocean Ekman layers

Consider the case where the bottom Ekman layer is the bottom of the atmosphere sitting over
the ocean. The stress imparted to the bottom of the atmosphere is equal in magnitude yet
oppositely directed to the stress acting on the upper ocean.8 Hence, the frictional stress induced
mass transport (33.34) for the upper ocean Ekman layer is equal and opposite to the frictional
stress induced mass transport in the atmosphere Ekman layer

M ocn
e = −M atm

e =⇒M ocn
e +M atm

e = 0. (33.48)

Since the density of the atmosphere and ocean are quite different, the equal Ekman mass
transports correspond to very different volume transports.

Ocean-solid earth or atmosphere-solid earth Ekman layer

Consider the bottom Ekman layer next to the solid earth. Just like the atmosphere-ocean case,
the stress imparted by the fluid on the earth is equal and opposite to the stress by the earth
on the fluid. It is not generally simple to determine this stress, though we provide an example
in Section 33.5.3 based on assuming information about the vertical viscosity profile within the
boundary layer. From that example, we see that the stress is not directly aligned with the
interior geostrophic flow just above the boundary layer. Instead, the stress is π/4 rotated to the
left of the interior flow. The rotation is due to the spiralling structure of the boundary layer
flow that gives rise to the stress.

33.5.2 Mass budget for the bottom Ekman layer
Following the derivation of the Ekman layer mass budget in Section 33.4.3, and assuming no
mass enters through the solid earth, we are led to the mass budget for the bottom Ekman
boundary layer9

ρow
(η̇e) = ρo ∂the −∇ ·M (33.49)

where z = ηe(x, y, t) is the vertical position for the top of the bottom Ekman layer, and

he = ηe − ηb (33.50)

is the Ekman layer thickness. For a steady state, the budget equation (33.49) says that the
horizontal convergence of mass into the bottom Ekman boundary layer leads to a detrainment
of mass from the Ekman layer into the interior fluid above (upwelling). Conversely, when fluid
horizontally diverges from the bottom Ekman layer there is a balance from an entrainment
(downwelling) of fluid from the interior into the Ekman layer. This orientation for the mass
transport is illustrated in Figure 33.3 as part of our earlier discussion.

33.5.3 An analytic bottom Ekman spiral velocity
When studying the bottom boundary layer for the atmosphere or the surface boundary layer for
the ocean, we are generally afforded an estimate of the frictional boundary stress, τ (η). In turn,

8Recall our discussion of stress in Chapter 25, whereby stress on one side of an interface matches that on the
other, which is a result following from Newton’s third law.

9Note the sign swap in the budget (33.49) in front of the horizontal transport term as compared to the surface
boundary layer mass budget (33.39).
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we can estimate the boundary stress induced mass transport and its divergence, and we can do
so without making assumptions about the density profile or viscous stresses within the boundary
layer. However, this estimate is less directly accessible for the ocean bottom Ekman layer, where
we need τ (ηb) to determine the mass transport. We here take an alternative approach that
produces an analytic profile for the velocity within the Ekman layer, so long as we know the
viscosity within the boundary layer. Knowing the velocity profile then affords an estimate of the
boundary stress. This approach requires a few assumptions that are not always met, in particular
it requires the viscosity. Even so, it provides physical insights that further our understanding of
Ekman mechanics thus motivating the analysis.

Physical configuration
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f ẑ → ug

Figure 33.11: A southward geostrophic flow in the northern hemisphere (f > 0) induced by an eastward pressure
gradient acceleration (low pressure to the east; ∂p/∂x < 0) that balances a westward Coriolis acceleration.

We assume flow above the boundary layer is geostrophic and supported by a prescribed
vertically independent pressure gradient

f ρo ug = ẑ ×∇p. (33.51)

A specific example is given by Figure 33.11, where a southward geostrophic flow in the northern
hemisphere has an eastward pressure gradient acceleration (low pressure to the east) balanced
by a westward Coriolis acceleration.

For flow within the bottom boundary layer, viscous stresses exchange horizontal momentum
vertically between the inviscid geostrophic interior and the bottom no-slip condition. This viscous
exchange slows the boundary layer velocity relative to the interior geostrophic velocity above
the boundary layer. Since the pressure gradient is assumed to be vertically independent and
prescribed, the slower velocity within the boundary layer means that the Coriolis acceleration
is unable to balance the pressure gradient acceleration. This imbalance between pressure
acceleration and Coriolis acceleration leads to a down pressure gradient component to the
boundary layer velocity. As a result, the velocity spirals downward toward the bottom.

The key assumptions required to produce an analytic Ekman spiral velocity are: (i) the
fluid within the Ekman layer has a constant density, ρo; (ii) the Coriolis parameter is a constant
as per the f -plane; (iii) the prescribed pressure gradient is vertically independent so that the
associated geostrophic velocity is vertically independent; (iv) the eddy viscosity is constant
within the boundary layer and zero in the interior region above the boundary layer; (v) the flow
is steady. The homogeneous density assumption is motivated by the rather small vertical scale
of the bottom Ekman layer (tens of meters) relative to the horizontal scales over which density
varies in the ocean bottom (tens to hundreds of kilometers). A constant viscosity is not always
realistic since the turbulent viscosity is generally inhomogeneous within boundary layers. Even
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so, by assuming sufficient time for statistics to become stationary we can expect to make good
use of the time averaged viscosity.

Velocity profile within the Ekman layer

Bringing the above assumptions into the frictional geostrophic equations (33.1) leads to

f ẑ × u = −(1/ρo)∇p+ νeddy ∂zzu frictional geostrophy (33.52a)

∂z(∇hp) = 0 z-independent horizontal pressure gradient (33.52b)

u(ηb) = 0 no-slip bottom boundary condition (33.52c)

u(∞) = ug matching to geostrophic interior. (33.52d)

Decomposing the velocity into its geostrophic and ageostrophic components

u = ug + ue, (33.53)

leads to

f ẑ × ue = νeddy ∂zzue (33.54a)

ue(ηb) = 0 (33.54b)

ue(∞) = 0. (33.54c)

To reach this result we noted that the geostrophic velocity is vertically independent within
the boundary layer where the density is constant, so that the geostrophic velocity does not
contribute to the viscous friction operator. These coupled second order differential equations are
equivalent to the two uncoupled fourth order differential equations

(f2 + ν2 ∂zzzz)ue = 0 (33.55a)

ue(ηb) = 0 (33.55b)

ue(∞) = 0. (33.55c)

A solution to these equations renders the Ekman boundary layer profile

u(z) = ug

[
1− e−∆z/he cos(∆z/he)

]
− vg e−∆z/he sin(∆z/he) (33.56a)

v(z) = vg

[
1− e−∆z/he cos(∆z/he)

]
+ ug e

−∆z/he sin(∆z/he) (33.56b)

h2e = 2 νeddy/|f | (33.56c)

∆z = z − ηb. (33.56d)

Properties of the Ekman spiral

The spiral velocity profile (33.56a)-(33.56b) vanishes at the bottom, z = ηb =⇒ ∆z = 0, reflecting
the no-slip bottom boundary condition. It also reduces to the interior geostrophic velocity
at ∆z = ∞. In moving downward through the boundary layer, the boundary layer current
deflects to the left of the interior geostrophic current (deflection is to the right in the southern
hemisphere). This deflection is consistent with the schematic in Figure 33.10. Making use of the
integral identities

ˆ ∞

ηb

e−∆z/he cos(∆z/he) d∆z = he/2 and

ˆ ∞

ηb

e−∆z/he sin(∆z/he) d∆z = −he/2 (33.57)
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leads to the frictionally induced mass transport within the Ekman layer

Me = ρo

ˆ ∞

ηb

ue dz (33.58a)

= (he ρo/2) [−x̂ (ug + vg) + ŷ (ug − vg)] (33.58b)

= f−1 ẑ × τ (ηb), (33.58c)

where we introduced the bottom stress according to equation (33.47). Furthermore, this stress
is given by the Neumann boundary condition placed on the horizontal velocity

τ (ηb) = ρo ν
eddy

[
∂ue

∂z

]
z=ηb

= (f he/2) [x̂ (ug − vg) + ŷ (ug + vg)]. (33.59)

Following from equation (33.49) we see that the bottom stress induced mass transport across
the top of the bottom Ekman boundary layer is

ρow
(η̇e)
Ekman = −∇ ·Me = −∇ · [f−1 ẑ × τ (ηb)] = (he/2) ζg, (33.60)

where we made use of the f -plane assumption to set ∇ · ug = 0 and introduced the relative
vorticity of the geostrophic flow

ζg = ∂xvg − ∂yug. (33.61)

Hence, the relative vorticity of the interior geostrophic flow equals to the divergence to the
horizontal mass transport within the bottom Ekman layer. We illustrate the Ekman mass
transport and bottom stress in Figure 33.12.
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f ẑ → ug

Figure 33.12: Mass transport and bottom stress in a homogeneous bottom Ekman layer on an f -plane in the
northern hemisphere. Note how the boundary layer stress is directed π/4 radians to the left of the prescribed
interior geostrophic velocity. Furthermore, the horizontal Ekman transport is itself π/2 radians to the left of the
stress, which is then 3π/4 to the left of the geostrophic velocity.

33.5.4 Comments
The Ekman spiral is a striking solution to the linear frictional geostrophic equations in a
homogeneous fluid next to a flat no slip boundary. Section 5.7 of Vallis (2017) provides further
discussion of the Ekman spiral solution discussed here. The spiral profile has been measured
in the atmosphere and can be produced in the laboratory. However, it has proven difficult to
measure in the ocean (see Gnanadesikan and Weller (1995) for an example). Even so, the effects
from Ekman transport are robust features of the theory developed in this chapter, with those
results independent of details for the vertical viscosity.
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33.6 Arrested bottom Ekman flows
When studying the vertical velocity profile within the bottom boundary layer in Section 33.5, we
assumed the density to be uniform within the boundary layer. A uniform density is commonly
assumed for Ekman layers. However, MacCready and Rhines (1991, 1993), and Garrett et al.
(1993) questioned that assumption in their study of bottom boundary layers in the presence of a
nonzero vertical density stratification next to sloping topography. They point out the remarkable
possibility of a vanishing frictional stress within the sloping bottom boundary layer. That is,
rather than nonzero friction leading to a zero flow next to the bottom, flow is arrested by a
compensation of pressure gradient accelerations. The vanishing frictional stress motivates the
term slippery Ekman layers, whereas the equivalent term arrested Ekman layer refers to the
zero boundary layer flow. We here briefly describe the arrested Ekman layer by studying Figure
33.13.

33.6.1 Description of the adjustment
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Cross-slope frictionally driven upwelling within bottom boundary layer

Westward Coriolis acceleration

land
Arrested flow within the bottom boundary

Westward baroclinic pressure acceleration within adjusted bottom boundary

Transient state
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Southward interior geostrophic flow

Southward interior geostrophic flow

Figure 33.13: In both panels we depict a prescribed barotropic pressure acceleration that acts eastward and
has a corresponding southward geostrophic flow and westward Coriolis acceleration. The solid black lines depict
surfaces of constant buoyancy, also known as isopycnals (see Chapter 30). Top panel: As the flow enters the
bottom boundary layer it slows so that its Coriolis acceleration no longer balances the barotropic pressure, thus
sending water cross slope in the down pressure gradient direction. Bottom panel: The cross-slope movement
of density creates a baroclinic pressure acceleration that counteracts the barotropic pressure acceleration. The
steady state is realized when the two pressure accelerations balance, in which case flow within the boundary layer
halts. In this halted state there are no frictional stresses since the flow halts due to pressure effects rather than
friction. Note that isopycnals are shown intersecting the solid boundary in a perpendicular direction, which is
implied by the no-flux bottom boundary condition (in the absence of geothermal heating) as discussed in Section
20.4.2. Geostrophic flow in the opposite direction leads to downwelling along the bottom rather than upwelling.
This figure is adapted from Figure 5 of W̊ahlin et al. (2012).
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In both panels of Figure 33.13 we depict a prescribed vertically independent (barotropic)
pressure acceleration that acts eastward and has a corresponding southward geostrophic flow
(f > 0) and westward Coriolis acceleration. This configuration is identical to that shown in
Figure 33.11 when studying the bottom Ekman spiral over a flat bottom. As the flow enters the
bottom boundary layer it slows so that its Coriolis acceleration no longer balances the barotropic
pressure gradient acceleration (we have seen this imbalance throughout this chapter). The
bottom Ekman layer flow sends water cross-slope in the direction down the barotropic pressure
gradient. In the configuration shown here, the cross-slope flow advects denser water upslope. In
so doing, a horizontal depth-dependent (baroclinic) pressure acceleration develops adjacent to
the bottom boundary layer, with the baroclinic pressure acceleration pointing opposite to the
barotropic pressure acceleration. A steady state is realized when the two pressure accelerations
balance, in which case flow within the boundary layer halts.

It is remarkable that the dynamical balance for the arrested bottom boundary layer flow
does not involve friction. Rather, arrest happens when the two pressure gradients balance and
the Coriolis acceleration vanishes. That is, referring to the frictional geostrophic equation (33.1),
each term separately vanishes in the arrested state.

33.6.2 Applications
MacCready and Rhines (1991, 1993) and Garrett et al. (1993) study the transient adjustment
leading to the arrested state. They derive the expression for the time scale for adjustment to
the arrest state

Tarrest =
|f |
N2 s2

, (33.62)

where s is the slope of the bottom topography and N2 is the squared buoyancy frequency of the
ambient water. The time is less in regions of strong stratification (N2 relatively large), large
topographic slopes (s2 large), and low latitudes (f small). Conversely, the infinite time for either
N2 = 0 or s2 = 0 indicates the need for both stratification and topographic slopes to render an
arrest. Finally, we note the absence of any dissipation parameters (e.g., viscosity) from the time
scale. Friction is needed to support the Ekman layer where flow crosses isobars, but the time to
reach the arrested state is independent of friction.

W̊ahlin et al. (2012) interpreted observations from the Amundsen Sea according to the
arrested Ekman boundary layer and found Tarrest to be just a few hours. Additionally, the
numerical model studies from Spence et al. (2017) and Webb et al. (2019) point to the ability of
barotropic shelf waves around Antarctica to provide an onshore directed barotropic pressure
acceleration. Through the arrested Ekman layer mechanism described here, they find that the
barotropic pressure is compensated through an upslope transport of relatively warm deep water
in regions of the Antarctic Peninsula. Extensions and refinements of these ideas support an
active area of ongoing research (e.g., Ruan et al., 2021; Peterson and Callies, 2022).

33.7 Exercises
exercise 33.1: Ekman mass transport in a southern channel
Consider a southern hemisphere zonally periodic channel (e.g., an idealized Southern Ocean)
with a zonal wind stress that has a meridional dependence such as shown in Figure 33.14.
Following the discussion in Sections 33.4.1 and 33.4.4, sketch the sense for the horizontal and
vertical Ekman mass transport arising from this wind stress. Show the transport for regions to
the north and to the south of the wind stress maximum. Ignore the β contribution by assuming
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the channel is not very wide and by noting that β is smaller in the high latitudes (as relevant to
the Southern Ocean).

x
y

τx = τx(y)f < 0

Figure 33.14: Zonal wind stress in a southern hemisphere zonally periodic channel with a maximum flanked by
lower winds. What is the sense for the associated horizontal and vertical Ekman mass transport following from
the discussion in Sections 33.4.1 and 33.4.4?

exercise 33.2: Relating Ekman, Rossby, and Reynolds numbers
Under certain scalings, we can connect the Ekman number to the Rossby and Reynolds numbers.
In detail, we have

Ro =
U

fo L
and Ek =

νeddy

foH2
and Re =

W H

νeddy
, (33.63)

where

H = vertical length scale (33.64a)

L = horizonal length scale (33.64b)

U = horizonal velocity scale (33.64c)

W = vertical velocity scale. (33.64d)

and we defined the Reynolds number (Section 25.9) in terms of the vertical viscosity, vertical
length scale, and vertical velocity scale. What is the ratio of the Rossby number to Reynolds if
the flow is non-divergent?

exercise 33.3: Ekman boundary layers and Rayleigh drag
Rayleigh drag described in Section 33.2.3 allowed us to study the effects of friction on fluid
trajectories. However, Rayleigh drag has no spatial derivatives, which contrasts to the Laplacian
friction from Section 33.3.1 and used elsewhere in this chapter. Comment on whether Rayleigh
drag can support the no-slip boundary condition and the corresponding development of a
boundary layer.
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Chapter 34

SPACE AND TIME DEPENDENT GRAVITY

We here formulate the dynamical equations for a geophysical fluid in the presence of a space
and time dependent gravitational acceleration. This formulation has application to the study of
astronomical tides in the ocean, thus motivating a discussion of the astronomical tidal forcing that
follows the treatment given in Chapter 3 of Pugh (1987) and Section 5.15 of Apel (1987), with
Chapter 2 of Brown (1999) and Section 17.4 of Stewart (2008) useful pedagogical supplements.
Besides tides, a topic of interest to climate science concerns the study of how ocean sea level
responds to changes in mass distributions associated with melting land ice. The nontrivial
impact that melting land glaciers has on the earth’s geoid and earth’s rotation (Farrell and
Clark , 1976; Mitrovica et al., 2001; Kopp et al., 2010) further motivates developing the dynamical
equations of a liquid ocean in the presence of a space-time dependent gravity.

reader’s guide to this chapter
This chapter assumes an understanding of the equations of motion derived in Chapter 24

as well as the gravitational and planetary centrifugal accelerations from Section 13.10. We
dispense with tensor notation in this chapter, with subscripts used here as descriptive labels
rather than tensor indices. No other chapter depends on the material in this chapter.
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34.5.1 Tidal acceleration in a spherically symmetric gravity field . . . . 928
34.5.2 Heuristics of tidal acceleration on the surface of a sphere . . . . . 928
34.5.3 Gravitational potential for an idealized earth-moon system . . . . 931
34.5.4 Concerning realistic tides . . . . . . . . . . . . . . . . . . . . . . 934
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34.1 Gravitational potential
In this section we summarize elements of the gravitational force, including the case with a
non-constant gravitational acceleration such as occurs from astronomical tidal forcing and
changes to the mass distribution of the planet.

925



34.2. MOMENTUM EQUATION

34.1.1 Simple geopotential
As detailed in Section 13.10, the effective gravitational field incorporates the effects from the
planetary centrifugal acceleration. The effective gravitational field is conservative, so that the
gravitational acceleration of a fluid element can be represented as the gradient of a scalar (see
Section 13.10.4),

g = −∇Φ, (34.1)

with Φ the geopotential. In most applications of this book, the local vertical direction is denoted
by

z = r −Re, (34.2)

with z = 0 the geopotential surface corresponding to a resting ocean and Re = 6.367× 106m the
average radius of the earth (Section 13.1). The geopotential in this case is given by

Φ = Φ0 = g z, (34.3)

with g ≈ 9.8m s−2 the typical value used for the gravitational acceleration at the earth’s surface.

34.1.2 General geopotential
Consider a generalized geopotential written in the form

Φ = Φ0(r) + Φ1(r, λ, ϕ, t), (34.4)

where Φ0(r) is the geopotential given by equation (34.3), and Φ1 incorporates perturbations
to the geopotential. For the study of ocean tides, the structure of Φ1 arises from astronomical
perturbations to the earth’s gravity field. The calculation of ocean tides arising from astronomical
forcing is formulated with a space-time dependent geopotential as in equation (34.4), with the
radial dependence of Φ1 neglected (e.g., Section 9.8 in Gill , 1982). Arbic et al. (2004) provide a
discussion of global tide modelling.

Nontrivial Φ1 variations also arise from perturbations in terrestrial masses, such as the
melting of land ice such as that occurring on Greenland or Antarctica due to climate warming.
These mass distribution changes lead to changes in the earth’s gravitational field, its rotational
moment of inertia, and the deformation of the crust (GRD as in Gregory et al. (2019)). Each of
these effects lead to modifications in the static equilibrium sea level. In contrast to ocean tides,
GRD perturbations associated with melting land ice are not periodic nor readily predictable.
Furthermore, as evidenced by Figure 1 in Mitrovica et al. (2001), the amplitude of static
equilibrium sea level changes can be far greater than typical open ocean tide fluctuations.

34.2 Momentum equation
As detailed in Section 24.2.3, the inviscid momentum equation for a rotating fluid in a gravitational
field is given by

ρ
Dv

Dt
+ 2Ω× ρv = −∇p− ρ∇Φ. (34.5)

In writing the momentum equation in the form (34.5), we have chosen to retain an orientation
afforded by the unperturbed geopotential, Φ0(r), which are surfaces of constant z. This approach
reflects that commonly used to study ocean tides. In the presence of a perturbed geopotential, Φ1,
the “horizontal” directions defined by surfaces of constant z are no longer parallel to geopotential
surfaces. We thus may interpret the sum ∇hp+ ρ∇hΦ as an orientation of the pressure gradient
along surfaces of constant geopotential, where the geopotential is determined by Φ = Φ0 +Φ1,
rather than just the unperturbed geopotential Φ0.
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34.3 Hydrostatic primitive equations
As detailed in Section 27.1, the hydrostatic primitive equations reduce the vertical momentum
equation to its static inviscid form, which is the hydrostatic balance

∂p

∂z
= −ρ ∂Φ

∂z
= −ρ (g + ∂zΦ1). (34.6)

The hydrostatic balance is modified from its traditional form for cases where the perturba-
tion geopotential Φ1 exhibits nontrivial depth dependence. Correspondingly, the horizontal
momentum equation (making the Traditional Approximation from Section 27.1) takes the form

ρ
Du

Dt
+ ẑ f × ρu = −(ρ∇hΦ1 +∇hp) (34.7)

where ∇h is the horizontal gradient taken on surfaces of constant z. In their oceanic Boussinesq
form (Chapter 29), the inviscid horizontal momentum equation becomes

Du

Dt
+ ẑ f × u = −(1/ρo) (ρo∇hΦ1 +∇hp) (34.8)

where ρo is the constant reference density for a Boussinesq fluid. The Boussinesq form makes the
addition of a perturbed geopotential quite straightforward, in which it is gradients in ρo Φ1 + p
that take the place of gradients in pressure p.

34.4 Depth independent perturbed geopotential
A particularly simple form of Φ1 occurs when it is depth independent,

Φ1 = Φ1(λ, ϕ, t), (34.9)

in which case the hydrostatic balance (34.6) returns to its traditional form ∂zp = −ρ g. This
form is motivated by the scale analysis in Section 34.5.3 where we find that the radial component
of the earth’s gravitational field greatly exceeds that from the moon or other celestial bodies, so
that it is the lateral variation in the gravitational acceleration that drive tidal motions. In this
case it is convenient to write the geopotential as

Φ1 = −g h, (34.10)

with h = h(λ, ϕ, t) the perturbed geopotential height field. The full geopotential is thus written

Φ = g (z − h), (34.11)

with this form revealing that the zero of the geopotential is now set by z = h rather than z = 0.
In the study of ocean tides, h is referred to as the equilibrium tide. In geodesy, h is referred to
as the static equilibrium sea level.

Since the perturbed geopotential is depth independent, it only affects the depth integrated
horizontal momentum, and it does so through the term

−
ˆ η

ηb

∇hΦ1 dz = g

ˆ η

ηb

∇hhdz = g (−ηb + η)∇hh. (34.12)

Hence, modifications to the geopotential as embodied by the perturbed geopotential height field,
h = h(λ, ϕ, t), are isolated to their impacts on the horizontal pressure gradients acting on the
depth integrated horizontal momentum.
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34.5 Forces contributing to ocean tides
We here describe the rudiments of forces that contribute to ocean tides as well as solid-earth
tides. For simplicity we focus just on the earth-moon system, though note that the sun also
plays an analogous role for observed tidal motion.

34.5.1 Tidal acceleration in a spherically symmetric gravity field
Before considering the earth-moon system, we introduce the notion of tidal acceleration, which
arises on a finite sized body placed within a non-uniform gravitational field. Figure 34.1 depicts
this situation where the finite sized body is a narrow rod whose axis points towards the center of
a spherically symmetric massive body. One end of the rod experiences a different gravitational
acceleration than the other since the gravitational field falls off as the inverse squared distance
from the center of the sphere. It is this differential gravitational acceleration that we refer to as
the tidal acceleration. As we will see, its key property is that the tidal acceleration falls off as
the inverse cube of the distance rather than the more familiar inverse square.

To develop a mathematical expression for the tidal acceleration, focus on the spherically
symmetric gravitational field in which the gravitational acceleration at a point is given by
(Section 13.10.2)

g = −GM
r2

r̂, (34.13)

where r is the distance from the sphere’s center, G is Newton’s gravitational constant, M is
the mass of the sphere, and r̂ is the radial unit vector. The minus sign indicates that the
gravitational acceleration points toward the center of the sphere. For the rod in Figure 34.1, the
difference between the gravitational acceleration acting at a point nearest to the sphere (point
B) and a point furthest from the sphere (point A) is given by

g(rB)− g(rA) = g(r0 − L/2)− g(r0 + L/2), (34.14)

where r0 is the distance from the sphere’s center to the center of the rod. Assuming the rod
is not long, we can expand this difference in a Taylor series about the rod center at r0, thus
leading to an expression for the tidal acceleration

g(rB)− g(rA) ≈ −L
∂g

∂r
= −2L GM

r30
r̂ = (2L/r0) g(r0). (34.15)

The key point to conclude from this example is that the tidal acceleration is proportional to
the inverse cube of the distance to the center of the sphere. We see this property again when
considering in Section 34.5.3 the gravitational acceleration generated from a remote body (e.g.,
the moon) acting on the surface of a sphere (e.g., the earth).

34.5.2 Heuristics of tidal acceleration on the surface of a sphere
We now consider the tidal acceleration acting on the surface of a smooth massive sphere due to
a spherically symmetric gravitational field generated by a neighboring massive body. Figure
34.2 depicts this system, which we consider an idealized earth-moon system where each body is
assumed homogeneous and spherical. Given that they gravitationally attract one another, it
is not astronomically possible for the two bodies to remain spatially fixed. Instead, they orbit
around their common center of mass while conserving their angular momentum.

A central question of tidal studies is why there are generally two ocean tides per day (semi-
diurnal tides) rather than just one (diurnal tides). We here offer two complementary arguments.
The first is based on extending the tidal acceleration discussion of Section 34.5.1, whereas the
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M

A

B

L

Figure 34.1: Tidal acceleration is the acceleration that acts on a finite sized object placed in a non-uniform
gravitational field. The finite object is here depicted as a narrow rod of length L placed in the gravity field
of a spherically symmetric body of mass M . That portion of the rod closer to the gravitating sphere (end B)
experiences a stronger gravitational acceleration than the end that is further away (end A). The gradient in the
gravitational acceleration constitutes the tidal acceleration acting on the rod.

second follows the more traditional account by considering a balance between gravitational and
centrifugal accelerations.

General ideas

Every point on the surface of the earth is attracted to the earth’s center by the earth’s gravitational
field. For a spherical earth, this attractive force is purely radial, so that it cannot lead to lateral
motion on the surface of the perfect sphere. We thus conclude that the radial gravitational field
is not the cause of tidal motion. Instead, tidal motion arises from a non-radial gravitational field.

The earth-moon gravitational field accelerates the earth and moon toward one another
along the axis connecting their centers. Additionally, the spatial dependence of the moon’s
gravitational field over the earth leads to lateral forces along the earth’s surface, thus providing
the ingredient for ocean tidal motion. To capture the essence of this force, we examine how the
moon’s gravitational field acts on a point on the earth relative to its action at the center of the
earth.

Sample tidal accelerations on the sphere

Again, we are tasked with computing the tidal acceleration from the moon’s gravitational field
for selected points on the earth, and we are computing these accelerations relative to the earth
center. As for the rod in Figure 34.1, the tidal acceleration at point B relative to the center of
the earth is given by

g(rB)− g(Rem) = (2Re/Rem) g(Rem). (34.16)

This acceleration points towards the moon. In contrast, the tidal acceleration at point A relative
to the center of the earth is given by

g(rA)− g(Rem) = −(2Re/Rem) g(Rem), (34.17)

which is of equal magnitude but points away from the moon.

The tidal accelerations at points A and B act radially away from the earth’s center. Hence,
as noted above, these radial forces do not directly lead to tidal motion at those points. However,
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Figure 34.2: Illustrating the tidal force on the surface of a sphere. The sphere is an ideal depiction of the
earth and the smaller massive object is the moon. The distance between the center of the earth and moon is
Rem, and the radius of the earth is Re. The left panel shows representative moon-generated gravitational field
lines. Two points along these field lines on the surface of the earth represent the two ends of an imaginary rod as
depicted in Figure 34.1. The tidal acceleration acting at point B, relative to the earth’s center, points toward the
moon (equation (34.16)). In contrast, the tidal acceleration at point A, relative to the earth’s center, points in
the opposite direction (equation (34.17)). Points on the earth surface between A and B have tidal accelerations
with a non-zero component directed along the surface of the earth. Symmetry of the configuration allows us to
conclude that a layer of water on the surface of the sphere will accumulate to produce two bulges as shown in the
right panel. It is the lateral component of the gravitational acceleration that causes the water to accumulate to
produce tidal bulges at points A and B. In contrast, the radial component to the moon’s gravitational field has
no contribution to the tides. Note that as shown in Section 34.5.3, the bulge shown in the right panel is greatly
exaggerated.

through symmetry of the configuration, points on the surface of the sphere between A and B
have a tidal acceleration from the moon’s gravitational field with a nonzero lateral component.
These lateral forces lead to the accumulation of water at points A and B. We can compute
the gravitational acceleration at intermediate points. However, the trigonometry is somewhat
complex and we prefer to compute the forces in Section 34.5.3 through use of the gravitational
potential. For the current discussion we appeal to symmetry to conclude that the lateral tidal
accelerations act to pile up water at both points A and B as depicted in the second panel of
Figure 34.2. This argument, though heuristic, provides the means to understand how a water
covered spherical planet has two bulges, rather than one, due to spatial gradients in the moon’s
gravitational field. We confirm this argument in Section 34.5.3 by explicitly computing the
gravitational potential for this idealized earth-moon system and then taking the gradient to
compute the gravitational acceleration (see Figure 34.4).

Including orbital motion

Thus far we have ignored the orbital motion of the earth-moon system around their common
center of mass. As we will see, there are no fundamental changes to the above arguments when
allowing for orbital motion.

In the absence of dissipation, as assumed here, the earth-moon distance remains constant due
to their angular momentum conserving orbital motion. From a force-balance perspective, the two
spherical bodies remain in a fixed orbit since the gravitational acceleration acting at their centers
is balanced by their respective centrifugal accelerations, where the centrifugal acceleration is
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computed relative to the center of mass of the two-body system. The gravitational acceleration
from the moon, acting at the center of the earth, is given by the free fall value g(Rem), which
has magnitude GMm/R

2
em and is directed along the axis connecting the earth and moon centers.

Furthermore, when a body exhibits orbital motion, each point on the body exhibits the same
orbital motion and has the same linear velocity. Consequently, each point on the earth possess
the same centrifugal acceleration

aorbital centrifugal = −g(Rem). (34.18)

This property of orbital motion is distinct from the spinning motion of a planet rotating about
its axis, whereby points further from the rotational axis have larger centrifugal acceleration (see
Section 13.10). To help understand orbital motion, move your hand in a circle while maintaining
the arm in a single direction so that the hand exhibits an orbital motion rather than a spinning
motion. Notice that all parts of the hand move with the same linear velocity and exhibit the
same orbital motion. Hence, each point on the hand has the same centrifugal acceleration.

We can now ask about the acceleration felt by a point on the surface of the earth. The
acceleration giving rise to tidal motions is the sum of the gravitational acceleration from the
moon plus the centrifugal acceleration due to orbital motion. However, this calculation is
identical to that considered previously, which led, for example, to the tidal accelerations for
points B and A as given by equations (34.16) and (34.17). We are thus led to the same result
as before.

34.5.3 Gravitational potential for an idealized earth-moon system

We now perform a more thorough calculation of the gravitational acceleration by computing the
gradient of the gravitational potential. First recall the discussion of Newton’s gravitational law
in Section 13.10.2, whereby the gravitational potential for a point at distance r from the center
of a spherical earth is given by

Φe(r) = −
GMe

r
, (34.19)

where Me is the mass of the earth. The corresponding radial gravitational acceleration is given
by

ge = −∇Φe = −
GMe r̂

r2
. (34.20)

The same considerations hold for the moon’s gravitational potential. Hence, referring to
Figure 34.3, the moon’s gravitational potential evaluated at a distance L from the moon’s center
is given by

Φm(L) = −
GMm

L
. (34.21)

Trigonometry leads to the law of cosines relation

L2 = (Rem − r cosψ)2 + (r sinψ)2 = R2
em + r2 − 2 r Rem cosψ, (34.22)

where again r is the distance to the earth’s center and ψ is the polar angle relative to the x̂ axis
pointing between the earth and moon centers (see Figure 34.3).
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Figure 34.3: Geometry of an idealized earth-moon system. The center of the earth is a distance Rem from the
center of the moon; the moon has a mass Mm; and the earth has a radius Re. An arbitrary test point is shown
a distance L from the center of the moon, r from the center of the earth, and with a polar angle ψ relative to
the x̂ axis, where the x̂ axis points from the earth center to the moon center. Relative to the earth’s center, the
test point has Cartesian coordinates (x, y) = r (cosψ, sinψ). See Section 4.22 for details on relating polar and
Cartesian coordinates.

Identifying the leading order contributions

Assuming the test point in Figure 34.3 is closer to the earth than to the moon, we can perform
a Taylor series expansion in the small parameter r/Rem to render

Φm(L) = −
GMm

L
= −GMm

Rem

[
1 +

r cosψ

Rem

+
r2

2R2
em

(3 cos2 ψ − 1) +O(r/Rem)
3

]
. (34.23)

We thus identify the leading three terms to the geopotential

Φ(0)
m = −GMm

Rem

(34.24)

Φ(1)
m = −GMm

R2
em

r cosψ (34.25)

Φ(2)
m = −GMm

2R3
em

r2 (3 cos2 ψ − 1). (34.26)

Assuming the distance between the earth and moon remains fixed, the zeroth order term Φ(0)
m

is a spatial constant and thus leads to no gravitational acceleration. We now examine the
gravitational accelerations from the other two terms.

Acceleration maintaining the orbiting earth-moon system

For the first order term, Φ(1)
m , we introduce the Cartesian coordinate as in Figure 34.3 to write

Φ(1)
m = −GMm x

R2
em

, (34.27)

where x = r cosψ is the distance along x̂. Hence, the gradient of Φ(1)
m leads to the gravitational

acceleration

g(1)m = −∇Φ(1)
m = x̂

GMm

R2
em

. (34.28)

This gravitational acceleration has a constant magnitude at every point in space and it everywhere
points in a direction parallel to the earth-moon axis. Furthermore, the magnitude of g(1)m equals
to that of the moon’s gravitational acceleration, gm, when evaluated at the earth’s center. As
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seen in Section 34.5.2, the acceleration g(1)m maintains the earth in orbit about the center of mass
for the earth-moon system; i.e., this is the free fall acceleration towards the moon. Notably, at
the earth’s surface, the magnitude of g(1)m is tiny relative to the gravitational acceleration from
the earth itself, with their ratios given by

Mm/R
2
em

Me/R2
e

≈ 3.4× 10−6, (34.29)

where we set

Me = 5.97× 1024 kg Mm = 7.35× 1022 kg = (1/81.2)Me (34.30a)

Re = 6.367× 106 m Rem = 3.84× 108 m = 60.3Re. (34.30b)

Figure 34.4: The tide producing gravitational acceleration g
(2)
m given by equation (34.34). The moon is assumed

to be positioned in the equatorial plane of the earth.

Tide producing geopotential

The main tide producing acceleration results from Φ(2)
m . Introducing the second Cartesian

coordinate, y = r sinψ, leads to

Φ(2)
m = −GMm

2R3
em

r2 (3 cos2 ψ − 1) = −GMm

2R3
em

(2x2 − y2). (34.31)

The corresponding perturbed geopotential height field (see equation (34.11)) is given by

h = −Φ(2)
m

g
=

R2
e

2R3
em

Mm

Me

r2 (3 cos2 ψ − 1). (34.32)

Placing the test point on the earth surface, r = Re, renders

h =
R4

e

2R3
em

Mm

Me

(3 cos2 ψ − 1) ≈ 2.8× 10−8Re (3 cos
2 ψ − 1). (34.33)

Plugging in numbers for the earth-moon system suggests that the maximum perturbation to the
geopotential height arising from the moon’s gravity field is roughly 36 cm. Correspondingly, the
bulge shown in Figure 34.2 is greatly exaggerated. Note that ocean tidal amplitudes can get
much larger (order meters) than this “equilibrium tide” amplitude due to resonances from ocean
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geometry, with the Bay of Fundy in Nova Scotia a particularly striking example.

Tide producing acceleration

The gravitational acceleration arising from the tidal potential is determined by the gradient of
the tidal geopotential

g(2)m = −∇Φ(2)
m =

GMm

R3
em

(2x x̂− y ŷ). (34.34)

We illustrate the vector field g(2)m in Figure 34.4. Note how the accelerations lead to two bulges
on opposite sides of the planet. We can write this acceleration using polar coordinates by
introducing the polar unit vectors r̂ and ψ̂ according to Section 4.22.2

r̂ = x̂ cosψ + ŷ sinψ (34.35a)

ψ̂ = −x̂ sinψ + ŷ cosψ (34.35b)

thus rendering

g(2)m =
GMmRe

R3
em

[
r̂ (3 cos2 ψ − 1)− (3/2) ψ̂ sin 2ψ

]
, (34.36)

where we evaluated the acceleration at the earth surface so that r = Re. Evaluating the
acceleration at ψ = 0, π verifies the heuristic calculation performed in Section 34.5.2 for points
on the earth surface nearest and furthest from the moon. We can further gauge the magnitude
of the tidal acceleration by introducing the acceleration due to the earth’s gravity field

g(2)m = ge
Mm

Me

R3
e

R3
em

[
r̂ (3 cos2 ψ − 1)− (3/2) ψ̂ sin 2ψ

]
, (34.37)

where ge = GMe/R
2
e is the acceleration at the earth’s surface from the earth’s gravity field.

The dimensional prefactor has magnitude ≈ 5.6× 10−8 ge, so that the tidal acceleration is tiny
relative to that from the earth’s gravity field. It is for this reason that the radial component of
the tidal acceleration is largely irrelevant since it is dominated by the far larger radial component
of the earth’s gravity field. However, the angular component of the tidal acceleration, although
small relative to the earth’s radial gravitational acceleration, is able to move water along the
surface of the planet as indicated by Figure 34.4, thus leading to tidal motion.

34.5.4 Concerning realistic tides

Our discussion of tides has been rather terse, aiming to identify key aspects of the tidal
accelerations but giving little attention to details that impact real ocean tides. Here are a few
points that must be considered for these purposes.

• As the earth spins under the tidal bulges, there are two high and two low tides per day.
Additional orbital motion of the moon adds roughly 50 minutes per day to the diurnal
(daily) tide and 25 minutes to the semi-diurnal (twice daily).

• The moon orbits the earth at a latitude of roughly 28.5◦N rather than within the equatorial
plane, so that the tidal bulges are offset from the equator. As the earth spins under the
bulges, one of the high tides is generally larger than the other due to the offset. This offset
in turn introduces a diurnal component to the tides in addition to the semi-diurnal.

• The sun contributes to tides in a manner similar to the moon. The sun is more massive
than the moon, yet it is further away, so that the ratio of the magnitudes for the tidal
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producing accelerations is given by

moon tidal acceleration

sun tidal acceleration
=
Mm/R

3
em

Ms/R3
es

≈ 2.2 (34.38)

where we set
Ms = 1.99× 1030 kg Res = 23460Re. (34.39)

Hence, the moon has an impact on tides that is somewhat more than double that of the
sun.

• The gravitational acceleration that leads to the tidal bulge moves around the mid-latitudes
at roughly 330 m s−1, which is faster than the ≈ 200 m s−1 wave speed for shallow water
gravity waves. Hence, the ocean tidal motion is never equilibrated to the equilibrium tides
defined by the tidal acceleration. In contrast, solid-earth waves are much faster and so the
solid-earth tidal motions are mostly equilibrated with the equilibrium tidal acceleration.
Solid-earth tides have an amplitude on the order of 10 cm with wavelengths spanning the
planet. Hence, an accurate treatment of ocean tides must take into account the solid-earth
tides.

• The movement of ocean mass modifies the earth’s gravity field and the domain within with
the ocean moves, and these effects are referred to as self attraction and loading (SAL). The
loading term arises from alterations in the mass felt by the solid earth that leads the crust
to expand or compress. Self-attraction arises from modifications to the gravity field due to
self-gravity of both the load-deformed solid earth and the ocean tide itself. Locally, SAL
can contribute to roughly 20% of the ocean tide amplitude, so that accurate tide modeling
must include SAL. Barton et al. (2022) provide an example of global ocean tide modeling
that includes a discussion of how to compute the SAL terms online during a simulation.

• Geometry of the ocean plays a leading role in determining tides at a particular location.
We have incomplete information about the geometry of ocean basins, such as the presence
of deep ridges, troughs, and seamounts. In lieu of such information we can garner useful
information based on the analysis of past tides, with that information used to fit sinusoidal
waves to the measured time series for use in projecting forward in time.

34.5.5 Comments
A key feature of the tidal producing forces is that it is the lateral (along-earth) component of
the moon’s tidal gravitational force that produces the earth’s tides. These lateral forces cause
water to accumulate at the point nearest to and furthest from the moon (points A and B in
Figure 34.2), thus producing the characteristic double-bulge pattern. Notably, many common
literature presentations make it appear that it is the radial (i.e., pointing to the earth’s center)
component of the moon’s gravitational force, and its gradient across the earth, that leads to the
earth’s tidal bulges. But as discussed in Section 34.5.2, radial gravitational forces cannot lead
to tidal motions; what is needed is a force that leads to lateral motion. These key notions are
nicely emphasized in this Space Time video.
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Shallow water flows
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Adiabatic shallow water models consist of constant density homogeneous fluid layers whose
interfaces are material; i.e., no matter is transferred between the immiscible layers. Thermody-
namic processes are absent from the system, thus allowing us to focus on the dynamics of fluid
layers. Pressure is hydrostatic, which means that motion occurs in columns whereby horizontal
velocity is independent of the vertical position within a layer, whereas the column can expand
and contract so that there is vertical motion within a layer. Horizontal momentum is transferred
between shallow water layers via pressure form stresses (Chapter 28) that act on sloping layer
interfaces. Furthermore, we make the approximations arising from the primitive equations in
Section 27.1, so that the Coriolis acceleration is based on just the local vertical component to
the planetary rotation. Our goal in this part of the book is to develop an understanding of the
shallow water model fundamentals and to study some basic dynamical features as realized in the
model. We have further use of the shallow water model in the study of vorticity in Part VII,
balanced flows in Part VIII, waves in Part X, and generalized vertical coordinates in Part XII.

The shallow water model provides a versatile theoretical toolbox for deducing how flow is
affected by rotation and (when multiple layers are used) stratification. Consequently, the shallow
water model is featured in many areas of geophysical fluid mechanics as well as in ocean and
atmosphere applications. Additionally, there is a direct analogy between shallow water flow
and compressible fluid flow, in which the in situ density of a compressible fluid corresponds to
the layer thickness of a shallow water fluid. In particular, the acoustic waves of compressible
flow (Chapter 51) are directly analogous to the gravity waves of shallow water flow (Section
55.5). However, shallow water flow is somewhat simpler than compressible three-dimensional
flow, since shallow water flow is horizontal within a layer. For these reasons, the shallow water
model has found great use both inside and outside of geophysical fluid mechanics.

The shallow water model is a vertically discrete realization of a continuously stratified fluid
described by the isopyncal coordinates of Chapter 66. However, the mathematical formalism of
generalized vertical coordinates developed in Part XII of this book, and needed to formulate
the fluid equations using isopycnal coordinates, is largely unnecessary when working with the
shallow water model. The reason for the simplification is that columnar motion within a shallow
water layer means that lateral gradients of properties need not be projected along the slope of
the layer. In contrast, this projection is needed for a continuously stratified fluid described by
generalized vertical coordinates (e.g., see Figure 63.4). So although there is beauty and power in
the methods of generalized vertical coordinates for studying continuously stratified flows, it is
liberating to avoid that formalism while still capturing much of the underlying physics associated
with stratification (albeit discretely stratified). This feature of the shallow water model greatly
adds to its allure and accessibility.



Chapter 35

FORMULATING SHALLOW WATER MODELS

In this chapter we formulate the mechanical equations for a suite of shallow water models. For
this purpose we develop the equations describing motion of a single shallow water layer; multiple
shallow water layers (stacked shallow water); and reduced gravity models (models with one layer
that is dynamically inactive). In mathematically formulating these models we also expose their
physical basis.

reader’s guide to this chapter
We make use of fluid kinematics and dynamics described in a variety of earlier chapters,

with the presentation inspired by Chapter 3 of Vallis (2017) as well as various sections in
Salmon (1998). We make use of the formulation for further study of the shallow water fluid
mechanics, including dynamical balances in Chapter 36, vorticity mechanics in Chapter 39,
and wave mechanics Chapter 55. This video offers a pedagogical introduction to shallow
water flows. We commonly make use of oceanographic language and refer to the fluid as
water. Even so, the shallow water model has many applications to the study of large-scale
atmospheric flows.

The fluid density is constant within a shallow water layer, so that mass conservation
is the same as volume conservation. Hence, the terms “mass conservation” and “volume
conservation” are commonly used interchangeably when working with shallow water models.
The horizontal velocity is vertically uniform within a shallow water layer, whereas the vertical
velocity and hydrostatic pressure are linear functions of vertical position within the layer.
When acting on a property that is vertically uniform within a layer, the gradient operator,
∇, results in a horizontal vector. To minimize notational clutter, we typically write ∇ for
brevity, rather than ∇k or ∇h (with k the layer index). The meaning of the resulting vector
equations are clear from the functional dependencies of the fields present in the equations.
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35.1 Loose threads
• Internal and external mode as per Raymond’s notes.

35.2 A single shallow water layer
Consider a homogeneous layer of fluid in a uniform effective gravitational field (gravity plus
planetary centrifugal as in Section 13.10.4), bounded from below by solid walls. If there are no
lateral force imbalances, then the fluid remains static. Now perturb the fluid so that it has a
nonuniform layer thickness, say with a bump in a particular region. Conservation of fluid mass
(which translates into volume conservation for a uniform density layer) means that thicker fluid
regions must be exactly compensated by thinner fluid regions. Furthermore, layer thickness
gradients create pressure differences (thicker fluid layer has larger hydrostatic pressure than
thinner layer), which in turn drives fluid motion. If the fluid has much larger lateral extent
than vertical, then the lateral motion occurs as an expanding and contracting column with no
vertical dependence to the horizontal pressure forces and thus the horizontal motion is vertically
independent.

The essence of a perfect fluid (i.e., no irreversible processes such as mixing) shallow water
flow concerns the motion of fluid columns accelerated by pressure gradients created by layer
thickness undulations, and the associated conservation of mass ensuring that the accumulation
of fluid in one region is balanced by the depletion of fluid in another. Pressure gradients act
to homogenize the layer thickness. However, planetary rotation and the corresponding Coriolis
acceleration allows for layer thickness to be non-constant even in a steady state.

35.2.1 Pressure gradient force within the fluid layer
Figure 35.1 shows a single shallow water layer with a generally non-flat bottom and an undulating
free surface height. We assume that each column of fluid within the layer is in hydrostatic
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Figure 35.1: A single layer of shallow water fluid with thickness h = η − ηb that extends from the bottom
at z = ηb to the free surface at z = η. The area averaged thickness is defined by H = h = A−1

´
hdxdy =

A−1
´
(η − ηb) dxdy = η − ηb, where A =

´
dxdy is the horizontal area of the layer. The deviation of the free

surface from η is given by η′ = η − η = η − (ηb +H) so that η(x, y, t) = ηb(x, y) + h(x, y, t) = ηb +H + η′(x, y, t).
Likewise, the deviation of the bottom from ηb is given by η′b = ηb − ηb, so that h = η − ηb = H + η′ − η′b. Volume
conservation for the layer is maintained in the absence of volume boundary fluxes, in which case η′ = 0. Note
that the position of the reference height, z = 0, is arbitrary. Atmospheric conventions typically set z = 0 so that
ηb = 0, η = H + η′, and η = H. Oceanic conventions typically choose η = 0 so that η = η′ and ηb = −H. We
are only concerned with fluctuations that leave the free surface monotonic; i.e., we do not consider overturns or
breaking waves. This assumption is implied by assuming that each column extending from ηb ≤ z ≤ η maintains
hydrostatic balance.

balance, so that the vertical momentum equation reduces to

∂p

∂z
= −ρ g. (35.1)

Recall from Section 27.2 that the hydrostatic balance is consistent with lateral length scales
much larger than vertical (small vertical to horizontal aspect ratio), which is satisfied by large-
scale geophysical fluid motion. Hence, a shallow water fluid is a relevant idealization if we are
considering horizontal flow scales that are very large relative to vertical flow scales.

Since the fluid density is assumed constant (i.e., the fluid is a homogeneous layer), we can
integrate the hydrostatic balance from the surface to an arbitrary vertical position within the
layer

p(x, y, z, t) = pa(x, y, t) + g ρ

ˆ η

z
dz = pa(x, y, t) + g ρ [η(x, y, t)− z], (35.2)

where pa(x, y, t) is the pressure applied to the layer free surface, say from the overlying atmosphere.
Furthermore, the horizontal pressure gradient thus takes the form

∇hp = ∇hpa + g ρ∇hη. (35.3)

This pressure gradient is vertically independent within the layer, as depicted in Figure 35.2.

For the left hand side of the pressure gradient in equation (35.3), it is useful to write ∇h
since the pressure within a layer is a function of z (equation (35.2)), whereas for the horizontal
momentum equation we only want the horizontal pressure gradient. For the right hand side, pa
and η are independent of z, so that there is no need to expose the z subscript on the gradient
operator. We thus drop the subscript when no ambiguity results, as per our convention noted at
the start of the chapter.
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Figure 35.2: The horizontal pressure gradient within a shallow water layer is independent of the vertical position
within that layer. In this schematic we assume here are zero horizontal gradients in the applied surface pressure,
∇pa = 0, in which case the horizontal acceleration from pressure within a single shallow water fluid layer is
determined solely by the surface height, −∇hp = −g ρ∇hη. The acceleration is uniform throughout the layer and
points from regions of high free surface height to regions of low free surface height (e.g., sea level highs towards
sea level lows). Although bottom topography interacts with the flow and thus affects the shape of the free surface,
the topography does not appear explicitly in the horizontal pressure gradient (though the bottom shape does
affect bottom form stresses as per the discussion in Sections 28.1 and 36.4). Instead, we only need to know the
shape of the free surface (and the applied pressure pa) to know the horizontal pressure force throughout the layer.

The pressure gradient force is vertically independent within a layer

Although hydrostatic pressure within a shallow water layer is vertically dependent as per equation
(35.2), the horizontal pressure gradient, as given by equation (35.3), has no vertical dependence
within the layer. The acceleration from this hydrostatic pressure force points from highs in the
effective sea level to lows in the effective sea level (see Figure 35.2). The vertical independence of
the pressure gradient within a shallow water layer holds also for multiple shallow water layers as
discussed in Section 35.4, in which case the horizontal velocity has no vertical structure within
any layer.

Pressure gradient force only depends on layer interface gradients

It is notable that the horizontal pressure gradient is solely determined by properties at the upper
interface of the layer. That is, we only need to know the shape of the free surface, z = η, and the
applied pressure, pa, to know the horizontal pressure force acting throughout the layer. There is
no explicit dependence on the shape of the bottom topography. The result also holds for the
stacked shallow water model discussed in Section 35.4, whereby horizontal pressure gradients are
determined by gradients in the layer interfaces and with no appearance of the bottom topography.
This characteristic is specific to the use of a pressure gradient body force to describe the role of
pressure on the layer momentum. As a complement, we saw in Chapter 28 how to formulate
the pressure contact force. It is through the contact force perspective that we see, in Section
36.4, how bottom topography appears in the momentum balance of a shallow water layer. In
particular, this perspective exposes the topographic form stresses that mechanically exchange
momentum between the layer and the solid earth bottom.

35.2.2 Effective sea level and the inverse barometer sea level

When considering a nonzero atmospheric pressure, we sometimes find it useful to introduce an
effective free surface height or effective sea level

ηeff = η + pa/(ρ g), (35.4)
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with gradients in the effective sea level leading to horizontal motion. However, when considering
motions on time scales longer than a few days, the ocean free surface adjusts under atmospheric
loading towards an inverse barometer sea level. An inverse barometer sea level compensates the
atmospheric pressure so that there is no net horizontal pressure gradient, and so there is no
motion induced by the atmospheric pressure. Hence, all that matters for motion are deviations
from the inverse barometer sea level.1

We expose details to support the above comments by writing pressure within the shallow
water layer as

p(z) = pa + ρ g (η − z) (35.5a)

= pa + (pa − pa) + ρ g (η − z) (35.5b)

= pa + ρ g (η − ηib − z). (35.5c)

In these equations we introduced the area mean atmospheric pressure, pa, as well as the inverse
barometer sea level

ρ g ηib = pa − pa. (35.6)

The inverse barometer sea level is defined according to deviations of the atmospheric pressure
from its area mean. Hence, when the atmospheric pressure is higher than the area mean, pa > pa,
then the inverse barometer sea level is negative, ηib < 0, reflecting the downward depression of
the inverse barometer sea level. In contrast, ηib > 0 for anomalously low pressures, pa < pa.

Introducing the inverse barometer sea level brings the horizontal pressure gradient to the
form

∇hp = ∇pa + g ρ∇η = ρ g∇ηeff = ρ g∇(η − ηib). (35.7)

If sea level adjusts to the atmospheric pressure so that ∇η = ∇ηib, then there is no horizontal
pressure gradient in the shallow water layer, in which case there is no induced motion from the
atmospheric pressure. It follows that for dynamical purposes, we can seamlessly incorporate
atmospheric pressure into the formalism by working with deviations of sea level from the inverse
barometer sea level, η − ηib.

35.2.3 Further comments on pressure in a homogeneous layer

Vertical independence of the horizontal pressure gradient within the shallow water layer is a
direct result of the assumed hydrostatic nature of pressure within the layer. To emphasize this
point, we certainly can imagine a homogeneous fluid layer in which the horizontal velocity has a
vertical shear. For example, in Section 52.3 we study surface gravity waves in a homogeneous
fluid layer. Such waves have an amplitude that exponentially decays moving downward from
the ocean surface, and so the horizontal and vertical fluid motion associated with the waves
have a non-zero vertical shear. Such motion cannot be caused by a horizontal gradient in the
hydrostatic pressure since this gradient has no vertical dependence throughout the homogeneous
layer

∂z(∇hphydrostatic) = 0. (35.8)

Hence, in a homogeneous fluid layer, hydrostatic pressure gradients can only drive a horizontal
flow that is vertically independent within that layer. So if the vertically sheared horizontal flow
is found within a homogeneous fluid layer, and if pressure gradients cause this flow, then it can
only be through gradients in the non-hydrostatic pressure. As discussed in Section 52.2.4, surface

1The discussion in this section follows Appendix C to Griffies and Greatbatch (2012), where further details
are provided. In particular, they allow for continuously stratified density rather than the shallow water model
considered here. Even so, the key points about the inverse barometer gleaned from the shallow water discussion
also hold for the case of a continuously stratified fluid.
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gravity waves indeed involve non-hydrostatic pressure forces that drive the vertical dependence
to the wave amplitude.

Moving beyond the homogeneous layer assumption, we saw in Section 27.4.1 that a hor-
izontal gradient in the density leads to a vertically dependent hydrostatic pressure gradient
∂z(∇hphydrostatic) ̸= 0. This hydrostatic pressure force can impart vertical shears to the horizontal
flow. Thermal wind shear is the canonical example whereby vertical shears in the horizontal
velocity are present in geostrophically balanced fluids as driven by horizontal density gradients
(Section 31.4.3). We encounter the shallow water version of thermal wind in Section 36.2.2.

35.2.4 Momentum equation

If there is no friction anywhere in the fluid, including at the upper and lower boundaries, then
the horizontal momentum is effected only by the Coriolis and pressure forces. Following our
discussion of the Traditional Approximation in Section 27.1.3, we retain only the local vertical
component to the Coriolis acceleration, which is compatible with the hydrostatic approximation.
We are thus led to the horizontal velocity equation

Du

Dt
+ f ẑ × u = −∇(g η + pa/ρ), (35.9)

where
v = u+ w ẑ (35.10)

splits out the horizontal velocity vector, u, from the vertical velocity component, w.

The Coriolis parameter, f = f ẑ, is vertically independent, as is the horizontal pressure
force from gradients in the free surface and applied pressure. Consequently, if the horizontal
velocity for the initial flow state is vertically independent, it remains so for all time. The material
time derivative thus only has contributions from the local time derivative and from horizontal
advection

Du

Dt
=

[
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

]
u (35.11)

so that the shallow water velocity equation (35.9) takes on the form

(∂t + u ∂x + v ∂y)u+ f ẑ × u = −∇(g η + pa/ρ). (35.12)

35.2.5 Thickness equation

The mass of a shallow water layer is constant in the absence of sources, sinks, or boundary fluxes.
Hence, changes in mass at a particular region in the fluid must arise from mass fluxed across the
region boundaries, leaving one region and accumulating in another. For simplicity, we assume
that no mass crosses the fluid top (the free surface) or the bottom (the solid earth). We consider
the more general case of boundary mass transport in Section 35.6.

Consider an infinitesimally thin (in horizontal cross-section) vertical column of shallow water
fluid that is fixed in space and extending from ηb ≤ z ≤ η. Let the horizontal cross-sectional
area be written as dA and the thickness be h = η − ηb (see Figure 35.3). The total mass of fluid
in this column is given by

M =

ˆ
column

[ˆ η

ηb

ρ dz

]
dA = ρ

ˆ
column

(η − ηb) dA = ρ

ˆ
column

hdA. (35.13)

Time changes in the column mass thus arise from time changes in the layer thickness integrated
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Figure 35.3: Mass budget for a column of shallow water fluid with fixed cross-sectional area, dA, constant
density, ρ, and layer thickness, h(x, y, t). The column mass is affected only by horizontal transport (transport
within the layer) in the absence of boundary mass fluxes through the top, z = η, or bottom, z = ηb. Note that
since the density of the layer is constant, then mass equals to the constant density times the volume.

over the horizontal area of the column

dM

dt
= ρ

ˆ
column

∂h

∂t
dA, (35.14)

where
∂h

∂t
=
∂ (η − ηb)

∂t
=
∂η

∂t
, (35.15)

since the bottom topography at z = ηb(x, y) is static.

General derivation

The mass within a fluid column changes due to mass crossing the column boundaries. Aagain,
we assume here that no mass crosses the top or bottom interfaces. Hence, we only consider mass
moving horizontally across the vertical boundaries of the column

mass per time entering column = −ρ
˛

column

u · n̂dS, (35.16)

where n̂ is the outward normal at the column boundary, and dS is the area element along the
column boundary. The area integral computed over the column boundary involves a vertical
integral and a circumferential line integral

mass per time entering column = −ρ
˛

column

[ˆ
u · n̂dz

]
dl, (35.17)

where dl is the infinitesimal line element around the column circumference. Since n̂ · u is
vertically independent, we can perform the vertical integral to render

−ρ
˛

column

[ˆ
u · n̂dz

]
dl = −ρ

˛
column

hu · n̂dl = −ρ
ˆ

column

∇ · (hu) dA, (35.18)

where the second equality follows from the divergence theorem applied to the horizontal cross-
sectional area of the column. Equating this result to the mass time tendency (35.14), and noting
that the horizontal cross-sectional area is arbitrary, yields an equation for the layer thickness

∂th+∇ · (hu) = 0. (35.19)
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This result means that the thickness of fluid at a fixed location increases if there is a convergence
of thickness onto that location, and decreases if thickness diverges from the location.

We may also write the thickness equation (35.19) using the material time derivative

Dh

Dt
= −h∇ · u. (35.20)

Hence, thickness of a material fluid column increases in regions where the horizontal flow
converges and it decreases where the horizontal flow diverges. As for the horizontal velocity in
equation (35.11), the material time derivative arises from the local time tendency plus horizontal
advection

D

Dt
=

∂

∂t
+ u

∂

∂x
+ v

∂

∂y
., (35.21)

Special case with a rectangular column

To further our understanding of the second step in equation (35.18), consider the special case of
a rectangular column, for which the mass per time of fluid entering the column is given by

mass per time entering column

= −ρ
ˆ

column

[(uh)east − (uh)west] dy − ρ
ˆ

column

[(v h)north − (v h)south] dx. (35.22)

Taking the limit as the horizontal cross-section of the column becomes infinitesimal leads to

mass per time entering column

= −ρ
ˆ

column

[
∂(uh)

∂x
+
∂(v h)

∂y

]
dx dy = −ρ

ˆ
column

∇ · (hu) dA, (35.23)

thus recovering the result (35.18).

35.2.6 Bottom kinematic boundary condition

Kinematic boundary conditions arise from geometric constraints placed on the fluid system.
We consider here the kinematic boundary condition at the bottom interface in the case where
there is no flow through this interface, and follow in Section 35.2.7 with the surface kinematic
boundary condition.2

The ocean bottom is located at a vertical position, z = ηb(x, y). This location can equivalently
be specified mathematically by the surface

s(x, y, z) = z − ηb(x, y) = 0. (35.24)

The outward normal (pointing from the fluid into the rock) at this surface is given by

n̂ = − ∇s|∇s| =
∇ηb − ẑ√

1 +∇ηb · ∇ηb
. (35.25)

If the bottom is impenetrable to fluid then the velocity field is constrained to satisfy the no-normal

2From the discussion of fluid kinematics in Part III, we use the term material surface for any continuous
surface or interface that is impenetrable to the flow of matter or thermal energy (mechanical energy can be
transferred via pressure forces). In Section 19.6 we derived the kinematic boundary conditions for a fluid at
interfaces. We here apply those ideas to the shallow water system, so that the presentation in Sections 35.2.6 and
35.2.7 offer a review of Section 19.6 as applied to a shallow water layer.
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flow boundary condition
v · n̂ = 0 at z = ηb. (35.26)

Making use of the bottom outward normal (35.25) leads to

w = u · ∇ηb at z = ηb. (35.27)

For a flat bottom, with ∇ηb = 0, the no-normal flow condition means that w(ηb) = 0. For the
case of nontrivial bottom topography, w(ηb) = 0 remains if flow occurs along lines of constant
topography; i.e., along isobaths, in which case u · ∇ηb = 0. But more generally, sloping bottoms
lead to a nonzero vertical velocity component. Dynamically, a nonzero bottom vertical velocity
arises from forces at the bottom that cause the horizontal velocity to cross isobaths, u · ∇ηb ̸= 0.

The kinematic result (35.27) is written in an Eulerian sense, with the velocity constrained to
satisfy this relation at each point along the bottom interface. It has a dual material interpretation
based on acknowledging that the bottom interface is a material surface. A fluid element on the
bottom at s = z − ηb = 0 will thus remain there; it does not cross the bottom interface. Rather,
it can at most move tangentially to the bottom.3 We can ensure the no-normal flow constraint
by setting

Ds

Dt
=

D(z − ηb)
Dt

= 0 at z = ηb. (35.28)

Rearrangement of this result leads to the Eulerian constraint (35.27). Equivalently, we can write
this boundary condition in the form

w =
Dηb
Dt

at z = ηb. (35.29)

Since ηb = ηb(x, y), this expression of the kinematic boundary condition is identical to equation
(35.27).

35.2.7 Surface kinematic boundary condition

We here assume the surface boundary is a material interface and thus derive the surface kinematic
boundary condition. In Section 35.6 we consider the slightly more general case of volume crossing
this surface. As a material surface, the surface kinematic boundary condition follows analogously
to the bottom. However, there is a fundamentally new feature in that the layer’s upper free
surface is a time dependent moving boundary. We studied such boundaries in Section 19.6.2
when detailing the kinematic boundary conditions for a material surface. We here review some
of that discussion.

The free surface is located at a vertical position z = η(x, y, t). Equivalently, the free surface
can be specified by a surface of constant s, where

s(x, y, z, t) = z − η(x, y, t) = 0. (35.30)

The outward normal to the free surface is thus given by

n̂ =
∇s
|∇s| =

ẑ −∇η√
1 +∇η · ∇η . (35.31)

We must account for motion of the surface when formulating the no-normal flow condition.

3Details of the tangential motion along a material boundary require dynamical information such as boundary
stresses (see Chapter 25). We are not concerned with such dynamical information here, rather our concern is
solely with kinematics.
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To do so, write the no-normal flow condition as

(v − v(s)) · n̂ = 0 at z = η(x, y, t), (35.32)

where v(s) is the velocity of a point on the ocean surface. The velocity of a point fixed on an
arbitrary surface with specified s satisfies

∂s

∂t
+ v(s) · ∇s = 0. (35.33)

As defined, v(s) advects a fluid element in a manner to always keep the element fixed on the
constant s surface. With n̂ = ∇s/|∇s|, we have

v(s) · n̂ = − ∂ts

|∇s| =
∂tη√

1 +∇η · ∇η . (35.34)

Hence, if the surface remains static, then v(s) · n̂ = 0. But more generally, the surface is moving,
and that movement is fundamental to the surface kinematic boundary condition.

Making use of the result (35.34) in the no-normal flow constraint (35.32) then leads to the
surface kinematic boundary condition

∂tη = w − u · ∇η at z = η. (35.35)

As for the bottom kinematic boundary condition written as (35.28), we can interpret the surface
kinematic condition (35.35) materially, in which case

Ds

Dt
=

D(z − η)
Dt

= 0 at z = η. (35.36)

That is, in the absence of flow across the surface boundary, that surface remains material. We
can write this boundary condition in the equivalent form

w =
Dη

Dt
= (∂t + u · ∇) η at z = η. (35.37)

35.2.8 Column stretching and the vertical velocity

Since the fluid has constant density, we know that the velocity has zero three-dimensional
divergence

∇ · u+ ∂zw = 0 =⇒ ∂zw = −∇ · u. (35.38)

This result also follows since material fluid elements in the constant density shallow water layer
maintain a constant volume (see Section 21.2). Furthermore, since the horizontal velocity has no
vertical dependence, we can vertically integrate the continuity equation (35.38) from the bottom
to an arbitrary vertical position within the layer to render

w(z) = w(ηb)− (z − ηb)∇ · u, (35.39)

so that the vertical velocity is a linear function of the vertical position within a shallow water
layer. Applying this equation at the upper surface, z = η(x, y, t), yields

w(η) = w(ηb)− (η − ηb)∇ · u. (35.40)
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Eliminating the horizontal convergence between equations (35.39) and (35.40) leads to

w(z)− w(ηb) =
[
z − ηb
η − ηb

]
[w(η)− w(ηb)]. (35.41)

Making use of the surface kinematic boundary condition (35.37) and bottom kinematic boundary
condition (35.29) renders the material form

1

z − ηb

[
D(z − ηb)

Dt

]
=

1

η − ηb

[
D(η − ηb)

Dt

]
. (35.42)

Finally, introducing the layer thickness h = η − ηb yields the material conservation law

D

Dt

[
z − ηb
h

]
= 0. (35.43)

Again, h = η − ηb is the layer thickness and z − ηb is the height of a fluid element from
the bottom interface (see Figure 35.1). Consequently, equation (35.43) means that the ratio
of the fluid element height above the bottom to the layer thickness remains constant as the
fluid element moves through the shallow water fluid. That is, a vertical column of shallow
water fluid stretches or squeezes coherently within a shallow water layer, so that the relative
vertical position remains fixed for a point within the column. Shallow water mechanics thus
comprises the mechanics of coherent vertical fluid columns moving within a fluid layer. This
constrained behavior results from the linear z dependence of the vertical velocity, which itself
is a result of the vertical independence of the horizontal velocity, and which follows from the
vertical independence of the horizontal gradient of hydrostatic pressure.

35.2.9 Tracer concentration equation

Suppose there is a material substance, a tracer, contained within a shallow water layer.4 We
expect the tracer concentration, ψ, to have a non-uniform vertical structure within the layer,
in addition to having horizontal structure: ψ = ψ(x, y, z, t). If the tracer is advected through
the layer without any diffusion, then the concentration satisfies the perfect fluid tracer equation
(i.e., the advection equation)

∂tψ + u · ∇hψ + w ∂zψ = 0. (35.44)

For a shallow water layer, where the horizontal velocity has no vertical dependence within a
layer, we find it sufficient to study the vertically averaged tracer concentration within the layer,

C(x, y, t) ≡ 1

h

ˆ η

ηb

ψ(x, y, z, t) dz. (35.45)

To develop the evolution equation for C, we vertically integrate the tracer equation (35.44) over
the layer and make use of Leibniz’s rule (Section 20.2.4)

ˆ η

ηb

∂ψ

∂t
dz = ∂t(hC)− ψ(η) ∂tη (35.46a)

ˆ η

ηb

u · ∇ψ dz = ∇ · (hC u)− ψ(η)u(η) · ∇η + ψ(ηb)u(ηb) · ∇ηb − hC∇ · u (35.46b)

ˆ η

ηb

w ∂zψ dz = w(η)ψ(η)− w(ηb)ψ(ηb)− hC ∂zw. (35.46c)

4We developed the theory of material tracers in Chapter 20.
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For these equations we made use of the z independence of u and ∂zw within the layer. Use of
the kinematic boundary conditions from Sections 35.2.6 and 35.2.7, and the three dimensional
continuity equation, ∇ · u + ∂zw = 0, renders the equation for the layer vertically averaged
tracer concentration

∂(hC)

∂t
+∇ · (hC u) = 0⇐⇒ ∂C

∂t
+ u · ∇C =

DC

Dt
= 0. (35.47)

As a self-consistency check, note that if the tracer concentration has a horizontally uniform value,
then the flux-form of the tracer equation (35.47) reduces to the thickness equation (35.19).

35.2.10 Summary comments
Key physical assumptions for the shallow water fluid

The shallow water fluid model is based on the following two assumptions.

• The fluid layer has a uniform density, which then means the fluid is incompressible.

• The pressure is hydrostatic.

Since the pressure gradient is vertically independent within the layer, an initial horizontal
velocity that is vertically independent will remain vertically independent. That is, the fluid
moves as columns within the layer, with the columns stretching and squashing depending on the
divergence or convergence of volume towards the column.

The term “shallow” refers to the small vertical to horizontal aspect ratio, H/L≪ 1, which
in turn is consistent with the hydrostatic approximation (Section 27.2). The term “water” refers
to the incompressible nature of the fluid, which is a more relevant approximation for the ocean
than for the atmosphere (see Section 29.1). Nonetheless, the shallow water model has direct
applications to many features of both the atmosphere and ocean circulation, and as such it is
widely used across the atmosphere and ocean sciences.

Shallow water fluid columns are not Taylor columns

The columnar motion of fluid within a shallow water layer is reminscent of the Taylor columns
discussed in Section 31.5.3. However, the columnar motion of fluid within a Taylor column holds
for homogeneous fluids undergoing rapid rotation. The horizontal fluid velocity within a Taylor
column is non-divergent so that there is no vertical motion of the fluid. These properties allow
one to interpret a Taylor column as a fluid mechanical realization of a column of rigid matter
much like a solid body.

In contrast, shallow water fluid columns do not rely on rotation, but instead arise from
the hydrostatic balance (small aspect ratio flow) maintained within each homogeneous layer.
Additionally, shallow water columns are not rigid. Rather, they stretch and squash in the
presence of nonzero divergence in the horizontal flow, thus leading to vertical motion of fluid
within the column. Finally, shallow water columns remain coherent even as they move over
topography, and yet, again, they can stretch and squash. In Section 53.5.4, we further discuss the
connections and distinctions between vertically coherent flow present in the small aspect ratio
shallow water layer versus that for the rapidly rotating flow leading to the Taylor-Proudman
effect.

35.3 Reduced gravity model for the upper ocean
The reduced gravity model describes an active layer of uniform density, ρ1, above a stagnant layer
of density, ρ2, and below a fluid of zero density, ρ0 = 0. It is often referred to as the 1.5 layer
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model. This theoretical model has been used, to some success, as an idealization of the upper
ocean circulation whereby an active layer (e.g., the region above the ocean pycnocline), sits
above an inactive layer (the abyss) of much smaller motion (here assumed to be zero motion).
In this way, we introduce the level of no motion, below which (baroclinic) currents vanish.
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Figure 35.4: Reduced gravity model of shallow water fluid. The lower layer with density ρ2 is dynamically
inactive and thus has a zero velocity. The upper layer is dynamically active with thickness, h = η1/2 − η3/2, and
density, ρ1. The dynamically active layer is bounded above by a zero density atmosphere, ρ0 = 0. The lower
inactive layer is assumed to be infinitely deep so that its continuity equation can be ignored; i.e., even though
there are zero currents within this layer, the layer thickness can still undulate. The reduced gravity between the
two layers is defined by gr

3/2 = g (ρ2 − ρ1)/ρref ≪ g, whereas the reduced gravity at the top interface is given by
gr
1/2 = g.

35.3.1 Momentum and thickness equations for the active layer

We develop the momentum equations for the reduced gravity model by making use of the
hydrostatic balance, in which pressure at a vertical position, z, in the upper layer is computed
as (see Figure 35.4)

p1(x, y, z, t) = p1/2(x, y, t) + g ρ1 [η1/2(x, y, t)− z], (35.48)

where we denote an interface value by a half-index, so that η1/2 and p1/2 are the interface height
and pressure at the upper layer interface.5 Since the fluid above the upper layer is assumed to
have zero density, we set

p1/2 = 0. (35.49)

The horizontal momentum equation for the upper (active) layer is given by

ρref

[
Du1

Dt
+ f ẑ × u1

]
= −g ρ1∇η1/2, (35.50)

where the z dependent term in the pressure (35.48) drops out when computing the horizontal
pressure gradient. Setting the reference density equal to the top layer density, ρref = ρ1, leads to
the more tidy equation

Du1

Dt
+ f ẑ × u1 = −g∇η1/2. (35.51)

5There is no general consensus on this notation, with some treatments, such as Vallis (2017) and Cushman-
Roisin and Beckers (2011) using an integer to label an interface quantity, whereas some numerical model papers
(e.g., Griffies et al. (2020)) use the half-index. We prefer the half-index since it removes any ambiguity concerning
the ordering of the interfaces relative to the layer.
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The equations for the upper layer are completed by volume conservation in the form of the
thickness equation

Dh1
Dt

= −h1∇ · u1. (35.52)

35.3.2 Relating undulations of the top and bottom layer interfaces
The pressure in the lower stagnant layer is given by the weight per horizontal area of fluid above
it, and it can be written

p2(x, y, z, t) = g ρ1 (η1/2 − η3/2) + g ρ2 (η3/2 − z) (35.53a)

= g ρ1 η1/2 + g (ρ2 − ρ1) η3/2 − g ρ2 z (35.53b)

= ρref (g
r

1/2 η1/2 + gr

3/2 η3/2)− g ρ2 z. (35.53c)

In this equation we introduced the reference density and reduced gravities

ρref = ρ1 and gr

1/2 = g and gr

3/2 = g (ρ2 − ρ1)/ρref ≪ g. (35.54)

Taking the reference density as the top layer density is common for Boussinesq shallow water
models, and will be assumed in our formulations with multiple layers in Section 35.4. We employ
the half-index notation for the reduced gravities since they are computed by differencing the
densities between two adjacent layers, and as such they are considered an interface property.
Additionally, the reduced gravities multiply a corresponding interface gradient, which also uses
the half-integer notation.

For the reduced gravity model we assume the lower layer is motionless. To maintain zero
motion in the lower layer requires the lower layer horizontal pressure gradient to vanish

ρ−1
ref ∇hp2 = gr

1/2∇η1/2 + gr

3/2∇η3/2 = 0. (35.55)

This constraint links the undulations of the top and bottom interfaces of the dynamically active
layer

∇η1/2 = −
gr

3/2

gr

1/2

∇η3/2 = −[(ρ2 − ρ1)/ρref ]∇η3/2 =⇒ η1/2 = −η3/2 [(ρ2 − ρ1)/ρref ] + constant.

(35.56)
The density ratio, (ρ2 − ρ1)/ρref , is positive but typically much smaller than unity. Hence, the
relation (35.56) means that undulations of the free surface, η1/2, are of opposite sign to and
of much smaller amplitude than the undulations in the lower interface, η3/2. This behavior is
typical for undulations of the pycnocline region of the ocean and the free surface as depicted in
Figure 35.5.

35.3.3 Momentum equation with reduced gravity
Relation (35.55) can be used to write the momentum equation (35.51) in the form

Du1

Dt
+ f ẑ × u1 = gr

3/2∇η3/2. (35.57)

It is common to make use of the momentum equation in the form (35.57), rather than the
original form (35.51). The reason is that historically, ocean hydrography measurements6 have
allowed for an estimate of the pycnocline slope, ∇η3/2, whereas it was not until precise satellite

6In oceanography, hydrography refers to measurements of temperature, salinity, and pressure; see Talley et al.
(2011).
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altimetry measurements starting in the 1990s that we could estimate the far smaller sea level
slope, ∇η1/2.
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Figure 35.5: A vertical slice through a reduced gravity, or 1.5 layer, ocean in hydrostatic balance. Shown here is
a plug of dynamically active light water, as may occur in a warm core eddy to the subtropical gyres, sitting on
top of heavy water of zero motion. The free surface corresponds to η1/2 in Figure 35.4, whereas the pycnocline
(heavy black line) corresponds to the lower interface η3/2 of Figure 35.4. The sea surface experiences an applied
pressure p = pa, assumed to be uniform for this idealized situation. Note how sea level is a maximum above the
pycnocline minimum, with this geometry reflected in equation (35.56). In the ocean, the slope of the pycnocline is
about 100-300 times larger than the slope of the sea level. That is, sea level may show undulations on the order of
a metre, whereas the pycnocline undulations are on the order of 100-300 m.

35.3.4 Reduced gravity and relative buoyancy

Equation (35.55)
g∇η1/2 = −gr

3/2∇η3/2, (35.58)

says that with gr

3/2 ≪ g, the free surface slopes are much smaller than interior slopes

|∇η1/2| ≪ |∇η3/2|. (35.59)

We thus infer that the interior interface has less resistance to vertical motion than the free
surface. To help understand this result, recall the study of Archimedean buoyancy in Section
30.4. We see that the reduced gravity, gr

3/2, is the Archimedean buoyancy of layer 1 relative to
layer 2, with normalization given by the reference density as per the Boussinesq approximation

buoyancy layer 1 relative to layer 2 = −g (ρ1 − ρ2)/ρref = gr

3/2. (35.60)

A small relative buoyancy between two density layers renders little resistence for motion of the
layer interface. Indeed, as the density difference vanishes, so too does the buoyant resistance to
motion of the layer interface. For the upper free surface, the buoyancy of layer 0 (a zero mass
atmosphere) relative to layer 1 equals to the full gravitational acceleration.

buoyancy layer 0 relative to layer 1 = −g (ρ0 − ρ1)/ρref = g, (35.61)

where we assumed that ρref = ρ1 and ρ0 = 0. Evidently, the relative buoyancy between the top
shallow water layer and the atmosphere is given by the full gravity acceleration, which indicates
the large buoyant resistence to vertical motion of the free surface.

It is for this reason that the interior interface is more flexible than the free surface, as
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depicted in Figure 35.5. Even for an atmosphere with mass, so that ρ0 > 0, the upper interface’s
reduced gravity is close to g since the atmosphere is roughly 1000 times less dense than seawater.
This result holds in general, whereby increasing the reduced gravity between density layers, and
thus increasing the vertical density stratification, increases the resistance to motion of the layer
interface and thus reduces the interface’s flexibility.

35.3.5 Further study
The material in this section is inspired by Section 3.2 of Vallis (2017). Tomczak and Godfrey
(1994) make use of the reduced gravity model for interpretating aspects of the observed ocean.
Additional use is made by Griffies et al. (2014) for interpreting large-scale sea level patterns.

35.4 Stacked shallow water equations

<latexit sha1_base64="qNCRHpXp+rBHaRx2Jbzv0EV3AbQ=">AAACCHicbZDLTgIxGIU7eEO8oS7dNBITVziDRl0S3bjERC4RJqRT/oGGtjNpOyZkwgu4dqvP4M649S18BN/CArNQ4CRNvpzz/2l7gpgzbVz328mtrK6tb+Q3C1vbO7t7xf2Dho4SRaFOIx6pVkA0cCahbpjh0IoVEBFwaAbD20nefAKlWSQfzCgGX5C+ZCGjxFjrsQOGdNPzs8q4Wyy5ZXcqvAheBiWUqdYt/nR6EU0ESEM50brtubHxU6IMoxzGhU6iISZ0SPrQtiiJAO2n0xeP8Yl1ejiMlD3S4Kn7dyMlQuuRCOykIGag57OJuTQLxDK7nZjw2k+ZjBMDks7uDxOOTYQnreAeU0ANH1kgVDH7BUwHRBFqbHcF240338QiNCpl77Ls3l+UqjdZS3l0hI7RKfLQFaqiO1RDdUSRRC/oFb05z8678+F8zkZzTrZziP7J+foFHFuZlg==</latexit>⌘3/2
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N = 3

Figure 35.6: Three dynamically active layers of stacked shallow water fluid (N = 3). The notation corresponds
to that for the reduced gravity model of Figure 35.4, yet here with three dynamically active layers. In particular,
η1/2 is the free surface, η1/2 = η, whereas ηN+1/2 = ηb is the bottom interface. Hence, the total thickness of a
column is h1 + h2 + h3 = η1/2 − ηb. The “atmosphere” above the layers is assumed to apply a pressure, pa, to the
upper surface. The horizontal velocity is vertically independent within each layer, as is the horizontal pressure
gradient, so that both are discontinuous across a layer interface. In contrast, the pressure is a linear function of z
within a layer and is continuous across a layer interface. Finally, the vertical velocity is also a linear function of z
within a layer but it is discontinuous across a layer interface. The reduced gravity defined between each layer is
given by gr

k+1/2 = g (ρk+1 − ρk)/ρref . We take the reference density as ρref = ρ1, which results in a tidy set of layer
equations.

In studies of shallow water fluids, much of the formalism developed for a single layer can be
readily extended to an arbitrary number of layers. We here pursue this extension and thereby
expose the underlying kinematics and dynamics of stacked shallow water models. We assume
the layers are immiscible so that matter and thermal properties are not exchanged between the
layers. Consequently, the layers couple only through mechanical forces arising from pressure
form stress (Chapter 28). Furthermore, we continue to assume that the horizontal velocity has
no vertical dependence within each shallow water layer, which in turn means the horizontal
pressure gradient is vertically independent within each layer. The notation for our derivations is
depicted in Figure 35.6 in the case of three active layers.
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In Section 66.2 we develop the equations for a continuosly stratified Boussinesq fluid making
use of isopycnal vertical coordinates. Although the vertical stratification is continuous in that
case, we find that the isopycnal equations are isomorphic to the stacked shallow water equations.
Hence, besides being of intrinsic interest as a versatile theoretical model, the stacked shallow
water model offers a suitable step towards studies of a continuously stratified fluid using isopycnal
coordinates.

35.4.1 Formulation of a 2-layer model

We here display the equations for two layers, thus offering the seeds for an extension to N layers
in Section 35.4.2.

Thickness and tracer equations

Each shallow water layer satisfies its own independent thickness equation and tracer equation,
representing the conservation of volume and tracer content for each layer

∂h1
∂t

+∇ · (h1 u1) = 0 (35.62a)

∂h2
∂t

+∇ · (h2 u2) = 0 (35.62b)

∂(h1C1)

∂t
+∇ · (h1C1 u1) = 0 (35.62c)

∂(h2C2)

∂t
+∇ · (h2C2 u2) = 0. (35.62d)

We emphasize that there is no explicit coupling between these equations, as each layer separately
must satisfy volume conservation and tracer conservation. However, the velocities are coupled
through the pressure force, as we now discuss.

Pressure within a layer

To compute the pressure within a layer, we make use of the hydrostatic balance and integrate
down from the surface, which results in the pressure fields

p1 = ρ1 g (η1/2 − z) + pa (35.63)

p2 = ρ1 g (η1/2 − η3/2) + ρ2 g (η3/2 − z) + pa. (35.64)

As for the reduced gravity model in equation (35.53c), it is convenient to write pressure in
layer-two using the reduced gravity, which leads to

p2 − pa = ρ1 g (η1/2 − η3/2) + ρ2 g (η3/2 − z) (35.65a)

= g η1/2 ρ1 + g (ρ2 − ρ1) η3/2 − g ρ2 z (35.65b)

= ρref (g
r

1/2 η1/2 + gr

3/2 η3/2)− g ρ2 z (35.65c)

with the Boussinesq reference density and reduced gravities given by

ρref = ρ1 and gr

1/2 = g and gr

3/2 = g (ρ2 − ρ1)/ρref ≪ g. (35.66)

As for the reduced gravity model in equation (35.54), we set the reference density equal to the
top layer density. As per the discussion around equation (35.76), ρref = ρ1 results in a somewhat
tidier set of layer velocity equations.

CHAPTER 35. FORMULATING SHALLOW WATER MODELS page 955 of 2158



35.4. STACKED SHALLOW WATER EQUATIONS

Boussinesq reference density and the reduced gravity

We are formulating the shallow water model according to Boussinesq ocean equations from
Chapter 29, whereby fluid elements conserve their volume rather than their mass. According
to our discussion of the Boussinesq momentum equation in Section 29.1.2, density is set to
a constant reference density when measuring the inertial mass of a fluid element, yet density
remains the in situ density when measuring weight of a fluid element. For the shallow water
model, we multiply the inertial acceleration and Coriolis acceleration with a reference density,

ρref = shallow water reference density, (35.67)

whereas pressure and potential energy maintain the density, ρk, of the shallow water layer.
We further make use of the Boussinesq ocean when computing the buoyancy frequency

(Section 30.6). Namely, with ϱ the potential density, the Boussinesq form of the squared
buoyancy frequency is

N2 = −g
[

1

ρref

∂ϱ

∂z

]
≈ − g

ρref

∆ρ

∆z
= −gr/∆z. (35.68)

It is for this reason that we take ρref for the denominator of the reduced gravity throughout all
of the shallow water layers, thus defining

gr

k−1/2 = g (ρk − ρk−1)/ρref and gr

1/2 = g. (35.69)

Horizontal velocity equations

The horizontal velocity equations for the two layers take the form

ρref

[
D1u1

Dt
+ f ẑ × u1

]
= −∇p1 (35.70a)

ρref

[
D2u2

Dt
+ f ẑ × u2

]
= −∇p2, (35.70b)

where we introduced the layer material time derivatives

Dk

Dt
=

∂

∂t
+ uk · ∇ for k = 1, 2. (35.71)

Making use of expressions (35.63) and (35.65c) for layer pressures leads to the horizontal
momentum equations

ρref

[
D1u1

Dt
+ f ẑ × u1

]
= −g ρ1∇[η1/2 + pa/(g ρ1)] (35.72a)

ρref

[
D2u2

Dt
+ f ẑ × u2

]
= −g ρ1∇[η1/2 + pa/(g ρ1)]− gr

3/2 ρref ∇η3/2. (35.72b)

It is convenient to express the interface heights in terms of layer thicknesses, h1 and h2,
since the layer thicknesses are the prognostic fields determined by time stepping the thickness
equations (35.62a) and (35.62b). We thus write

η1/2 = ηb + h1 + h2 and η3/2 = ηb + h2, (35.73)

so that

p1 − pa = ρ1 g (ηb + h1 + h2)− g ρ1 z (35.74a)
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p2 − pa = ρ1 g (ηb + h1 + h2) + ρref g
r

3/2 (ηb + h2)− g ρ2 z, (35.74b)

thus resulting in the horizontal momentum equations

ρref

[
D1u1

Dt
+ f ẑ × u1

]
= −ρ1 g∇[ηb + h1 + h2 + pa/(g ρ1)] (35.75a)

ρref

[
D2u2

Dt
+ f ẑ × u2

]
= −ρ1 g∇[ηb + h1 + h2 + pa/(g ρ1)]− ρref g

r

3/2∇(ηb + h2). (35.75b)

Notice how layer thickness from one layer appears in the other layer’s pressure gradient. In this
way, changes in the thickness of one layer have a direct impact on pressure forces and flow in
the adjacent layer. Also notice how the bottom topography appears in the bottom pressure
gradient, which arises due to our switch from layer interfaces to layer thicknesses.

As already noted, it is common for a stacked shallow water model to choose

ρref = ρ1. (35.76)

We here see why taking this choice is desirable, since doing so brings the layer velocity equations
(35.75a) and (35.75b) into the more tidy forms

D1u1

Dt
+ f ẑ × u1 = −g∇[ηb + h1 + h2 + pa/(g ρ1)] (35.77a)

D2u2

Dt
+ f ẑ × u2 = −g∇[ηb + h1 + h2 + pa/(g ρ1)]− gr

3/2∇(ηb + h2). (35.77b)

Vertical shear in horizontal velocities between layers

The difference in layer velocities, u1 − u2, represents the vertical shear in the layers. This
difference is affected by a pressure gradient arising just from bottom topography and the interior
layer thickness, h2

D1u1

Dt
− D2u2

Dt
+ f ẑ × (u1 − u2) = gr

3/2∇ (ηb + h2). (35.78)

That is, the vertical shear does not directly feel undulations of the free surface, η1/2, or the
applied pressure, pa. Rather, it feels these surface undulations only indirectly via nonlinear terms
appearing in the advection on the left hand side. We further discuss this result in Section 36.2.2
by introducing thermal wind and the Margules’ Relation.

35.4.2 N -layer model equations

The 2-layer equations from Section 35.4.1 can be generalized to N -layers. The thickness equation
and tracer equation represent volume and tracer conservation for each layer

∂hk

∂t
+∇ · (uk hk) = 0 (35.79a)

∂(hkCk)

∂t
+∇ · (uk hkCk) = 0, (35.79b)

where k = 1, N is the discrete layer index and there is no implied summation on this label.7

7To help distinguish the layer index, k, from a tensor index, k, we write the layer index using an upright
Roman font whereas a tensor index is slanted.
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Expressions for the pressure

Some work is needed to generalize the pressure gradient appearing in the velocity equation. For
that purpose, write the interface height as

ηk+1/2 = ηb +

N∑
j=k+1

hj with ηN+1/2 = ηb and η1/2 = η. (35.80)

For example, the layer interfaces with N = 3 layers are given by

η1/2 = ηb + h1 + h2 + h3 η3/2 = ηb + h2 + h3 η5/2 = ηb + h3 η7/2 = ηb. (35.81)

In turn, the hydrostatic pressure within layer-k is given by

pk = −g ρk z + pa + ρref

k−1∑
j=0

gr

j+1/2 ηj+1/2 = pk−1/2 + g ρk (ηk−1/2 − z), (35.82)

where the reduced gravities are defined according to equation (35.69)

gr

j−1/2 = g (ρj − ρj−1)/ρref > 0 with gr

1/2 = g. (35.83)

As an example, the layer pressures for N = 3 are given by

p1 = pa + g ρ1 (η1/2 − z) p2 = p3/2 + g ρ2 (η3/2 − z) p3 = p5/2 + g ρ3 (η5/2 − z). (35.84)

The half-integer pressures are evaluated on the corresponding interface, and the hydrostatic
balance yields the pressure difference

pk+1/2 − pk−1/2 = g ρk hk = g ρk (ηk−1/2 − ηk+1/2). (35.85)

Summary of the thickness weighted velocity equation

The velocity equation for an arbitrary layer-k is given by

ρref

[
Dkuk

Dt
+ f ẑ × uk

]
= −∇pk ⇐⇒ [∂t + (uk · ∇)]uk + f ẑ × uk = −ρ−1

ref ∇pk. (35.86)

Use of the layer thickness equation (35.79a) readily leads to the thickness-weighted momentum
equation

∂t(hk uk) +∇ · (hk uk ⊗ uk) + f ẑ × hk uk = −(hk/ρref)∇pk. (35.87)

We study the thickness-weighted momentum equation in Section 36.3, where we find it offers
a more suitable framework than the velocity equation for studying the pressure form stresses
acting at layer interfaces.

35.4.3 Dynamic pressure and the Montgomery potential
The term g ρk z appearing in the layer pressures (35.82) has a zero horizontal gradient. Hence,
it does not contribute to the horizontal pressure gradient acceleration acting on a layer. As a
result, it is a “do nothing” pressure that motivates us to introduce the shallow water dynamic
pressure (e.g., equation (3.44) of Vallis (2017))

pk + g ρk z = pa + ρref

k−1∑
j=0

gr

j+1/2 ηj+1/2 ≡ pa + pdynk =⇒ ∇pk = ∇pa +∇pdynk , (35.88)
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The term “dynamic” is motivated since pdynk gradients directly lead to accelerations. Notably, the
dynamic pressure is vertically independent within a layer, so that it has a jump moving across a
layer interface. Also note that pdynk is related to the shallow water Montgomery potential via

Mdyn
k = ρ−1

ref p
dyn
k =

k−1∑
j=0

gr

j+1/2 ηj+1/2 (35.89)

(e.g., Section 12.2 of Cushman-Roisin and Beckers (2011)), with the continuous Montgomery
potential defined by equation (66.4). When studying the mechanical energy budget in Section
36.6, we find that pdynk naturally appears since the energy budget is derived using the pressure
gradient body force. The difference of the dynamic pressure between two layers is given by

pdynk − pdyn
k+1 = −ρref g

r

k+1/2 ηk+1/2 ⇐⇒Mdyn
k −Mdyn

k+1 = −gr

k+1/2 ηk+1/2, (35.90)

which is an expression of the hydrostatic balance for shallow water layers.

We often find it useful to study pressure contributions to the momentum equation via the
duality between the pressure gradient body force and the pressure contact force as when studying
form stress in Chapter 28, and further applied to the shallow water in Section 36.4 and in
Chapter 67. For those purposes, we do not use pdynk since it is not the hydrostatic pressure
measured within a shallow water layer, so that pdynk cannot be directly used to convert the
pressure gradient body force to the pressure contact force. Instead, we must use the pressure, pk.

35.4.4 Properties of the vertical velocity

From Section 19.6.2 we know that

w =
Dη

Dt
(35.91)

provides an expression for the vertical velocity of a fluid parcel at a point on an impermeable
surface, z = η(x, y, t). We made use of this equation in Section (35.2.7) when studying the
surface kinematic boundary condition for a single shallow water layer. We make use of this
equation in this section to further an understanding of the vertical velocity in a shallow water
model. In particular, we find that the jump in horizontal velocity across the interface leads to a
jump in the vertical velocity.

Jump condition for the vertical velocity across a layer interface

Consider two shallow water layers labelled by k and k + 1 that are separated by an interface
at z = ηk+1/2(x, y, t). Define the vertical velocity at the z = ηk+1/2 interface according to the
material kinematic condition

w(k)(ηk+1/2) = w
(k)
k+1/2 = (∂t + uk · ∇) ηk+1/2. (35.92)

Evidently, w
(k)
k+1/2 is the vertical velocity for a fluid parcel on the top side of the z = ηk+1/2

interface. Similarly, define the vertical velocity for a fluid parcel on the lower side of the
z = ηk+1/2 interface according to

w
(k+1)
k+1/2 = (∂t + uk+1 · ∇) ηk+1/2. (35.93)

Taking the difference leads to the jump condition

w(k)(ηk+1/2)− w(k+1)(ηk+1/2) = (uk − uk+1) · ∇ηk+1/2 ̸= 0. (35.94)
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As advertised, the vertical velocity has a jump across the interface that arises from the jump
in the horizontal velocity. In Section 36.2.2 we derive the shallow water expression (36.9) for
thermal wind balance maintained by geostrophic flow, known as the Margules’ relation. In that
special case there is no jump in the vertical velocity since ẑ × (uk − uk+1) is parallel to ∇ηk+1/2,
so that (uk − uk+1) · ∇ηk+1/2 = 0. We thus conclude that the vertical velocity jump arises from
ageostrophic contributions to the horizontal flow.

It is tempting to introduce a sub-region that smoothly connects the horizontal velocity
between the layers, thus removing the jump condition for both u and w. Doing so enhances
the realism of the stacked layers, since a physical realization of fluid layers will have a finite
sized region that interpolates between the layer properties. However, adding this transition zone
moves us beyond the stacked shallow water model, and so requires analysis that falls outside
shallow water theory. Hence, we do not pursue that avenue. Instead, in this chapter we remain
withing the shallow water theory while acknowledging it has limitations, including jumps in the
horizontal velocity across layer interfaces.

Preservation of the relative vertical position within a column

Following the approach from Section 35.2.8, we compute the vertical velocity within a layer by
vertically integrating the non-divergence condition, ∇ · v = 0. For layer k we have

w(k)(z) = w
(k)
k+1/2 − (z − ηk+1/2)∇ · uk, (35.95)

where w(k)(z) is the vertical velocity at a vertical position, z, that is located within layer k so
that ηk+1/2 ≤ z ≤ ηk−1/2. Equation (35.95) generalizes the single-layer equation (35.39), thus
revealing that the vertical velocity within an arbitrary shallow water layer is a linear function
of the vertical position. Now evaluate equation (35.95) at the upper interface for the layer,
z = ηk−1/2, in which case

w
(k)
k−1/2 = w

(k)
k+1/2 − hk∇ · uk, (35.96)

where
hk = ηk−1/2 − ηk+1/2 (35.97)

is the layer thickness. Eliminating the horizontal convergence between equations (35.95) and
(35.96) renders

w
(k)
k−1/2 − w

(k)
k+1/2

hk

=
w(k)(z)− w(k)

k+1/2

z − ηk+1/2
. (35.98)

Making use of the kinematic boundary condition at the two interfaces allows us to write

w
(k)
k−1/2 =

D(k)ηk−1/2

Dt
= (∂t + uk · ∇) ηk−1/2 (35.99a)

w
(k)
k+1/2 =

D(k)ηk+1/2

Dt
= (∂t + uk · ∇) ηk+1/2, (35.99b)

which then brings equation (35.98) to the form

1

hk

D(k)hk

Dt
=

1

z − ηk+1/2

D(k)(z − ηk+1/2)

Dt
=⇒ D(k)

Dt

[
z − ηk+1/2

hk

]
= 0 (35.100)

Just like for a single layer of shallow water fluid, vertical columns within each layer are stretched
and squeezed in a manner that preserves the relative vertical position for a point within the
column.

page 960 of 2158 geophysical fluid mechanics



35.4. STACKED SHALLOW WATER EQUATIONS

Averaged vertical velocity for a layer

Since the vertical velocity is a linear function of z within a layer, its layer averaged value is the
average of the vertical velocity at the upper and lower layer interfaces. It is a useful exercise of
the formalism to prove this result

wk =
1

hk

ˆ ηk−1/2

ηk+1/2

w(k)(z) dz (35.101a)

=
1

hk

ˆ ηk−1/2

ηk+1/2

[
w

(k)
k+1/2 − (z − ηk+1/2)∇ · uk

]
dz (35.101b)

= w
(k)
k+1/2 + ηk+1/2∇ · uk − 1/(2hk) (η

2
k−1/2 − η2k+1/2)∇ · uk (35.101c)

= w
(k)
k+1/2 − (hk/2)∇ · uk (35.101d)

= (w
(k)
k+1/2 + w

(k)
k−1/2)/2, (35.101e)

where the final step made use of the identity (35.96). Note that we can also write the layer
averaged vertical velocity as

wk = (w
(k)
k+1/2 + w

(k)
k−1/2)/2 =

D(k)ηk

Dt
, (35.102)

where
ηk = (ηk+1/2 + ηk−1/2)/2 (35.103)

is the average of the interface height for the layer.

35.4.5 Rigid lid shallow water models

Throughout this section we formulated the equations for an N-layer shallow water model where
η1/2 is the undulating free surface. For some applications of large-scale oceanography, it is useful
to remove the external gravity waves from the model, where these gravity waves are associated
with linear fluctuations of the upper free surface.8 To remove these gravity waves we can, by
fiat, set the upper ocean interface to a rigid constant, conventionally taken as η1/2 = 0. This
assumption is known as the rigid lid. There is good justification for this approximation given
that undulations of the free surface are far smaller than undulations of interior interfaces, as
seen for the reduced gravity model in Section 35.3.

If there is no applied pressure, pa = 0, then there is no horizontal pressure gradient in the
upper layer, much like an inverted reduced gravity model (see Exercise 35.5). A dynamically
more interesting case arises when there is an applied pressure, pa ̸= 0, so that motion is generated
in layer one, which in turn induces motion throughout all layers. Indeed, as seen when studying
the horizontally non-divergent barotropic model in Chapter 38, there must be a nonzero applied
surface pressure in order to constrain the free surface to be flat and fixed. This pressure is
referred to as the lid pressure

A rigid lid constrains the vertically integrated flow to be horizontally non-divergent. We see
this property by summing the thickness equation over all of the shallow water layers

∂tη1/2 +
N∑

k=1

∇ · (uk hk) = 0 where
N∑

k=1

∂thk = ∂t(η1/2 − ηb) = ∂tη1/2. (35.104)

8In Section 55.5 we study gravity waves in a single shallow water layer.
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For the rigid lid, ∂tη1/2 = 0, which then leads to the non-divergence condition

N∑
k=1

∇ · (uk hk) = ∇ ·
N∑

k=1

uk hk = ∇ ·U = 0 with U =

N∑
k=1

uk hk. (35.105)

Note that velocity in the upper layer remains horizontally divergent since the η3/2 interface is
not generally rigid. Even so, fixing η1/2 to be rigid serves to remove the relatively fast external
gravity waves from the stacked shallow water model. We return to the rigid lid assumption
when discussing the horizontal non-divergent barotropic model in Chapter 38 (see in particular
Section 38.4).

35.4.6 Comments on vanishing layers
Interior layer interfaces can intersect either the surface, referred to as outcropping, or the solid
bottom, referred to as incropping. In this manner, any particular layer may only exist over a
sub-region of the full horizontal domain. Treatment of such geometries is actually quite subtle
when numerically discretizing the equations of motion, since it requires methods to allow for
layers to vanish and appear as a function of time. The thickness weighted equations developed
in this section offer one means to handle these situations. They do so by ensuring that terms
properly vanish as h → 0 (see the end of Section 35.6.1 for more on this point). We also
considered some of the related conceptual subtleties in Section 29.9 when studying available
potential energy in a continuously stratified Boussinesq ocean. Griffies et al. (2020) present a
primer on finite volume numerical methods that support vanishing layers.

35.5 Vector-invariant velocity equation
Following the discussion in Section 24.4 for a continuously stratified fluid, we here derive the
vector-invariant form of the shallow water velocity equation. This formulation proves useful in
the kinetic energy budget of Section 36.6.3 and for vorticity in Section 39.1.

35.5.1 Basic manipulations
The following manipulations hold for each shallow water layer, so it is convenient to drop layer
indices to reduce clutter. Start by introducing vorticity for the full velocity field

ω = ∇× v (35.106a)

= x̂ (∂yw − ∂zv) + ŷ (∂zu− ∂xw) + ẑ (∂xv − ∂yu) (35.106b)

= x̂ ∂yw − ŷ ∂xw + ẑ (∂xv − ∂yu) (35.106c)

= −ẑ ×∇w + ẑ (∂xv − ∂yu), (35.106d)

where we set
∂zu = ∂zv = 0, (35.107)

which holds for the horizontal velocity within a shallow water layer. We also find it convenient
to introduce the vorticity associated with the horizontal velocity field

ω∗ = ∇× u = −x̂ ∂zv + ŷ ∂zu+ ẑ (∂xv − ∂yu) = ẑ (∂xv − ∂yu). (35.108)

The vertical component to vorticity is particularly important for geophysical flows, in which
case we write

ζ = ẑ · ω = ẑ · ω∗ = ∂xv − ∂yu. (35.109)
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The vector identity (see Section 2.3.4)

(u · ∇)u = (1/2)∇(u · u)− u× (∇× u) = (1/2)∇(u · u) + ω∗ × u (35.110)

brings the inviscid shallow water velocity equation (35.86)

∂u

∂t
+ (u · ∇)u+ f ẑ × u = −ρ−1

ref ∇p (35.111)

into its vector invariant form

∂u

∂t
+ (f + ζ) ẑ × u = −∇ (p/ρref + u · u/2) . (35.112)

Again, this equation holds separately for each layer, so that by reintroducing layer indices we
have

∂uk

∂t
+ (f + ζk) ẑ × uk = −∇(pk/ρref + uk · uk/2). (35.113)

35.5.2 Dynamical pressure and the Magnus acceleration

As in our discussion in Section 24.4 of the vector invariant velocity equation for continuously
stratified flows, the velocity equation (35.113) exposes two physical processes that lend insight
into the motion in the shallow water fluid.

Dynamical pressure from kinetic energy per mass

The kinetic energy per mass, u ·u/2, adds a dynamical pressure to the mechanical pressure asso-
ciated with the free surface undulations. Gradients in the kinetic energy thus drive accelerations
towards regions of smaller kinetic energy; i.e., down the kinetic energy gradient.9

Magnus acceleration

As discussed in Sections 24.4 and 32.2.6, the Magnus acceleration is a body acceleration defined
by the nonlinear term

Amagnus = −ω∗ × u = ζ (u× ẑ), (35.114)

appearing in the vector-invariant velocity equation (35.113). There is a non-zero Magnus
acceleration when a shallow water fluid column spins while it moves, with this acceleration acting
to deflect the spinning column perpendicular to its trajectory. As for the example in Figure 24.1,
consider a shallow water fluid column moving zonally, in which case the Magnus acceleration is

Amagnus = u ζ (x̂× ẑ) = −ŷ u ζ. (35.115)

With a positive relative vorticity, ζ > 0, the Magnus acceleration is directed to the right of the
motion, which is in the same direction as the Coriolis acceleration in the northern hemisphere.
For large-scale geophysical flows, the Magnus acceleration is sub-dominant to the Coriolis
acceleration. However, the Magnus acceleration is a crucial facet of large (order unity or larger)
Rossby number motions in which relative vorticity is sizable.

9The dynamical pressure afforded by the kinetic energy should not be confused with the shallow water dynamic
pressure introduced by equation (35.88). They are distinct.
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35.6 Non-conservative processes
Much of the focus on shallow water mechanics in this book concerns the inviscid and adiabatic
case in which shallow water layers are immiscible and there are no frictional or boundary stresses
within or between layers. Even so, we find occasion to consider the transfer of volume between
layers via irreversible dia-surface fluxes, as well as momentum transfer associated with viscous
friction and boundary stresses, and tracer transfer via diffusion. Such non-conservative exchanges
are central to many applications of shallow water models, thus prompting us to formulate the
stacked shallow water equations that include such processes. The discussion offers a vertically
discrete version of the continuous isopycnal model primitive equations detailed in Chapter 66.

35.6.1 Volume transfer across layer interfaces (dia-surface transport)
Consider the case of dia-surface transfer as occurs across the ocean surface through evaporation,
precipitation, and river runoff, or as occurs for interior layers in the presence of irreversible
mixing processes. Let w(η̇) measure the volume per time per horizontal area of fluid crossing
the surface interface of the shallow water layer, with w(η̇) having dimensions of length per time.

As shown in Figure 35.7, we choose a sign convention so that w
(η̇)
k−1/2 > 0 means volume leaves

shallow layer k through its upper interface, whereas w
(η̇)
k+1/2 > 0 means that volume enters the

layer through its lower interface.

Surface kinematic boundary condition for a single shallow water layer

The kinematic boundary condition (35.36) expresses the material nature of the free surface in
the absence of boundary volume flux. In the presence of a non-zero boundary flux, w(η̇) ≠ 0, we
follow the formulation of the kinematic boundary condition for the ocean free surface with a
mass flux (equation (19.94)), which renders the boundary condition

D(z − η)
Dt

= w(η̇) at z = η. (35.116)

In effect, this relation defines the surface boundary flux, and this boundary condition can be
written in the equivalent form

Dη

Dt
= w(η)− w(η̇). (35.117)
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Figure 35.7: Dia-surface transport across the upper interface, w
(η̇)

k−1/2, and lower interface, w
(η̇)

k+1/2, of shallow

water layer k. The sign convention is that w
(η̇)

k+1/2 > 0 for fluid entering layer k through its lower interface, and

w
(η̇)

k−1/2 > 0 for fluid leaving layer k through its upper interface. The evolution of layer thickness at a horizontal

position is given by equation (35.120), with a thickness time tendency due to the convergence of horizontal
thickness transport within a layer, and the net transport of fluid moving across the layer interfaces.
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Layer thickness equation for a single shallow water layer

Following through the derivation of the thickness equation in Section 35.2.5, we are trivially led
to the following generalization in the presence of volume moving through the upper interface

∂h

∂t
+∇ · (hu) = −w(η̇), (35.118)

or equivalently
Dh

Dt
= −h∇ · u− w(η̇). (35.119)

As volume leaves the layer through its upper interface, w(η̇) > 0, equation (35.118) says that the
layer thickness decreases, and conversely the layer thickness increases when volume is added via
w(η̇) < 0.

Thickness equation for a stacked shallow water model

It is straightforward to generalize the thickness equation (35.118) to the case of a stacked shallow
water model, in which

∂hk

∂t
+∇ · (hk uk) = −(w(η̇)

k−1/2 − w
(η̇)
k+1/2). (35.120)

In this way, a positive volume flux coming through the lower layer interface, w
(η̇)
k+1/2 > 0, leads to an

increase in hk, whereas a positive flux leaving through the upper interface, w
(η̇)
k−1/2 > 0, decreases

the layer thickness. The right hand side is written as the thickness weighted convergence of the
cross-layer transport. Finally, the flux-form equation (35.120) takes on its material evolution
form

Dkhk

Dt
= −hk∇ · uk − (w

(η̇)
k−1/2 − w

(η̇)
k+1/2). (35.121)

Evidently, the material evolution of layer thickness is affected by the convergence of the horizontal
flow as well as the transfer of volume across the layer interfaces.

Vanishing layers and transfer across the top and bottom of the stacked layers

A shallow water layer can vanish at any horizontal position, so that it need not be defined for all
horizontal positions in the domain. Such vanishing layers are elegantly handled by working with
the thickness weighted tracer and momentum budgets, as doing so avoids dividing by a zero
layer thickness when computing vertical transfer across layer interfaces. It also means that the
transfer of material and momentum across the top and bottom of a stacked shallow water model
occurs via the layer adjacent to these boundaries. That is, boundary fluxes are incorporated via
cross-layer fluxes entering or leaving the layer that sits at the surface layer or bottom.

35.6.2 Subgrid scale advective volume tranport within layers

In the presence of subgrid scale processes, there can be an additional advective transport of
volume within a layer beyond that arising from the resolved flow field, u. Such subgrid scale
transport from a velocity, usgs

k , is commonly found when studying the effects of turbulent eddies
on ocean and atmospheric flows, with the papers by Gent and McWilliams (1990) and Gent
et al. (1995) offering the canonical ocean example (see Section 71.3 for more on this topic). For
present purposes, we are not concerned with how to compute this subgrid flow. Rather, we are
concerned with how to account for this flow in a manner that conserves volume, tracer, and
momentum. For the thickness equation the extra transport simply represents a term added to
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the resolved flow, so that the thickness equation takes on the form

∂thk +∇ · [(hk (uk + u
sgs
k )] = −(w(η̇)

k−1/2 − w
(η̇)
k+1/2), (35.122)

where usgs
k is the subgrid scale flow. Volume for the layer is conserved in the presence of usgs

k so
long as usgs

k satisfies the same no-flow kinematic boundary conditions as u. Bringing the subgrid
scale contribution to the right hand side renders

∂thk +∇ · (hk uk) = −(w(η̇)
k−1/2 − w

(η̇)
k+1/2)−∇ · (hk u

sgs
k ). (35.123)

As shown in the following sections, the presence of both the dia-surface transport and the subgrid
scale along-layer transport lead to corresponding terms in the tracer and momentum equations,
with such terms required for conservation of tracer and momentum.

35.6.3 Tracer equation

Tracer content is transferred into or out of layer k in the presence of a nonzero volume flux,

w
(η̇)
k±1/2 ̸= 0. Likewise, tracer is transferred within a layer due to advection by uk + u

sgs
k . To

formulate the tracer budget admitting such transfer, we work with the thickness weighted tracer
equation so to work with an extensive quantity. Namely, the tracer content per horizontal area,
hkCk, which satisfies a relatively straightforward budget.

Tracer equation with cross-layer transport and subgrid advection

We ensure self-consistency between the tracer equation and thickness equation (35.120) by
writing the tracer budget, in the presence of cross-layer transfer and subgrid scale along-layer
advection, as

∂t(hkCk) +∇ · (hkCk u
eff
k ) = −[(w(η̇)C)k−1/2 − (w(η̇)C)k+1/2], (35.124)

where we introduced the shorthand for the effective flow

ueff
k = uk + u

sgs
k . (35.125)

The tracer fluxes on the right hand side, (w(η̇)C)k±1/2, are evaluated at the layer interfaces.

Evidently, a positive flux at the lower interface, (w(η̇)C)k+1/2 > 0, contributes to an increase in

the tracer content for layer k, whereas (w(η̇)C)k−1/2 > 0 signals tracer leaving through the upper
interface.

To estimate the tracer concentration at the layer interface, we make use of the upwind

advective flux. For the flux (w(η̇)C)k+1/2, the upwind method uses Ck+1 if w
(η̇)
k+1/2 > 0, whereas

the flux uses Ck if w
(η̇)
k+1/2 < 0

(w(η̇)C)k+1/2 = w
(η̇)
k+1/2

[
Ck+1 if w

(η̇)
k+1/2 > 0

Ck if w
(η̇)
k+1/2 < 0,

(35.126)

with the same approach used for other interfaces. This method ensures that integrated tracer
content is conserved for the full domain, since the tracer content that enters one layer leaves an
adjacent layer.
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Figure 35.8: Depicting the tracer budget within a shallow water layer according to the thickness weighted
tracer equation (35.124) and in the presence of dia-layer transport as in Figure 35.7. The cross-layer tracer fluxes,
(w(η̇) C)k±1/2, are computed according to an upwind method (35.126).

Consistency of the thickness weighted tracer equation and tracer concentration equation

As a consistency check, note that the thickness weighted tracer equation (35.124) reduces to the
thickness equation (35.122) upon setting the tracer concentration to a space-time constant. As
a second consistency check, use the product rule in equation (35.124) to have

Ck [∂thk +∇ · (hk u
eff
k )] + hk (∂tCk + u

eff
k · ∇Ck) = −[(w(η̇)C)k−1/2 − (w(η̇)C)k+1/2]. (35.127)

Use of the thickness equation (35.122) and rearrangement renders the advective form tracer
concentration equation

hk (∂t + u
eff
k · ∇)Ck = −

[
[(w(η̇)C)k−1/2 − Ckw

(η̇)
k−1/2]− [(w(η̇)C)k+1/2 − Ckw

(η̇)
k+1/2]

]
. (35.128)

The tracer concentration equation (35.128) is self-consistent since both sides vanish when Ck is
a space-time constant.

The particular case of w
(η̇)
k−1/2 > 0 and w

(η̇)
k+1/2 > 0, and use of upwind tracer fluxes (35.126),

leads to the tracer concentration equation

hk (∂t + u
eff
k · ∇)Ck = −w(η̇)

k+1/2 (Ck − Ck+1). (35.129)

Evidently, again with w
(η̇)
k+1/2 > 0, the tracer concentration in layer k increases if Ck+1 > Ck and

decreases if Ck+1 < Ck. This is the expected behavior, thus further supporting self-consistency
of both the thickness weighted tracer equation and the tracer concentration equation.

Including tracer diffusion

The addition of a cross-layer diffusive flux, with a kinematic diffusivity κcr > 0, and an along-layer
diffusive flux, with a kinematic diffusivity κal > 0, leads to the shallow water thickness-weighted
advection-diffusion equation
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∂t(hkCk) +∇ · [hk (Ck u
eff
k − κal∇Ck)]

= −[(w(η̇)C − κcr ∂zC)k−1/2 − (w(η̇)C − κcr ∂zC)k+1/2]. (35.130)

In this equation, (−κcr ∂zC)k±1/2 is the downgradient cross-layer diffusive tracer flux evaluated
at the k± 1/2 interface, and −κal∇Ck is the downgradient along-layer diffusive flux within layer
k. Both diffusivities, κcr and κal, can be functions of space and time. Finally, notice that the
diffusive fluxes arise from gradients in the tracer concentration, not gradients in the thickness
weighted tracer. Consequently, the presence of tracer diffusion does not affect self-consistency
with the thickness equation, since the diffusive fluxes all vanish when the tracer concentration is
a space-time constant.

Thickness weighted tracer equation or tracer concentration equation?

As suggested at the start of this section, the thickness weighted tracer equation offers a straightfor-
ward means to ensure that tracer content is conserved when including further physical processes,
such as cross-layer transport, along-layer subgrid scale advection, and tracer diffusion. The
reason is that this equation provides a budget for the tracer content per horizontal area within
the shallow water layer. In contrast, tracer concentration, as an intrinsic property, does not
satisfy a budget equation. We thus recommend using the thickness weighted tracer budget as
the foundation for self-consistently including new physical processes. The tracer concentration is
then simply diagnosed through division

Ck =
(hkCk)

hk

. (35.131)

Additionally, the thickness weighted tracer equation can be converted to the tracer concentration
equation through use of the product rule and the thickness equation.

35.6.4 Viscous frictional stresses acting within the layer
As discussed in Chapter 25, accelerations from friction appear in the momentum equation via the
divergence of the frictional stress tensor. For a shallow water fluid we may choose to include a
frictional stress proportional to lateral shears within each layer, much like the friction operators
discussed in Section 25.8. The thickness weighted velocity equation (35.87) is given for a layer
in the form

∂t(hk uk) +∇ · (hk uk ⊗ uk) + f ẑ × hk uk = −(hk/ρref)∇pk + hk Fk, (35.132)

where Fk is an acceleration arising from viscous friction. For a Laplacian operator arising from
within-layer strains, we make use of the generalized vertical coordinate discussion in Section
63.15.2 to write

hk Fk = ∇ · (hk νk∇uk), (35.133)

where νk > 0 is the along-layer kinematic viscosity (dimensions L2 T−1), which can generally
be a function of the flow. Notice how the thickness appears inside the divergence operator on
the right hand side of equation (35.133). It accords with the treatment of along-layer tracer
diffusion in equation (35.130). Like for the tracer, we note that the friction arises from shears in
the velocity, not shears in the thickness weighted velocity.10 Treatment of the Laplacian viscous

10Placement of thickness inside the divergence operator in equation (35.133) is consistent with the continuum
treatment of generalized vertical coordinates in Section 63.15.2. As noted by Gent (1993), this placement of
the thickness is often ignored in the shallow water literature. Instead, one often finds Fk = ∇ · (νk ∇uk), which
is appropriate only when the layer thickness is a constant, as for the two-dimensional non-divergent barotropic
model of Chapter 38. For the shallow water model, in which thickness is generally not constant, then use of a
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operator (35.133) is directly analogous to treatment of Laplacian tracer diffusion in Section
35.6.3. However, when the viscosity is a function of space, the direct analog holds only for the
Cartesian coordinates used here. More general coordinates (e.g., spherical) require a distinct
treatment to ensure symmetries are respected by the friction operator so to conserve angular
momentum as discussed in Section 25.4. The appendix to Griffies and Hallberg (2000) and Part
5 of Griffies (2004) offer details for both the Laplacian and biharmonic friction operators.

35.6.5 Parameterized interfacial stresses
We now consider parameterized stresses at the layer interfaces. One application concerns the
treatment of winds at the top of the shallow water column, and bottom friction at the interface
with the solid-earth bottom. For this purpose, consider the Boussinesq form (Section 29.7.2) of
the vertical stress divergence appearing in the momentum equation

F =
1

ρo

∂τ

∂z
, (35.134)

where τ is the horizontal stress vector acting on the layer interface. We discretize this stress
divergence for the shallow water layer as

Fk =
1

ρref

τ k−1/2 − τ k+1/2

hk

. (35.135)

In this expression, hk is the layer thickness, τ k−1/2 is the stress vector acting at the upper layer
interface and τ k+1/2 is the stress vector at the lower layer interface. Since a shallow water layer
is homogeneous, the interface stress is, in effect, applied uniformly throughout the layer as a
layer body stress.

Wind stress

Stress at the top interface of the top layer arises from winds, so that

τ ktop = τwind, (35.136)

where ktop is the index for the layer that sits at the top of the column at the particular horizontal
position. We have ktop = 1 for horizontal positions where that top layer exists. Yet it is possible
for this layer to vanish, such as when a lower layer outcrops, in which case ktop ̸= 1. Furthermore,
it is important to apply this boundary stress over a nontrivial layer thickness, which for thin
upper layers can mean the boundary stress is applied to more than one layer. Doing so ensures
that the boundary stress does not over-accelerate a layer that happens to be very thin.

Bottom drag

At the bottom interface of the lowest layer, k = kbot, bottom drag is commonly applied as a
means to include dissipation, in which case11

τ kbot = τbot = ρref CD |u|kbot ukbot , (35.137)

where CD is a dimensionless drag coefficient (typically with values on the order of 10−3), and
ukbot is the velocity in the layer adjacent to the bottom. Generally we expect kbot = K, yet it
will differ in regions of incropping layers along the botton.

friction operator in the form Fk = ∇ · (νk ∇uk) does not correspond to the divergence of a symmetric stress tensor
(Section 25.8), and as such it is physically inconsistent.

11Be aware that the bottom drag coefficient, CD, is distinct from tracer concentration, Ck.
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Viscous stress

Finally, we may wish to consider a viscous stress that acts between layers and takes on the form

τ k±1/2 = −ρref (µ∂zu)k±1/2, (35.138)

where µ > 0 is a vertical kinematic viscosity (dimensions L2 T−1) and (µ∂zu)k±1/2 is the viscous
stress evaluated at the k± 1/2 interface.

35.6.6 Transfer of horizontal momentum from inter-layer volume transfer

A transfer of volume across the layer interface gives rise to a transfer of horizontal momentum.
In a manner directly akin to the treatment of tracers in Section 35.6.3, we have the thickness
weighted velocity equation given by

∂t(hk uk) +∇ · (hk uk ⊗ uk) + f ẑ × hk uk = −(hk/ρref)∇pk +∇ · (hk νk∇uk)

− [(w(η̇) u− µ∂zu)k−1/2 − (w(η̇) u− µ∂zu)k+1/2] + δk,ktop τwind − δk,kbot τbot. (35.139)

In this equation, (w(η̇) u)k+1/2 is the transfer of horizontal momentum across the lower layer

interface, and (w(η̇) u)k−1/2 is the transfer across the upper layer interface. To estimate the
horizontal velocity at the interface, we can take an upwind approach just as for the tracers in
equation (35.126)

(w(η̇) u)k+1/2 = w
(η̇)
k+1/2

[
uk+1 if w

(η̇)
k+1/2 > 0

uk if w
(η̇)
k+1/2 < 0,

(35.140)

Gent (1993) notes that some realizations of the shallow water equations in the presence of
w(η̇) ̸= 0 fail to incorporate the transfer of horizontal momentum between the layers present in
equation (35.139). As such, these realizations are not self-consistent and thus do not correspond
to a discrete realization of a continuous isopycnal model.12

35.6.7 Inclusion of subgrid along-layer volume transport

In Section 35.6.2, we introduced a subgrid scale advective volume tranport within layers, and
then included that transport in the tracer equation in Section 35.6.3. To see how to do so for
the linear momentum equation, it is sufficient to focus on the case without friction or viscosity,
Unlike the thickness weighted tracer equation (35.124), here we do not have a straightforward
consistency check with the thickness equation (35.122) to determine a unique form for including
the effects from usgs

k into the momentum equation. We thus consider the following formulations.

Absence of usgs
k in the thickness weighted velocity equation

In this formulation we assume there is no appearance of usgs
k in the thickness weighted velocity

equation, so that

∂t(hk uk) +∇ · (hk uk ⊗ uk) + f ẑ × hk uk = −(hk/ρref)∇pk
− [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2]. (35.141)

12We formulate the continuous isopycnal model equations in Chapter 66.
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Use of the product rule gives

hk [∂tuk + (uk · ∇)uk] + uk [∂thk +∇ · (hk uk)] + f ẑ × hk uk = −(hk/ρref)∇pk
− [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2], (35.142)

with the thickness equation (35.123) then rendering

hk [∂tuk + (uk · ∇)uk] + f ẑ × hk uk = −(hk/ρref)∇pk
− [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2] + uk [∇ · (hk u

sgs
k ) + w

(η̇)
k−1/2 − w

(η̇)
k+1/2]. (35.143)

This formulation is unsatisfying since the velocity is advected by the velocity, uk, whereas tracer
is advected by ueff

k as seen in equations (35.124) and (35.128).

Absence of usgs
k in the velocity equation

As noted by Jansen et al. (2024), certain layered ocean models (such as MOM6 Adcroft et al.
(2019)), are formulated with no appearance of usgs

k in the velocity equation, so that

hk [∂tuk + (uk · ∇)uk] + f ẑ × hk uk = −(hk/ρref)∇pk − [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2]. (35.144)

Use of the product rule and thickness equation (35.123) leads to the thickness weighted velocity
equation

∂t(hk uk) +∇ · (hk uk ⊗ uk) + f ẑ × hk uk = −(hk/ρref)∇pk
− [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2]− uk [∇ · (hk u

sgs
k ) + w

(η̇)
k−1/2 − w

(η̇)
k+1/2]. (35.145)

This equation is unsatisfying for the same reason as the velocity equation (35.143). Namely,
both formulations have the advection of velocity determined by the velocity, uk, whereas tracer
is advected by ueff

k , as seen in equations (35.124) and (35.128).

Advection by ueff
k in the velocity equation and thickness weighted velocity equation

Next consider the case where advection occurs with ueff
k , just like for tracers as in equation

(35.124), so that the thickness weighted velocity equation is written in the form

∂t(hk uk) + ∂i[hu
eff
i u]k + f ẑ × hk uk = −(hk/ρref)∇pk − [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2], (35.146)

where we exposed the Cartesian tensor index, i, on the left hand side. The thickness equation
(35.122) leads to the identity

∂t(hk uk) + ∂i[hu
eff
i u]k = hk

[
∂tuk + (ueff

k · ∇)uk

]
+ uk [∂thk +∇ · (hk u

eff
k )] (35.147a)

= hk

[
∂tuk + (ueff

k · ∇)uk

]
− uk (w

(η̇)
k−1/2 − w

(η̇)
k+1/2), (35.147b)

which, when inserted to equation (35.146), gives the velocity equation

hk

[
∂tuk + (ueff

k · ∇)uk

]
+ f ẑ × hk uk = −(hk/ρref)∇pk
− [(w(η̇) u)k−1/2 − w(η̇)

k−1/2 uk] + [(w(η̇) u)k+1/2 − w(η̇)
k+1/2 uk]. (35.148)

This form for the velocity equation corresponds to the tracer concentration equation (35.128),
with both equations having advection determined by the effective velocity, ueff. Rearrangement
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renders the equivalent form

hk

[
∂tuk + (uk · ∇)uk

]
+ f ẑ × hk uk = −(hk/ρref)∇pk

− [(w(η̇) u)k−1/2 − (w(η̇) u)k+1/2] + [w
(η̇)
k−1/2 − w

(η̇)
k+1/2 − hk (u

sgs
k · ∇)]uk. (35.149)

35.6.8 Further study
Elements of the discrete stacked shallow water model formulation given in this section are
considered by Jansen et al. (2024) for the case of a continuous vertical coordinate.

35.7 Exercises
exercise 35.1: Relations for vertical velocity (exercise (3.2) of Vallis (2006))
Show that the vertical velocity within a shallow water system is given by

w =

[
z − ηb
h

]
Dh

Dt
+

Dηb
Dt

, (35.150)

where ηb is the position of the bottom topography (see Figure 35.1). Interpret the result, showing
that it gives sensible answers at the top and bottom of the fluid layer.

exercise 35.2: Stretching of a vertical column with layer volume exchange
Show that if there is transport across the surface interface of a single shallow water layer, as per
the thickness equation (35.118), then the column stretching equation (35.43) becomes

D

Dt

[
ln

(
z − ηb
h

)]
=
w(η̇)

h
. (35.151)

Evidently, in the presence of a surface boundary volume flux, a column of shallow water fluid no
longer stretches or squeezes uniformly. Instead, for w(η̇) < 0, a fluid parcel moves down within
the column as more fluid is added to the top of the layer, and conversely when volume leaves
the layer.

exercise 35.3: Deriving the shallow water tracer equation (35.47)
Show all steps needed to derive equations (35.46a)-(35.46c) and then show the steps leading to
the shallow water tracer equation (35.47). Hint: use the z independence of u and ∂zw within
the shallow water layer.

exercise 35.4: Shallow water equations with tides
In Chapter 34 we derive the equations for a primitive equation ocean in the presence of
astronomical forcing that leads to tides. Specialize the general results from that chapter to
derive the thickness and momentum equations for a single layer of shallow water fluid in the
presence of astronomical tidal forcing. As in Section 34.4, assume the perturbation geopotential
is vertically independent.

exercise 35.5: Inverted reduced gravity model
Derive the shallow water equations for a single moving layer of fluid of density ρ2 above a rigid
floor, with this moving layer below a stagnant fluid of density ρ1, with ρ1 < ρ2, and with the
upper stagnant layer assumed to have infinite thickness (as per the upper ocean reduced gravity
model in Figure 35.4). Assume ∇pa = 0. Discuss the constraint placed on the interface η1/2 to
maintain a stagnant upper layer. Show that as ρ1/ρ2 → 0 with ρref = ρ2, then the single layer
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shallow water equations emerge. Make use of notation from the three-layer system shown in
Figure 35.6. This model might be used to study flow in the atmosphere well above the boundary
layer, or the abyssal ocean well below the pycnocline. Hint: invert the approach taken in Section
35.3 for the reduced gravity model of the upper ocean.

CHAPTER 35. FORMULATING SHALLOW WATER MODELS page 973 of 2158



35.7. EXERCISES

page 974 of 2158 geophysical fluid mechanics



Chapter 36

SHALLOW WATER DYNAMICS

In this chapter we further our dynamical understanding of the shallow water fluid model. The
study includes geostrophy, thermal wind (as expressed by Margules’ relation), momentum
budgets, form stress, kinetic energy, gravitational potential energy, available potential energy,
and mechanical energy. We also develop the following case studies to exemplify the fundamentals:
the steady force balance in a zonally reentrant channel, and the angular momentum dynamics of
a rotating tank of shallow water fluid. We offer many details to support those aiming to become
nimble with the equations describing the momentum and energy dynamics of a stacked shallow
water model.

reader’s guide to this chapter
This chapter builds from the formulations in Chapter 35 as well as the geostrophic

mechanics from Chapter 31 and the pressure form stress from Chapter 28. We make use of
the dynamical results in this chapter for many of the subsequent chapters. Notationally, we
follow the same convention for the gradient operator noted at the start of Chapter 35.
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36.1 Loose threads
• Some more interpretation of the N -layer mechanical energy equations and their connections
to the continuous case.

• More schematics

• Consider adding a diabatic term to the energy budgets in Sections 36.5 and 36.6.

36.2 Geostrophic balance and thermal wind
As described in Chapter 31, geostrophic balance arises from neglecting the material time
derivative in the inviscid horizontal momentum equation, which is a sensible assumption when
the Rossby number is small. The resulting balance between Coriolis and pressure accelerations
constitutes the geostrophic balance. We consider here the implications of geostrophy for one
and two-layer shallow water systems.

36.2.1 Geostrophy for a single layer
Ignoring the applied pressure (pa = 0) leads to the geostrophic balance for a single shallow water
layer

f ẑ × ug = −g∇η =⇒ f ug = g ẑ ×∇η, (36.1)

or in component form

ug = −
g

f

∂η

∂y
and vg =

g

f

∂η

∂x
. (36.2)

Consequently, the shallow water layer geostrophic current is balanced by the gradient of the free
surface (sea level). In the northern hemisphere, where f > 0, geostrophic shallow water currents
flow counter-clockwise around negative sea level anomalies (low pressure) and clockwise around
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positive sea level anomalies (high pressure). The opposite orientation holds in the southern
hemisphere, where f < 0. Figure 36.1 shows a schematic of geostrophic balance for a single
shallow water layer.

pressure force
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<latexit sha1_base64="TQBEuJ9YRZzRh2TQ7cQgBAgif4o=">AAACCnicbVC7TsMwFHXKq5RXgJHFUCExVQlCgrGChbFI9CG1UeU4TmvViSP7piKKOrPwKywMIMTKF7DxN7htBmg50pWOzrnXvvf4ieAaHOfbKq2srq1vlDcrW9s7u3v2/kFLy1RR1qRSSNXxiWaCx6wJHATrJIqRyBes7Y9upn57zJTmMr6HLGFeRAYxDzklYKS+fdyLfPmQhyLlAR4zISmHDMsUsAxxQgZs0rerTs2ZAS8TtyBVVKDRt796gaRpxGKggmjddZ0EvJwo4FSwSaWXapYQOjKPdw2NScS0l89OmeBTowQ4lMpUDHim/p7ISaR1FvmmMyIw1IveVPzP66YQXnk5j5MUWEznH4WpwCDxNBcccMUoiMwQQhU3u2I6JIpQMOlVTAju4snLpHVec52ae3dRrV8XcZTRETpBZ8hFl6iOblEDNRFFj+gZvaI368l6sd6tj3lrySpmDtEfWJ8/k+GazA==</latexit><latexit sha1_base64="TQBEuJ9YRZzRh2TQ7cQgBAgif4o=">AAACCnicbVC7TsMwFHXKq5RXgJHFUCExVQlCgrGChbFI9CG1UeU4TmvViSP7piKKOrPwKywMIMTKF7DxN7htBmg50pWOzrnXvvf4ieAaHOfbKq2srq1vlDcrW9s7u3v2/kFLy1RR1qRSSNXxiWaCx6wJHATrJIqRyBes7Y9upn57zJTmMr6HLGFeRAYxDzklYKS+fdyLfPmQhyLlAR4zISmHDMsUsAxxQgZs0rerTs2ZAS8TtyBVVKDRt796gaRpxGKggmjddZ0EvJwo4FSwSaWXapYQOjKPdw2NScS0l89OmeBTowQ4lMpUDHim/p7ISaR1FvmmMyIw1IveVPzP66YQXnk5j5MUWEznH4WpwCDxNBcccMUoiMwQQhU3u2I6JIpQMOlVTAju4snLpHVec52ae3dRrV8XcZTRETpBZ8hFl6iOblEDNRFFj+gZvaI368l6sd6tj3lrySpmDtEfWJ8/k+GazA==</latexit><latexit sha1_base64="TQBEuJ9YRZzRh2TQ7cQgBAgif4o=">AAACCnicbVC7TsMwFHXKq5RXgJHFUCExVQlCgrGChbFI9CG1UeU4TmvViSP7piKKOrPwKywMIMTKF7DxN7htBmg50pWOzrnXvvf4ieAaHOfbKq2srq1vlDcrW9s7u3v2/kFLy1RR1qRSSNXxiWaCx6wJHATrJIqRyBes7Y9upn57zJTmMr6HLGFeRAYxDzklYKS+fdyLfPmQhyLlAR4zISmHDMsUsAxxQgZs0rerTs2ZAS8TtyBVVKDRt796gaRpxGKggmjddZ0EvJwo4FSwSaWXapYQOjKPdw2NScS0l89OmeBTowQ4lMpUDHim/p7ISaR1FvmmMyIw1IveVPzP66YQXnk5j5MUWEznH4WpwCDxNBcccMUoiMwQQhU3u2I6JIpQMOlVTAju4snLpHVec52ae3dRrV8XcZTRETpBZ8hFl6iOblEDNRFFj+gZvaI368l6sd6tj3lrySpmDtEfWJ8/k+GazA==</latexit><latexit sha1_base64="TQBEuJ9YRZzRh2TQ7cQgBAgif4o=">AAACCnicbVC7TsMwFHXKq5RXgJHFUCExVQlCgrGChbFI9CG1UeU4TmvViSP7piKKOrPwKywMIMTKF7DxN7htBmg50pWOzrnXvvf4ieAaHOfbKq2srq1vlDcrW9s7u3v2/kFLy1RR1qRSSNXxiWaCx6wJHATrJIqRyBes7Y9upn57zJTmMr6HLGFeRAYxDzklYKS+fdyLfPmQhyLlAR4zISmHDMsUsAxxQgZs0rerTs2ZAS8TtyBVVKDRt796gaRpxGKggmjddZ0EvJwo4FSwSaWXapYQOjKPdw2NScS0l89OmeBTowQ4lMpUDHim/p7ISaR1FvmmMyIw1IveVPzP66YQXnk5j5MUWEznH4WpwCDxNBcccMUoiMwQQhU3u2I6JIpQMOlVTAju4snLpHVec52ae3dRrV8XcZTRETpBZ8hFl6iOblEDNRFFj+gZvaI368l6sd6tj3lrySpmDtEfWJ8/k+GazA==</latexit>

pressure force
<latexit sha1_base64="OzT5d0me5lYRVjAqMyy1AaKWeCU=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0W3bisYB/QDiWT3mlDk8yQZMQyFPwVNy4Ucet3uPNvzLSz0NYDgcO599x7c8KEM20879sprayurW+UNytb2zu7e+7+QUvHqaLQpDGPVSckGjiT0DTMcOgkCogIObTD8U1ebz+A0iyW92aSQCDIULKIUWKs1HePeiKMHzPr0TpVgKPYzp323apX82bAy8QvSBUVaPTdr94gpqkAaSgnWnd9LzFBRpRhlMO00ks1JISOyRC6lkoiQAfZ7PwpPrXKIN9snzR4pv52ZERoPRGh7RTEjPRiLRf/q3VTE10FGZNJakDS+aIo5djEOM8CD5gCavjEEkIVs7diOiKKUGMTq9gQ/MUvL5PWec33av7dRbV+XcRRRsfoBJ0hH12iOrpFDdREFGXoGb2iN+fJeXHenY95a8kpPIfoD5zPHxKali8=</latexit><latexit sha1_base64="OzT5d0me5lYRVjAqMyy1AaKWeCU=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0W3bisYB/QDiWT3mlDk8yQZMQyFPwVNy4Ucet3uPNvzLSz0NYDgcO599x7c8KEM20879sprayurW+UNytb2zu7e+7+QUvHqaLQpDGPVSckGjiT0DTMcOgkCogIObTD8U1ebz+A0iyW92aSQCDIULKIUWKs1HePeiKMHzPr0TpVgKPYzp323apX82bAy8QvSBUVaPTdr94gpqkAaSgnWnd9LzFBRpRhlMO00ks1JISOyRC6lkoiQAfZ7PwpPrXKIN9snzR4pv52ZERoPRGh7RTEjPRiLRf/q3VTE10FGZNJakDS+aIo5djEOM8CD5gCavjEEkIVs7diOiKKUGMTq9gQ/MUvL5PWec33av7dRbV+XcRRRsfoBJ0hH12iOrpFDdREFGXoGb2iN+fJeXHenY95a8kpPIfoD5zPHxKali8=</latexit><latexit sha1_base64="OzT5d0me5lYRVjAqMyy1AaKWeCU=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0W3bisYB/QDiWT3mlDk8yQZMQyFPwVNy4Ucet3uPNvzLSz0NYDgcO599x7c8KEM20879sprayurW+UNytb2zu7e+7+QUvHqaLQpDGPVSckGjiT0DTMcOgkCogIObTD8U1ebz+A0iyW92aSQCDIULKIUWKs1HePeiKMHzPr0TpVgKPYzp323apX82bAy8QvSBUVaPTdr94gpqkAaSgnWnd9LzFBRpRhlMO00ks1JISOyRC6lkoiQAfZ7PwpPrXKIN9snzR4pv52ZERoPRGh7RTEjPRiLRf/q3VTE10FGZNJakDS+aIo5djEOM8CD5gCavjEEkIVs7diOiKKUGMTq9gQ/MUvL5PWec33av7dRbV+XcRRRsfoBJ0hH12iOrpFDdREFGXoGb2iN+fJeXHenY95a8kpPIfoD5zPHxKali8=</latexit><latexit sha1_base64="OzT5d0me5lYRVjAqMyy1AaKWeCU=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0W3bisYB/QDiWT3mlDk8yQZMQyFPwVNy4Ucet3uPNvzLSz0NYDgcO599x7c8KEM20879sprayurW+UNytb2zu7e+7+QUvHqaLQpDGPVSckGjiT0DTMcOgkCogIObTD8U1ebz+A0iyW92aSQCDIULKIUWKs1HePeiKMHzPr0TpVgKPYzp323apX82bAy8QvSBUVaPTdr94gpqkAaSgnWnd9LzFBRpRhlMO00ks1JISOyRC6lkoiQAfZ7PwpPrXKIN9snzR4pv52ZERoPRGh7RTEjPRiLRf/q3VTE10FGZNJakDS+aIo5djEOM8CD5gCavjEEkIVs7diOiKKUGMTq9gQ/MUvL5PWec33av7dRbV+XcRRRsfoBJ0hH12iOrpFDdREFGXoGb2iN+fJeXHenY95a8kpPIfoD5zPHxKali8=</latexit>

Coriolis force
<latexit sha1_base64="McHYQ2l1rj+KCxEBqMvlYuE3oS0=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjgi6L3bisYB/QDiWTZtrQZDIkGbEMBX/FjQtF3Pod7vwbM+0stPVA4HDu49ycMOFMG8/7dlZW19Y3Nktb5e2d3b199+CwpWWqCG0SyaXqhFhTzmLaNMxw2kkUxSLktB2O63m9/UCVZjK+N5OEBgIPYxYxgo2V+u5xT4TyMatLxaS1Q5G0e6d9t+JVvRnQMvELUoECjb771RtIkgoaG8Kx1l3fS0yQYWUY4XRa7qWaJpiM8ZB2LY2xoDrIZudP0ZlVBrmzfbFBM/X3RIaF1hMR2k6BzUgv1nLxv1o3NdF1kLE4SQ2NydwoSjkyEuVZoAFTlBg+sQQTxeytiIywwsTYxMo2BH/xy8ukdVH1vap/d1mp3RRxlOAETuEcfLiCGtxCA5pAIINneIU358l5cd6dj3nrilPMHMEfOJ8/v2mV+g==</latexit><latexit sha1_base64="McHYQ2l1rj+KCxEBqMvlYuE3oS0=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjgi6L3bisYB/QDiWTZtrQZDIkGbEMBX/FjQtF3Pod7vwbM+0stPVA4HDu49ycMOFMG8/7dlZW19Y3Nktb5e2d3b199+CwpWWqCG0SyaXqhFhTzmLaNMxw2kkUxSLktB2O63m9/UCVZjK+N5OEBgIPYxYxgo2V+u5xT4TyMatLxaS1Q5G0e6d9t+JVvRnQMvELUoECjb771RtIkgoaG8Kx1l3fS0yQYWUY4XRa7qWaJpiM8ZB2LY2xoDrIZudP0ZlVBrmzfbFBM/X3RIaF1hMR2k6BzUgv1nLxv1o3NdF1kLE4SQ2NydwoSjkyEuVZoAFTlBg+sQQTxeytiIywwsTYxMo2BH/xy8ukdVH1vap/d1mp3RRxlOAETuEcfLiCGtxCA5pAIINneIU358l5cd6dj3nrilPMHMEfOJ8/v2mV+g==</latexit><latexit sha1_base64="McHYQ2l1rj+KCxEBqMvlYuE3oS0=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjgi6L3bisYB/QDiWTZtrQZDIkGbEMBX/FjQtF3Pod7vwbM+0stPVA4HDu49ycMOFMG8/7dlZW19Y3Nktb5e2d3b199+CwpWWqCG0SyaXqhFhTzmLaNMxw2kkUxSLktB2O63m9/UCVZjK+N5OEBgIPYxYxgo2V+u5xT4TyMatLxaS1Q5G0e6d9t+JVvRnQMvELUoECjb771RtIkgoaG8Kx1l3fS0yQYWUY4XRa7qWaJpiM8ZB2LY2xoDrIZudP0ZlVBrmzfbFBM/X3RIaF1hMR2k6BzUgv1nLxv1o3NdF1kLE4SQ2NydwoSjkyEuVZoAFTlBg+sQQTxeytiIywwsTYxMo2BH/xy8ukdVH1vap/d1mp3RRxlOAETuEcfLiCGtxCA5pAIINneIU358l5cd6dj3nrilPMHMEfOJ8/v2mV+g==</latexit><latexit sha1_base64="McHYQ2l1rj+KCxEBqMvlYuE3oS0=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyyCqzIjgi6L3bisYB/QDiWTZtrQZDIkGbEMBX/FjQtF3Pod7vwbM+0stPVA4HDu49ycMOFMG8/7dlZW19Y3Nktb5e2d3b199+CwpWWqCG0SyaXqhFhTzmLaNMxw2kkUxSLktB2O63m9/UCVZjK+N5OEBgIPYxYxgo2V+u5xT4TyMatLxaS1Q5G0e6d9t+JVvRnQMvELUoECjb771RtIkgoaG8Kx1l3fS0yQYWUY4XRa7qWaJpiM8ZB2LY2xoDrIZudP0ZlVBrmzfbFBM/X3RIaF1hMR2k6BzUgv1nLxv1o3NdF1kLE4SQ2NydwoSjkyEuVZoAFTlBg+sQQTxeytiIywwsTYxMo2BH/xy8ukdVH1vap/d1mp3RRxlOAETuEcfLiCGtxCA5pAIINneIU358l5cd6dj3nrilPMHMEfOJ8/v2mV+g==</latexit>

fluid velocity into page
<latexit sha1_base64="RH9azteCFHbEOKFiz2FF3K90jmk=">AAACCHicbVBLSwMxGMzWV62vVY8eDBbBU9kVQY9FLx4r2Ae0S8lms21oHkuSLS5Lj178K148KOLVn+DNf2Pa7kFbBwLDzPclmQkTRrXxvG+ntLK6tr5R3qxsbe/s7rn7By0tU4VJE0smVSdEmjAqSNNQw0gnUQTxkJF2OLqZ+u0xUZpKcW+yhAQcDQSNKUbGSn33uMdD+ZDHLKURHBMmMTUZpMJImKABmfTdqlfzZoDLxC9IFRRo9N2vXiRxyokwmCGtu76XmCBHylDMyKTSSzVJEB7Zy7uWCsSJDvJZkAk8tUoEY6nsEQbO1N8bOeJaZzy0kxyZoV70puJ/Xjc18VWQU5Gkhgg8fyhOGbQxp63AiCqCDcssQVhR+1eIh0ghbGx3FVuCvxh5mbTOa75X8+8uqvXroo4yOAIn4Az44BLUwS1ogCbA4BE8g1fw5jw5L8678zEfLTnFziH4A+fzB1L1miU=</latexit><latexit sha1_base64="RH9azteCFHbEOKFiz2FF3K90jmk=">AAACCHicbVBLSwMxGMzWV62vVY8eDBbBU9kVQY9FLx4r2Ae0S8lms21oHkuSLS5Lj178K148KOLVn+DNf2Pa7kFbBwLDzPclmQkTRrXxvG+ntLK6tr5R3qxsbe/s7rn7By0tU4VJE0smVSdEmjAqSNNQw0gnUQTxkJF2OLqZ+u0xUZpKcW+yhAQcDQSNKUbGSn33uMdD+ZDHLKURHBMmMTUZpMJImKABmfTdqlfzZoDLxC9IFRRo9N2vXiRxyokwmCGtu76XmCBHylDMyKTSSzVJEB7Zy7uWCsSJDvJZkAk8tUoEY6nsEQbO1N8bOeJaZzy0kxyZoV70puJ/Xjc18VWQU5Gkhgg8fyhOGbQxp63AiCqCDcssQVhR+1eIh0ghbGx3FVuCvxh5mbTOa75X8+8uqvXroo4yOAIn4Az44BLUwS1ogCbA4BE8g1fw5jw5L8678zEfLTnFziH4A+fzB1L1miU=</latexit><latexit sha1_base64="RH9azteCFHbEOKFiz2FF3K90jmk=">AAACCHicbVBLSwMxGMzWV62vVY8eDBbBU9kVQY9FLx4r2Ae0S8lms21oHkuSLS5Lj178K148KOLVn+DNf2Pa7kFbBwLDzPclmQkTRrXxvG+ntLK6tr5R3qxsbe/s7rn7By0tU4VJE0smVSdEmjAqSNNQw0gnUQTxkJF2OLqZ+u0xUZpKcW+yhAQcDQSNKUbGSn33uMdD+ZDHLKURHBMmMTUZpMJImKABmfTdqlfzZoDLxC9IFRRo9N2vXiRxyokwmCGtu76XmCBHylDMyKTSSzVJEB7Zy7uWCsSJDvJZkAk8tUoEY6nsEQbO1N8bOeJaZzy0kxyZoV70puJ/Xjc18VWQU5Gkhgg8fyhOGbQxp63AiCqCDcssQVhR+1eIh0ghbGx3FVuCvxh5mbTOa75X8+8uqvXroo4yOAIn4Az44BLUwS1ogCbA4BE8g1fw5jw5L8678zEfLTnFziH4A+fzB1L1miU=</latexit><latexit sha1_base64="RH9azteCFHbEOKFiz2FF3K90jmk=">AAACCHicbVBLSwMxGMzWV62vVY8eDBbBU9kVQY9FLx4r2Ae0S8lms21oHkuSLS5Lj178K148KOLVn+DNf2Pa7kFbBwLDzPclmQkTRrXxvG+ntLK6tr5R3qxsbe/s7rn7By0tU4VJE0smVSdEmjAqSNNQw0gnUQTxkJF2OLqZ+u0xUZpKcW+yhAQcDQSNKUbGSn33uMdD+ZDHLKURHBMmMTUZpMJImKABmfTdqlfzZoDLxC9IFRRo9N2vXiRxyokwmCGtu76XmCBHylDMyKTSSzVJEB7Zy7uWCsSJDvJZkAk8tUoEY6nsEQbO1N8bOeJaZzy0kxyZoV70puJ/Xjc18VWQU5Gkhgg8fyhOGbQxp63AiCqCDcssQVhR+1eIh0ghbGx3FVuCvxh5mbTOa75X8+8uqvXroo4yOAIn4Az44BLUwS1ogCbA4BE8g1fw5jw5L8678zEfLTnFziH4A+fzB1L1miU=</latexit>

low pressure
<latexit sha1_base64="FpU/gPr3kEihuDXpz0Ga58h9GdQ=">AAAB/HicbVDLSgMxFL3js9bXaJdugkVwVWZE0GXRjcsK9gHtUDJppg1NJkOSUYeh/oobF4q49UPc+Tem7Sy09UDgcM493JsTJpxp43nfzsrq2vrGZmmrvL2zu7fvHhy2tEwVoU0iuVSdEGvKWUybhhlOO4miWISctsPx9dRv31OlmYzvTJbQQOBhzCJGsLFS3630RCgfcy4fkM1pnSo66btVr+bNgJaJX5AqFGj03a/eQJJU0NgQjrXu+l5ighwrwwink3Iv1TTBZIyHtGtpjAXVQT47foJOrDJAkVT2xQbN1N+JHAutMxHaSYHNSC96U/E/r5ua6DLIWZykhsZkvihKOTISTZtAA6YoMTyzBBPF7K2IjLDCxNi+yrYEf/HLy6R1VvO9mn97Xq1fFXWU4AiO4RR8uIA63EADmkAgg2d4hTfnyXlx3p2P+eiKU2Qq8AfO5w+YaJVe</latexit><latexit sha1_base64="FpU/gPr3kEihuDXpz0Ga58h9GdQ=">AAAB/HicbVDLSgMxFL3js9bXaJdugkVwVWZE0GXRjcsK9gHtUDJppg1NJkOSUYeh/oobF4q49UPc+Tem7Sy09UDgcM493JsTJpxp43nfzsrq2vrGZmmrvL2zu7fvHhy2tEwVoU0iuVSdEGvKWUybhhlOO4miWISctsPx9dRv31OlmYzvTJbQQOBhzCJGsLFS3630RCgfcy4fkM1pnSo66btVr+bNgJaJX5AqFGj03a/eQJJU0NgQjrXu+l5ighwrwwink3Iv1TTBZIyHtGtpjAXVQT47foJOrDJAkVT2xQbN1N+JHAutMxHaSYHNSC96U/E/r5ua6DLIWZykhsZkvihKOTISTZtAA6YoMTyzBBPF7K2IjLDCxNi+yrYEf/HLy6R1VvO9mn97Xq1fFXWU4AiO4RR8uIA63EADmkAgg2d4hTfnyXlx3p2P+eiKU2Qq8AfO5w+YaJVe</latexit><latexit sha1_base64="FpU/gPr3kEihuDXpz0Ga58h9GdQ=">AAAB/HicbVDLSgMxFL3js9bXaJdugkVwVWZE0GXRjcsK9gHtUDJppg1NJkOSUYeh/oobF4q49UPc+Tem7Sy09UDgcM493JsTJpxp43nfzsrq2vrGZmmrvL2zu7fvHhy2tEwVoU0iuVSdEGvKWUybhhlOO4miWISctsPx9dRv31OlmYzvTJbQQOBhzCJGsLFS3630RCgfcy4fkM1pnSo66btVr+bNgJaJX5AqFGj03a/eQJJU0NgQjrXu+l5ighwrwwink3Iv1TTBZIyHtGtpjAXVQT47foJOrDJAkVT2xQbN1N+JHAutMxHaSYHNSC96U/E/r5ua6DLIWZykhsZkvihKOTISTZtAA6YoMTyzBBPF7K2IjLDCxNi+yrYEf/HLy6R1VvO9mn97Xq1fFXWU4AiO4RR8uIA63EADmkAgg2d4hTfnyXlx3p2P+eiKU2Qq8AfO5w+YaJVe</latexit><latexit sha1_base64="FpU/gPr3kEihuDXpz0Ga58h9GdQ=">AAAB/HicbVDLSgMxFL3js9bXaJdugkVwVWZE0GXRjcsK9gHtUDJppg1NJkOSUYeh/oobF4q49UPc+Tem7Sy09UDgcM493JsTJpxp43nfzsrq2vrGZmmrvL2zu7fvHhy2tEwVoU0iuVSdEGvKWUybhhlOO4miWISctsPx9dRv31OlmYzvTJbQQOBhzCJGsLFS3630RCgfcy4fkM1pnSo66btVr+bNgJaJX5AqFGj03a/eQJJU0NgQjrXu+l5ighwrwwink3Iv1TTBZIyHtGtpjAXVQT47foJOrDJAkVT2xQbN1N+JHAutMxHaSYHNSC96U/E/r5ua6DLIWZykhsZkvihKOTISTZtAA6YoMTyzBBPF7K2IjLDCxNi+yrYEf/HLy6R1VvO9mn97Xq1fFXWU4AiO4RR8uIA63EADmkAgg2d4hTfnyXlx3p2P+eiKU2Qq8AfO5w+YaJVe</latexit>

high pressure
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Figure 36.1: Side view of geostrophic balance for a single shallow water layer, here shown with two high pressure
centers surrounding a low pressure center. A fluid particle path follows isolines of the free surface (constant
pressure surface), with the Coriolis force balancing the pressure gradient force. In the northern hemisphere, where
f > 0, geostrophic flow is counter-clockwise around a low pressure center and clockwise around a high pressure
center, so that the Coriolis force acts to the right of the flow and it is balanced by a pressure gradient acting
to the left. For the southern hemisphere, geostrophic flow is in the opposite direction since f < 0, so that the
pressure gradient acts to the right of the flow and Coriolis to the left.

36.2.2 Margules’ relation for two layers

Now consider two shallow water layers as in Figure 35.6. Recall the layer pressure equations
(35.63) and (35.64), which leads to the pressure difference

p1 − p2 = g η3/2 (ρ1 − ρ2) + g z (ρ2 − ρ1) = gr

3/2 ρref (z − η3/2), (36.3)

where the reduced gravity is given by equation (35.69)

gr

3/2 = g (ρ2 − ρ1)/ρref > 0, (36.4)

where ρref is the shallow water Boussinesq reference density (35.67). The density difference,
ρ2 − ρ1, is generally much smaller than either density, so that gr

3/2 ≪ g. For the Boussinesq
shallow water system, the momentum equations are given by

D(1)u1

Dt
+ f ẑ × u1 = −ρ−1

ref ∇p1 (36.5a)

D(2)u2

Dt
+ f ẑ × u2 = −ρ−1

ref ∇p2, (36.5b)

where we introduced the material time derivatives for each layer (we introduced this notation in
Section 35.4.4)

D(k)

Dt
=

∂

∂t
+ uk · ∇. (36.6)

Making use of the pressure difference (36.3) renders

D1u1

Dt
− D2u2

Dt
+ f ẑ ×∆u = −ρ−1

ref ∇(p1 − p2) = gr

3/2∇η3/2, (36.7)

where
∆u = u1 − u2 (36.8)

is the vertical difference of the layer horizontal velocities. We see that the difference in the
geostrophic velocities for the two layers is proportional to the slope of the interface between the
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two layers

f ẑ ×∆ug = gr

3/2∇η3/2 =⇒ ∆ug = +(gr

3/2/f) ∂yη3/2 and ∆vg = −(gr

3/2/f) ∂xη3/2. (36.9)

These equations are known as the Margules’ relation. It applies at any interface between two
shallow water fluid layers. It says that the vertical difference between the layer geostrophic
velocities is proportional to the interface slope. When the slope is large, the vertical difference in
the geostrophic velocity is large. Also, the velocity difference is large when the reduced gravity
is large; i.e., when the density difference is large. We illustrate this relation in Figure 36.2. The
Margules relation is a discrete (two-layer) version of the thermal wind relation discussed in
Section 31.6.

heavylight

z
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Figure 36.2: Illustrating Margules’ relation for the northern hemisphere (f > 0). Here we show the interface
between a two-layer shallow water model with a heavy layer to the right and a light layer to the left. The slope
of the interface is positive, ∂η3/2/∂y > 0, thus leading to an increase in the eastward zonal geostrophic velocity
moving upward, as depicted by the circles with a dot. This orientation corresponds to the northern hemisphere
atmospheric jet stream, whereby the interface between cold/heavy air to the north and warm/light air to the
south leads to a zonal thermal wind jet. This figure is directly comparable to the continuously stratified case
shown in Figure 31.7.

36.2.3 Geostrophic transport within layers

We are often interested in computing the net volume transport within a layer of fluid in order to
measure how much the fluid is moving across a particular region. For an N -layer shallow water
fluid this transport is written

U =

ˆ
udz =

N∑
k=1

uk hk, (36.10)

where uk is the layer horizontal velocity and hk the layer thickness. For many purposes it is
sufficient to compute the transport due to the geostrophic motion, in which case

uk = (ρref f)
−1 ẑ ×∇pk, (36.11)

so that the geostrophic transport is

Ug =

ˆ η

ηb

ug dz = (ρref f)
−1 ẑ ×

N∑
k=1

hk∇pk. (36.12)

For the pressure gradient we can make use of the expression (35.88)

∇pk = ∇pa +∇pdynk = ∇pa + ρref

k∑
j=1

gr

j−1/2∇ηj−1/2 = ∇pk−1 + ρref g
r

k−1/2∇ηk−1/2, (36.13)
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thus revealing the cascade of contributions from each of the layer interfaces.

As an exercise, let us write the geostrophic transport for N = 3 layers, in which the layer
pressure gradients are

∇p1 = ∇pa + ρref g∇η1/2 (36.14a)

∇p2 = ∇p1 + ρref g
r

3/2∇η3/2 (36.14b)

∇p3 = ∇p2 + ρref g
r

5/2∇η5/2. (36.14c)

We see here the utility of setting
ρref = ρ1, (36.15)

in which case the geostrophic transport within the three layers is

h1 u1g =
h1
f
ẑ ×∇(gr

1/2 η1/2) (36.16a)

h2 u2g =
h2
f
ẑ ×∇(gr

1/2 η1/2 + gr

3/2 η3/2) (36.16b)

h3 u3g =
h3
f
ẑ ×∇(gr

1/2 η1/2 + gr

3/2 η3/2 + gr

5/2 η5/2), (36.16c)

so that the vertically integrated geostrophic transport is

Ug = f−1 ẑ ×
[
h1∇(g η) + h2∇(g η + gr

3/2 η3/2) + h3∇(g η + gr

3/2 η3/2 + gr

5/2 η5/2)
]
. (36.17)

This expression for Ug displays the cascade of contributions from each of the layer interfaces and
their corresponding reduced gravities. Evidently, the geostrophic transport is directly related to
the slopes for the layer interfaces, with more transport associated with larger magnitudes in the
slopes as well as larger reduced gravities.

36.2.4 Flow within a geostrophic eddy
The ocean and atmosphere are highly turbulent fluids, with turbulent features extending from
the small scales (millimeters) to large scales (hundreds to thousands of kilometers). The larger
scale macro-turbulent features feel the earth’s rotation and thus maintain a force balance close
to geostrophic.1 We here outline some features of an ocean geostrophic eddy as idealized using
the reduced gravity model of Section 35.3. Figure 36.3 shows a vertical-zonal slice through the
upper portion of an ocean eddy in the middle latitude northern hemisphere (f > 0). The central
region consists of a geostrophic eddy, sometimes also referred to as an ocean mesoscale eddy.
The signature of the eddy is a depression in the free surface height and upward deformation of
the pycnocline. The lateral scale of the eddy is on the order of the internal deformation scale
(see Exercise 36.10).

The ocean eddy in Figure 36.3 is an anomalously dense cyclonic mesoscale eddy with the dense
water causing the pycnocline to deviate upward. If density is dominated by temperature, as it
typically is within the middle to lower latitude oceans, then the eddy is a cold core eddy, meaning
that the core of the eddy is cold. Under geostrophic balance, water circulates counter-clockwise
in the northern hemisphere within the upper portion of the cold core eddy, in the region where
the pressure gradient force is dominated by the free surface undulation. In this case we see say
the eddy is cyclonic. According to the reduced gravity model from Section 35.3 (see in particular

1As noted in Section 32.6, the gradient wind balance provides a more accurate approximation to flows in
ocean and atmospheric eddies by also including the centrifugal acceleration associated with the curved motion.
Even so, the geostrophic balance provides a sufficient approximation for many purposes and it will be used here,
along with thermal wind.
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y
<latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>

f > 0
<latexit sha1_base64="ukFniPWJvcuKYKMwbszPYShpXOM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0JMUvXisYNpCG8pmO2mXbjZhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfju5nffkKleSIfzSTFIKZDySPOqLGSH5Eb4varNbfuzkFWiVeQGhRo9qtfvUHCshilYYJq3fXc1AQ5VYYzgdNKL9OYUjamQ+xaKmmMOsjnx07JmVUGJEqULWnIXP09kdNY60kc2s6YmpFe9mbif143M9F1kHOZZgYlWyyKMkFMQmafkwFXyIyYWEKZ4vZWwkZUUWZsPhUbgrf88ippXdQ9t+49XNYat0UcZTiBUzgHD66gAffQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz9o943A</latexit><latexit sha1_base64="ukFniPWJvcuKYKMwbszPYShpXOM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0JMUvXisYNpCG8pmO2mXbjZhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfju5nffkKleSIfzSTFIKZDySPOqLGSH5Eb4varNbfuzkFWiVeQGhRo9qtfvUHCshilYYJq3fXc1AQ5VYYzgdNKL9OYUjamQ+xaKmmMOsjnx07JmVUGJEqULWnIXP09kdNY60kc2s6YmpFe9mbif143M9F1kHOZZgYlWyyKMkFMQmafkwFXyIyYWEKZ4vZWwkZUUWZsPhUbgrf88ippXdQ9t+49XNYat0UcZTiBUzgHD66gAffQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz9o943A</latexit><latexit sha1_base64="ukFniPWJvcuKYKMwbszPYShpXOM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0JMUvXisYNpCG8pmO2mXbjZhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfju5nffkKleSIfzSTFIKZDySPOqLGSH5Eb4varNbfuzkFWiVeQGhRo9qtfvUHCshilYYJq3fXc1AQ5VYYzgdNKL9OYUjamQ+xaKmmMOsjnx07JmVUGJEqULWnIXP09kdNY60kc2s6YmpFe9mbif143M9F1kHOZZgYlWyyKMkFMQmafkwFXyIyYWEKZ4vZWwkZUUWZsPhUbgrf88ippXdQ9t+49XNYat0UcZTiBUzgHD66gAffQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz9o943A</latexit><latexit sha1_base64="ukFniPWJvcuKYKMwbszPYShpXOM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0JMUvXisYNpCG8pmO2mXbjZhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfju5nffkKleSIfzSTFIKZDySPOqLGSH5Eb4varNbfuzkFWiVeQGhRo9qtfvUHCshilYYJq3fXc1AQ5VYYzgdNKL9OYUjamQ+xaKmmMOsjnx07JmVUGJEqULWnIXP09kdNY60kc2s6YmpFe9mbif143M9F1kHOZZgYlWyyKMkFMQmafkwFXyIyYWEKZ4vZWwkZUUWZsPhUbgrf88ippXdQ9t+49XNYat0UcZTiBUzgHD66gAffQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz9o943A</latexit>

CCW
<latexit sha1_base64="0ktU7rLIV7E7vWkz2p/YSsGAKWQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMdiLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJY+53nlBpHstHM03Qj+hI8pAzaqz00Gh0BuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbSvqp5b9e6vK/XbPI4inME5XIIHNajDHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwDJ7411</latexit><latexit sha1_base64="0ktU7rLIV7E7vWkz2p/YSsGAKWQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMdiLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJY+53nlBpHstHM03Qj+hI8pAzaqz00Gh0BuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbSvqp5b9e6vK/XbPI4inME5XIIHNajDHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwDJ7411</latexit><latexit sha1_base64="0ktU7rLIV7E7vWkz2p/YSsGAKWQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMdiLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJY+53nlBpHstHM03Qj+hI8pAzaqz00Gh0BuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbSvqp5b9e6vK/XbPI4inME5XIIHNajDHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwDJ7411</latexit><latexit sha1_base64="0ktU7rLIV7E7vWkz2p/YSsGAKWQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMdiLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJY+53nlBpHstHM03Qj+hI8pAzaqz00Gh0BuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbSvqp5b9e6vK/XbPI4inME5XIIHNajDHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwDJ7411</latexit>

low pressure

cold core eddy

<latexit sha1_base64="vAyUaJxpmIWWp6x56PLZ/uvffDE=">AAACBHicbZDNSgMxFIXv+FvrX9Wlm8EiuCozouhGKLpxWcH+QDuUTHqnjU0yQ5IRaunWtVt9Bnfi1vfwEXwL03YW2vZA4OOce0lywoQzbTzv21laXlldW89t5De3tnd2C3v7NR2nimKVxjxWjZBo5Exi1TDDsZEoJCLkWA/7N+O8/ohKs1jem0GCgSBdySJGibFW7emqhYa0C0Wv5E3kzoOfQREyVdqFn1YnpqlAaSgnWjd9LzHBkCjDKMdRvpVqTAjtky42LUoiUAfDyWtH7rF1Om4UK3ukcSfu340hEVoPRGgnBTE9PZuNzYVZKBbZzdREl8GQySQ1KOn0/ijlrondcSNuhymkhg8sEKqY/YJLe0QRamxveduNP9vEPNROS/55ybs7K5avs5ZycAhHcAI+XEAZbqECVaDwAC/wCm/Os/PufDif09ElJ9s5gH9yvn4BjiCYOQ==</latexit>z = ⌘

<latexit sha1_base64="BvuXXJahYYtGjIqKA1oyGeAyYrk=">AAACGXicbZDLSgMxGIUzXmu9VV2Jm2ARXJUZUXRZdOOygr1Ap5RMmmlDcyPJiMMw+CCu3eozuBO3rnwE38L0stC2BwKHc/6f8H+RYtRY3//2lpZXVtfWCxvFza3tnd3S3n7DyERjUseSSd2KkCGMClK31DLSUpogHjHSjIY3o775QLShUtzbVJEOR31BY4qRdVG3dBjqgexmIY/kYxZaKlKYKEV0nndLZb/ijwXnTTA1ZTBVrVv6CXsSJ5wIixkyph34ynYypC3FjOTFMDFEITxEfdJ2ViBOTCcbn5DDE5f0YCy1e8LCcfp3I0PcmJRHbpIjOzCz3Shc2EV8UdxObHzVyahQiSUCT/6PEwathCNMsEc1wZalziCsqTsB4gHSCFsHs+jYBLMk5k3jrBJcVPy783L1ekqpAI7AMTgFAbgEVXALaqAOMHgCL+AVvHnP3rv34X1ORpe86c4B+Cfv6xdVDKFN</latexit>⇢upper
<latexit sha1_base64="bMZ1O6RwgfsIxd0S1oL+N0R3nh8=">AAACGXicbZDLSgMxGIUz9VbrbdSVuAkWwVWZEUWXRTcuK9gLdIaSSdM2NJchyahlGHwQ1271GdyJW1c+gm9h2s5C2x4IHM75f8L/RTGj2njet1NYWl5ZXSuulzY2t7Z33N29hpaJwqSOJZOqFSFNGBWkbqhhpBUrgnjESDMaXo/75j1RmkpxZ0YxCTnqC9qjGBkbddyDQA1kJw14JB/TwFAxgkw+EJVlHbfsVbyJ4Lzxc1MGuWod9yfoSpxwIgxmSOu278UmTJEyFDOSlYJEkxjhIeqTtrUCcaLDdHJCBo9t0oU9qewTBk7Svxsp4lqPeGQnOTIDPduNw4VdxBfF7cT0LsOUijgxRODp/72EQSPhGBPsUkWwYSNrEFbUngDxACmEjYVZsmz8WRLzpnFa8c8r3u1ZuXqVUyqCQ3AEToAPLkAV3IAaqAMMnsALeAVvzrPz7nw4n9PRgpPv7IN/cr5+AVAcoUo=</latexit>⇢lower

<latexit sha1_base64="hD5Tly7sJIpnDUOlPZnXTOBGnXE=">AAACd3icbVFNbxMxFPRu+SihhVCOHLCIQL0Q7VYIuLSqgAPHIpG2UjZEb523qVV/rOy3pdHKP7QHfgA/gRtOukKk7UiWRjPznuVxWSvpKcuuknTj3v0HDzcf9R5vbT952n+2c+xt4wSOhFXWnZbgUUmDI5Kk8LR2CLpUeFKef176JxfovLTmOy1qnGiYG1lJARSlaf9n8QUVAb+YtoUu7WVbkDQLPg+B7/O3vKgciHb+Y810IYS2Cp1Z1OBIguIFEqxvkYbQSbvK/4tdBn7As2l/kA2zFfhtkndkwDocTfu/i5kVjUZDQoH34zyradIulwqFoVc0HmsQ5zDHcaQGNPpJuyoo8NdRmfHKungM8ZX6/0QL2vuFLmNSA535m95SvNMr9V3yuKHq46SVpm4Ijbi+v2oUJ8uXn8Bn0qEgtYgEhJPxCVycQWwz9uV7sZv8ZhO3yfHeMH8/zL69Gxx+6lraZC/YK7bLcvaBHbKv7IiNmGC/ko1kK9lO/qQv0zfp7nU0TbqZ52wNaf4XmsrBpw==</latexit>

�vg = �gr

f

@⌘interior

@x
> 0

<latexit sha1_base64="btT7vkQFRaBJ1febIqao1tdRUnQ=">AAACd3icbVFNbxMxFPRu+SihhVCOHLCIQL0Q7VYIOLRSBRw4Fom0lbIheuu8Ta36Y2W/LY1W/qE98AP4Cdxw0hUibUeyNJqZ9yyPy1pJT1l2laQb9+4/eLj5qPd4a/vJ0/6znWNvGydwJKyy7rQEj0oaHJEkhae1Q9ClwpPy/PPSP7lA56U132lR40TD3MhKCqAoTfs/iy+oCPjFtC10aS/bgqRZ8HkI/IC/5UXlQLTzH2umCyG0VejMogZHEhQvkGB9izSETtpV/l/sMvB9nk37g2yYrcBvk7wjA9bhaNr/XcysaDQaEgq8H+dZTZN2uVQoDL2i8ViDOIc5jiM1oNFP2lVBgb+OyoxX1sVjiK/U/yda0N4vdBmTGujM3/SW4p1eqe+Sxw1VHyetNHVDaMT1/VWjOFm+/AQ+kw4FqUUkIJyMT+DiDGKbsS/fi93kN5u4TY73hvn7Yfbt3eDwU9fSJnvBXrFdlrMP7JB9ZUdsxAT7lWwkW8l28id9mb5Jd6+jadLNPGdrSPO/l5DBpQ==</latexit>
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gr = g (⇢lower � ⇢upper)/⇢ref

Figure 36.3: Vertical-zonal slice through a northern hemisphere mid-latitude cold-core ocean eddy looking from
the south to the north (north is into the page). The ocean free surface is depressed down in the middle so that
geostrophic flow is cyclonic (counter-clockwise in north) within the upper portion of the eddy where ρ = ρupper.
The pycnocline (region of enhanced vertical density gradient) is deformed upward, and the baroclinic flow implied
by Margules’ relation (36.9) is indicated, making use of the reduced gravity gr = g (ρlower − ρupper)/ρref . Note that
∆vg = vupper − vlower, so that ∆vg > 0 means that the meridional flow increases in the +ŷ-direction when moving
from the lower to upper layer, and conversely when ∆vg < 0.

Figure 35.5), the ratio of the free surface undulation to the pynocline undulation scales like the
reduced gravity, so that a meter undulation of the free surface corresponds to roughly 100 m
undulation of the pynocline. The same ideas hold for a warm core eddy, such as that depicted
in Figure 36.4, with undulations complementing those in the cold core and thus supporting
anti-cyclonic thermal wind flow.

In presenting the idealized rendition of an ocean eddy in Figure 36.3, we are assuming a
reduced gravity model is sufficient and that the atmosphere has no significant horizontal pressure
gradients over the scale of the eddy. Under these assumptions, we make use of the Margules’
relation (36.9) to deduce the thermal wind flow in the upper layer relative to the layer below; i.e.,
the vertical shear in the geostrophic flow. For the left side of the eddy, where ∂ηinterior/∂x > 0,
the vertical shear in the meridional geostrophic velocity is southward, consistent with orientation
of the flow implied by the sea surface gradient. Conversely, on the right side of the eddy, where
∂ηinterior/∂x < 0, the vertical shear in the meridional flow is northward.
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Figure 36.4: Schematic of a warm core (light water) geostrophic ocean eddy as idealized by a reduced gravity
model. The geostrophic/thermal wind flow is anti-cyclonic within the eddy, which contrasts to the cyclonic flow
for a cold core eddy as depicted in Figure 36.3. The eddy is characterized by a slight expansion of the free surface
(high pressure) and a relatively larger depression of the pycnocline.

36.3 Thickness weighted momentum equation
Throughout our discussion of the shallow water model, we made use of the prognostic equation
for the velocity of a layer. Here, we study the momentum equation as determined by the vertically
integrated velocity within a shallow water layer. This formulation proves particularly useful
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when studying forces acting on the layer, such as those from pressure contact forces (including
form stresses) as well as kinetic stresses due to the fluid motion.2

For a shallow water model with just a single layer, the water column extends from the surface
to the bottom of the layer (see Figure 36.5)

ˆ η

ηb

u dz = uh, (36.18)

so that the column momentum equals to uh ρdxdy. The resulting momentum equation is
written in its flux form. In Section 36.7 we illustrate the momentum budget for a zonal channel.
We also show in Section 36.4.2 that the N -layer equations are isomorphic to the single layer,
thus allowing for concepts developed for a single layer to be readily extended to multiple layers.

z

F contact
bot
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Figure 36.5: Momentum of a column of a single layer shallow water fluid is affected by contact forces at the
column boundaries (pressure and friction), as well as body forces acting throughout the column (Coriolis and
gravity).

36.3.1 Single layer equations

Recall the velocity and thickness equations written using the material time operator

Du

Dt
+ f ẑ × u = −g∇η and

Dh

Dt
= −h∇ · u. (36.19)

Combining these two equations allows us to write the thickness weighted material acceleration as

h
Du

Dt
= h

Du

Dt
+ u

[
Dh

Dt
+ h∇ · u

]
= ∂t(hu) +∇ · [hu⊗ u], (36.20)

so that the thickness weighted equation takes the vector form

∂t(hu) +∇ · [hu⊗ u] + f ẑ × (hu) = −g h∇η. (36.21)

The Cartesian tensor form of the outer product (also called the tensor product) is3

[u⊗ u]mn = um un for m,n = 1, 2, (36.22)

2This formulation is of particular use for studies of rotating hydraulics such as pursued in the book by Pratt
and Whitehead (2008).

3Equation (36.22) is the only place in this chapter where a subscript refers to a tensor label. Otherwise,
subscripts refer to a shallow water layer index as in Section 36.4.2.
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with −h ρu⊗ u the specialization to the shallow water system of the kinetic stress appearing in
the continuously stratified momentum equation (25.61). The component form of the thickness
weighted momentum equation (36.21) is

∂t(hu) + ∂x(hu
2) + ∂y(hu v)− v h f =− g h ∂xη (36.23a)

∂t(h v) + ∂x(hu v) + ∂y(h v
2) + uh f =− g h ∂yη. (36.23b)

Note that when the bottom is flat then ∇h = ∇η so that

∂t(hu) + ∂x(hu
2 + g h2/2) + ∂y(hu v)− v h f =0 (36.24a)

∂t(h v) + ∂x(hu v) + ∂y(h v
2 + g h2/2) + uh f =0. (36.24b)

36.3.2 Geostrophic and ageostrophic contributions
Bringing the Coriolis terms to the right hand side of equations (36.23a) and (36.23b) renders

∂t(hu) + ∂x(hu
2) + ∂y(hu v) = h (−g ∂xη + v f) (36.25a)

∂t(h v) + ∂x(hu v) + ∂y(h v
2) + uh f = h (−g ∂yη − u f). (36.25b)

In the absence of rotation, the right hand side has contributions only from the thickness weighted
pressure gradient. For the case of rotation it sometimes proves useful to decompose velocity into
its geostrophic and ageostrophic components

f u = f (ua + ug) = f ua − g ∂η/∂y (36.26a)

f v = f (va + vg) = f va + g ∂η/∂x, (36.26b)

in which case equations (36.25a) and (36.25b) become

∂t(hu) + ∂x(hu
2) + ∂y(hu v) = h f va (36.27a)

∂t(h v) + ∂x(hu v) + ∂y(h v
2) = −h f ua. (36.27b)

One should be careful not to take the f = 0 limit of these equations since one might spuriously
conclude there is no free surface contribution. Instead, equations (36.25a) and (36.25b) should
be the basis for the f = 0 limit.

36.3.3 Form stresses acting on a shallow water column
The kinetic stress contributes to momentum evolution in equations (36.23a) and (36.23b) via its
divergence. In contrast, the pressure stress contributes as a thickness weighted pressure gradient
body stress. In this subsection, and in all of Section 36.4, we formulate pressure as a contact
stress, in which case it also contributes to momentum evolution as a divergence. In so doing, we
provide a flux-form conservation law for momentum that supports analysis and interpretation.

Reintroducing atmospheric pressure to symmetrize the forces acting on the layer

To expose both the surface and bottom form stresses, we reintroduce the atmospheric pressure,
pa, and thus make use of the effective sea level (35.4)

ηeff = η + pa/(ρ g) = ηb + h+ pa/(ρ g), (36.28)

with the corresponding thickness weighted horizontal momentum equation

∂t(hu) +∇ · [hu⊗ u] + f ẑ × (hu) = −g h∇ηeff . (36.29)
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Exposing the contact pressure stresses

The free surface height equals η = ηb + h, in which case the momentum equation (36.29) is

∂t(hu) +∇ · [hu⊗ u] + f ẑ × (hu) = −(g/2)∇h2 − g h∇[ηb + pa/(ρ g)]. (36.30)

To help interpret this equation it is convenient to write the boundary terms on the right hand
side as

−g h∇[ηb + pa/(ρ g)] = −∇(h pa/ρ) + (pa/ρ)∇(η − ηb)− g h∇ηb (36.31a)

= −∇(h pa/ρ) + (pa/ρ)∇η − (g h+ pa/ρ)∇ηb (36.31b)

= −∇(h pa/ρ) + ρ−1 (pa∇η − pb∇ηb), (36.31c)

so that

−(g/2)∇h2 − g h∇[ηb + pa/(ρ g)] = −∇[(g/2)h2 + h pa/ρ] + ρ−1 (pa∇η − pb∇ηb). (36.32)

The first term on the right hand side is the gradient of the layer integrated hydrostatic pressure

P ≡
ˆ η

ηb

[pa + ρ g (η − z)] dz = h (ρ g h/2 + pa), (36.33)

and the second term exposes the form stresses acting at the surface and bottom of the layer.
With these expressions, the horizontal thickness weighted momentum equation (36.30) becomes

∂(hu)

∂t
+∇ · [hu⊗ u+ IP/ρ] + f ẑ × (hu) = (pa∇η − pb∇ηb)/ρ, (36.34)

where I is the unit tensor. Exposing the zonal and meridional components renders

∂t(hu) + ∂x(hu
2 + P/ρ) + ∂y(hu v)− v h f = (pa ∂xη − pb ∂xηb)/ρ (36.35a)

∂t(h v) + ∂x(hu v) + ∂y(h v
2 + P/ρ) + uh f = (pa ∂yη − pb ∂yηb)/ρ. (36.35b)

The horizontal pressure gradient appears as a continuous operator since we assumed an in-
finitesimal horizontal cross-sectional area for the fluid column. In contrast, the pressure form
stresses appear as a vertical finite difference across the layer interfaces, which results since we are
integrating over the thickness of a finite layer. Furthermore, note how the vertically integrated
pressure contributions appear in a flux-form, which contrasts to the body force version that
appears as thickness weighted pressure gradient.

Kinetic stresses and contact pressure stresses combined into a momentum flux

To anticipate the thickness weighted momentum equation for the stacked shallow water model
in Section 36.4, write the finite difference of the form stresses as

pa∇η − pb∇ηb = p1/2∇η1/2 − p3/2∇η3/2 ≡ δk(pk−1/2∇ηk−1/2). (36.36)

We here introduced the layer interface difference operator

δk(Ψk−1/2) = Ψk−1/2 −Ψk+1/2 = −(Ψk+1/2 −Ψk−1/2), (36.37)

with the backward difference motivated since k increases downward whereas ẑ points upward. In
the following, we choose to define the difference operator to only act on interface fields. Hence,
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any layer quantity, such as the layer thickness, commutes with the interface operator

δk(hAk−1/2) = h (Ak−1/2 −Ak+1/2). (36.38)

Also note that the thickness itself is the difference between the layer interfaces

h = η − ηb = δkηk−1/2, (36.39)

where η1/2 = η and η3/2 = ηb.

With the above notation, the component momentum equations (36.35a) and (36.35b) take
on the matrix-vector form

[
∂t(hu)− h f v
∂t(h v) + h f u

]
= −

[
∂x ∂y h−1 δk

]  D
(u)
1 D

(v)
1 0

D
(u)
2 D

(v)
2 0

D
(u)
3 D

(v)
3 0

 . (36.40)

The 3× 3 matrix is a second order tensor with the first and second columns consisting of the
layer thickness weighted momentum fluxes

ρD(u) = (ρ hu2 + P ) x̂+ ρ hu v ŷ − pk−1/2 ∂xηk−1/2 h ẑ (36.41a)

ρD(v) = ρ hu v x̂+ (ρ h v2 + P ) ŷ − pk−1/2 ∂yηk−1/2 h ẑ, (36.41b)

where we suppressed unnecessary layer indices. The horizontal flux components are given by
minus the thickness weighted kinetic stress, ρ hu ⊗ u, plus the vertically integrated contact
pressure acting on the vertical sides of the shallow water column. The vertical flux component
contains the pressure form stresses acting on the top and bottom interfaces, with these interfacial
form stresses leading to the vertical transfer of horizontal form stresses across the layer boundaries.
These fluxes allow us to write the thickness weighted zonal and meridional momentum equations
as

∂t(hu)− v h f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·D(u) (36.42a)

∂t(h v) + uh f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·D(v). (36.42b)

In this form of the momentum equation, contributions from contact stresses (kinetic stresses and
form stresses) appear as the convergence of these stresses. Note that the divergence operator is
built as combination of the continuous horizontal gradient operator along with a finite difference
vertical operator. The third column of the tensor (36.40) is identically zero and so it can be
readily dropped. However, we include it to connect with the Eliassen-Palm flux tensor as detailed
by Maddison and Marshall (2013). We return to equations (36.42a) and (36.42b) in Section
36.4.9 for the stacked shallow water model.

36.3.4 Comments on the two pressure force formulations
The momentum equations (36.42a) and (36.42b) are written as a flux-form conservation law,
with only the Coriolis force appearing as a body force. This formulation follows that for Cauchy’s
equation of motion as discussed in Section 24.2.3. We make use of these flux-form momentum
equations in Section 36.7 when discussing force balances in a zonally periodic channel, as well as
in Chapter 67 when formulating the thickness weighted averaged shallow water equations. Before
doing so, we focus in Section 36.4 by further unpacking the contact force version of pressure as
it appears in the shallow water model.

What has been gained by writing the momentum equation as the thickness weighted forms
(36.42a) and (36.42b) versus the non-flux form velocity equation (36.19)? Indeed, the thickness

page 984 of 2158 geophysical fluid mechanics



36.4. CONTACT PRESSURE FORCES IN SHALLOW WATER LAYERS

weighted formulation is arguably less elegant and takes more effort to derive. A key reason we
consider the thickness weighted equations is that they provide a venue to study how pressure
contact forces alter momentum of a shallow water fluid column through interactions with the
bottom, the surface, and adjacent vertical columns. We put this perspective to use in Section
36.7 when studying the force balances on a zonally reentrant channel. Additionally, in Section
36.4 we further pursue the contact force perspective by studying how pressure form stresses
appear within a stacked shallow water model.

36.4 Contact pressure forces in shallow water layers
For a finite region of fluid, if the boundary area integrated contact pressure stress is nonzero,
then pressure accelerates the region. In this section we study the physics and maths of contact
pressure forces as they appear in the stacked shallow water model. As revealed by this study,
the columnar motion of the shallow water fluid is fundamental to the analysis. Namely, the
contact pressure approach is realized by studying the thickness weighted velocity equations of
motion, which determine evolution of the momentum per horizontal area of a shallow water fluid
column. We introduced the thickness weighted approach in Section 36.3 for a single shallow
water layer, and it led to the flux-form momentum equations (36.42a) and (36.42b). The single
layer results are reproduced here for the stacked shallow water model, yet only after furthering
our understanding of how pressure forces act to move momentum through shallow water layers.

36.4.1 Pressure contact force and pressure body force
As discussed in Section 25.2.3, the connection between the body force and contact force expressions
of the pressure force arise through an application of Gauss’s divergence theorem to scalar fields
(see Section 2.7.2)

F press

R = −
ˆ
R

∇p dV = −
˛
∂R
p n̂dS. (36.43)

The first expression on the right hand side is a volume integral of the pressure gradient over
the fluid region, R. This expression provides the body force version of the pressure force. The
second expression is a surface area integral over the region boundary, ∂R, whose outward normal
is n̂. This second expression provides the contact force version of the pressure force. Neither
expression is more or less fundamental. Instead, they offer complementary insights into how
pressure acts to modify the momentum of a fluid, with general notions of this complementarity
the topic of Chapter 28. We here pursue the contact force perspective as a means to understand
the pressure form stress or interfacial form stress acting between layers of a shallow water fluid.
There is also a pressure form stress acting between a fluid layer and the solid earth (topographic
form stress), as well as between a fluid layer and the overlying atmosphere when the atmosphere
has a non-zero mass (atmosphere form stress).

36.4.2 N -layer equations
We start this section with the N -layer shallow water thickness and velocity equations derived in
Section 35.4.2

∂hk

∂t
+∇ · (hk uk) = 0 and [∂t + (uk · ∇)]uk + f ẑ × uk = −(1/ρref)∇pk, (36.44)

where k = 1, N is the layer index with no implied summation over this index, ρref is the Boussinesq
reference density (often chosen as ρref = ρ1), and equation (35.82) gives the horizontal pressure
gradient acceleration. Equations (36.44) are isomorphic to the single layer equations considered
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in Section 36.3.1. Hence, the thickness weighted velocity equation is a simple generalization of
the single layer equation (36.21)

∂(hk uk)

∂t
+∇ · [hk uk ⊗ uk] + f ẑ × (hk uk) = −(hk/ρref)∇pk, (36.45)

where, again, there is no implied summation over the layer index, k. We commonly refer to
the thickness weighted equation (36.45) as the momentum equation since ρdxdy hk uk is the
horizontal momentum of a shallow water fluid column,

36.4.3 Contact pressure force along vertical sides

z
layer k-1

layer k+1

layer k F press
L
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Figure 36.6: A schematic of the contact pressure force per area acting on the boundaries of a vertical column
region within a shallow water layer of density ρk. Since fluid moves as vertical columns in a shallow water layer, we
focus on the pressure forces acting on this column. The horizontal cross-sectional area of the column is vertically
independent. The interface at the lower boundary is at the vertical position z = ηk+1/2, and the upper interface is
at z = ηk−1/2. In accordance with Newton’s third law, pressures are continuous across each of the ηk±1/2 layer
interfaces so that the pressure forces are equal in magnitude yet oppositely directed on the opposite sides to
the interfaces. The layer thickness is the difference between the interface positions, hk = ηk−1/2 − ηk+1/2. The
boundaries of the columnar region feel a contact pressure force from the surrounding fluid that acts inward. The
left side of the column experiences a pressure pL; the right side experiences pR; the upper interface has a pressure
pk−1/2 acting between the layer k − 1 and layer k, and the lower interface has a pressure pk+1/2 acting between
the layer k + 1 and layer k. The net pressure force acting on the column is computed as the area integral of the
pressure acting around the full extent of the column boundaries. The horizontal components of the stress are
known as interfacial form stresses. This figure is identical to Figure 28.5 used to discuss the general notions of
pressure form stress.

We now build up our understanding of pressure form stresses acting in a stacked shallow
water fluid, with the essence of this discussion following that encountered for the single layer in
Section 36.3.3. Our interest concerns the pressure acting on the boundaries of a fluid column
within a shallow water layer, such as shown in Figure 36.6.

The pressure at a vertical position within the shallow water layer-k is given by

pk(z) = ρk g (ηk−1/2 − z) + pk−1/2. (36.46)
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Integrating this pressure over the layer thickness yields

Pk ≡
ˆ ηk−1/2

ηk+1/2

pk(z) dz (36.47a)

= g ρk

[
ηk−1/2 hk − (1/2) (η2

k−1/2 − η2k+1/2)
]
+ pk−1/2 hk (36.47b)

= hk (g ρk hk/2 + pk−1/2). (36.47c)

Since pressure is a linear function of z within a layer, the vertically averaged hydrostatic pressure
within a layer, Pk/hk, equals to the pressure at the upper interface, pk−1/2, plus one-half the
weight per area of the layer, g ρk hk/2.

The zonal pressure force acting on the column sides is the difference between the pressure
integrated across the left and right zonal faces of the column. Assuming the fluid column to
have an infinitesimal horizontal cross-sectional area dxdy, we find the zonal pressure force is
given by

dy

ˆ ηk−1/2

ηk+1/2

(pL − pR) dz = −dx dy
[
(g/2) ρk

∂h2k
∂x

+
∂(hk pk−1/2)

∂x

]
(36.48a)

= −dx dy ∂x
[
(g/2) ρk h

2
k + hk pk−1/2

]
(36.48b)

= −dx dy ∂xPk. (36.48c)

The analogous result holds for the meridional direction, thus rendering the net contact pressure
force acting on the vertical sides of the column

F press
sides = −dx dy∇Pk. (36.49)

Hence, the contact force on the vertical sides of the column is given by the gradient of the layer
vertically integrated pressure, with the vertical integral given by equation (36.47c). It is notable
that this semi-discrete exercise reveals no more information than already contained within the
integral theorem (36.43). Nonetheless, it is useful to see how the integral theorem manifests
within discrete shallow water layers.

36.4.4 Contact pressure force along the top and bottom interfaces

Now consider the contact pressure force acting on the top interface. This interface is generally
sloped, so that the contact force has a component in both the vertical and horizontal directions.
The vertical component to the pressure force maintains hydrostatic balance with the contact
pressure at the lower boundary interface. The horizontal component provides a horizontal
acceleration, with this acceleration (sign and magnitude) determined by the slope of the interface.
Following our discussion in Section 28.3, we term the horizontal pressure acting on the sloped
interface the interfacial form stress.

To mathematically characterize the pressure force on the top interface, z = ηk−1/2, requires
the outward normal

n̂k−1/2 =
∇ (z − ηk−1/2)

|∇ (z − ηk−1/2)|
=

ẑ −∇ηk−1/2√
1 + (∇ηk−1/2)2

. (36.50)

Temporarily assume the interface slope to have a zero projection in the ŷ direction. In this case,
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the outward normal is

n̂k−1/2 =
ẑ − x̂ ∂xηk−1/2√
1 + (∂xηk−1/2)2

(36.51a)

=
ẑ − x̂ tanφk−1/2√
1 + tan2 φk−1/2

(36.51b)

= (ẑ − x̂ tanφk−1/2) cosφk−1/2, (36.51c)

where we defined the interface slope as

∂ηk−1/2

∂x
= tanφk−1/2, (36.52)

with φk−1/2 the angle between the horizontal plane and the interface. Trigonometry leads to an
expression for the area of the top of the column4

dSk−1/2 =
dx dy

cosφk−1/2
, (36.53)

so that the product of the area and the outward normal is given by

n̂k−1/2 dSk−1/2 = dx dy (ẑ − x̂ ∂xηk−1/2). (36.54)

This result generalizes to an interface slope that projects into both horizontal directions

n̂k−1/2 dSk−1/2 = dx dy (ẑ −∇ηk−1/2), (36.55)

so that the contact pressure force acting on layer-k at its top interface is given by

F press
top = −dx dy (ẑ −∇ηk−1/2) pk−1/2. (36.56)

Analogous considerations lead to the contact pressure force acting on layer-k at the bottom of
the column

F press
bot = dx dy (ẑ −∇ηk+1/2) pk+1/2. (36.57)

36.4.5 Form stress
As noted earlier, form stress is the horizontal projection of the contact pressure acting on the
sloped top or bottom interface of the fluid column (Chapter 28). The corresponding forces acting
on layer-k is the horizontal area element multiplied by the form stress

F form stress
top face = dx dy (pk−1/2∇ηk−1/2) (36.58)

F form stress
bot face = −dx dy (pk+1/2∇ηk+1/2). (36.59)

These forces render a mechanically reversible vertical exchange of horizontal momentum. This
momentum exchange occurs without any exchange of matter. Rather, it an inviscid exchange
that occurs according to Newton’s third law (the action/reaction law).

For a specific case, consider a k− 1/2 interface that slopes upward in the x̂ direction (e.g.,
see Figure 36.6). Form stress acting at the interface provides a +x̂ directed acceleration on the
column. For the k + 1/2 interface, a negatively sloped interface also experiences a +x̂ directed

4Equation (36.53) was also found in Section 19.6.3 when developing the kinematic boundary condition for a
material interface.
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acceleration.

36.4.6 Net contact pressure force on a shallow water column

Summing the contact pressure forces (36.49), (36.56), and (36.57), and dividing by the horizontal
area, leads to the net pressure force per horizontal area acting on a column within layer-k

F press
net,k

dx dy
= −∇Pk − (ẑ −∇ηk−1/2) pk−1/2 + (ẑ −∇ηk+1/2) pk+1/2 (36.60a)

= ρk g hk ẑ −∇Pk + pk−1/2∇ηk−1/2 − pk+1/2∇ηk+1/2. (36.60b)

To reach this result we made use of the hydrostatic relation for the vertical pressure difference
across a layer

pk+1/2 − pk−1/2 = ρk g hk. (36.61)

The vertical component of the net contact pressure force balances the weight of the column
within the layer, which is expected since the shallow water fluid is in hydrostatic balance. The
horizontal contact pressure force arises from a horizontal gradient plus the form stress at the
surface and bottom interfaces. The gradient term is removed when integrating horizontally over
the full domain given that the thickness of the layer vanishes upon reaching the coastlines (e.g.,
see Figure 28.6). The resulting net force on the full domain arises just from the weight of the
fluid acting in the vertical, plus form stress at the surface and bottom. We discuss this point
more in Section 36.4.7.

36.4.7 Contact pressure force summed over all layers

Summing the contact pressure force (36.60b) over all layers reveals the contact forces on the
interior layer interfaces vanish, as per Newton’s third law (see Section 28.1), thus leaving just
the form stress at the surface and bottom and the contact pressure force acting on the vertical
sides. Dividing by the horizonal area of the column leads to the net pressure force per area

1

dx dy

N∑
k=1

F press
net,k = ẑ g

N∑
k=1

ρk hk + pa∇η1/2 − pb∇ηb −
N∑

k=1

∇Pk (36.62a)

= (pb − pa) ẑ + pa∇η1/2 − pb∇ηb −
N∑

k=1

∇Pk, (36.62b)

where we wrote the total weight per area within the column as the difference between the bottom
pressure and applied surface pressure

g

N∑
k=1

ρk hk = pb − pa. (36.63)

The horizontal components to the applied and bottom pressure terms in equation (36.62b) arise
from pressure form stresses applied to the interfaces at the top and bottom of the column. The
vertical component arises from the net weight per area of the fluid. The summation term is the
horizontal gradient of the vertically integrated contact pressure applied along the vertical sides
of the column.
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36.4.8 Horizontal pressure force with potential energy gradients
There is another means to express the horizontal pressure force. Here, we expose the gravitational
potential energy per horizontal area for a column of fluid within a shallow water layer

Pk = g ρk

ˆ ηk−1/2

ηk+1/2

z dz = (g ρk/2) (η
2
k−1/2 − η2k+1/2). (36.64)

Use of the layer gravitational potential energy brings the layer vertical integral of the hydrostatic
pressure from Section 36.4.3 into

ˆ ηk−1/2

ηk+1/2

pk(z) dz = g ρk h
2
k/2 + hk pk−1/2 = Pk − g ρk hk ηk+1/2 + hk pk−1/2. (36.65a)

Making use of this result in equation (36.60b), along with a few lines of algebra, yields the net
horizontal contact pressure force acting on a shallow water column

−∇Pk + δk(pk−1/2∇ηk−1/2) = −∇Pk − δk(ηk−1/2∇pk−1/2). (36.66)

To reach the identity (36.66) requires the hydrostatic relation, pk+1/2 − pk−1/2 = g ρk hk, and the
the layer thickness, hk = ηk−1/2 − ηk+1/2. A consistency check notes that the curl of both sides
to equation (36.66) are the same. The identity (36.66) suggests we define the form stress and its
dual

F form = p∇η and F dual form = −η∇p, (36.67)

with both F form and F dual form defined on layer interfaces. These two stresses have the same curl,
and thus impart the same pressure torque on a column of fluid (Chapter 39)

∇× (p∇η) = ∇× (−η∇p). (36.68)

However, these stresses are distinct and as such cannot be arbitrarily interchanged.5

36.4.9 Momentum equation with contact pressure forces
Comparing the body force version and the contact force version

Recall that the thickness weighted velocity equation (36.45), as written in terms of the pressure
gradient body force, is given by6

∂(hk uk)

∂t
+∇ · [hk uk ⊗ uk] + f ẑ × (hk uk) = −(hk/ρref)∇hpk, (36.69)

again with no implied summation over the layer label, k. Alternatively, we can make use of the
net contact pressure force (36.60b) so that

∂(hk uk)

∂t
+∇ · (hk uk ⊗ uk + IPk/ρref) + f ẑ × (hk uk) = δk(pk−1/2∇ηk−1/2)/ρref , (36.70)

5As noted in Section 28.1.3, much of the literature refers to −η∇p as the form stress rather than the dual form
stress. This usage presumably originates from the common application of zonal averages for studying atmospheric
motions, whereby η ∂xp

x
= −p ∂xη

x
. But this identity does not hold for arbitrary averaging operators, such as

the ensemble averages commonly used for turbulence studies. So it is generally necessary to distinguish the form
stress from the dual form stress.

6In equation (36.69) we wrote the gradient on the pressure as ∇h since we are only interested in the horizontal
gradient acting on pk(x, y, z). All other objects in equation (36.69) are just a function of horizontal position within
a layer, so that ∇ acting on them reduces to ∇h. Hence, the subscript on the gradient operator, ∇h, is exposed
only when it acts on a function of z, such as for pk(x, y, z). Since pk(x, y, z) is a linear function of z, its horizontal
gradient is vertically independent within the layer, as illustrated in Figure 35.1.
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where I is the identity tensor, Pk is the layer integrated pressure given by equation (36.47c), and
δk is the difference operator defined by equation (36.37). Choosing the contact pressure force as
in equation (36.66) to expose the potential energy brings the momentum equation (36.70) into
the alternative form

∂(hk uk)

∂t
+∇ · [hk uk ⊗ uk + IPk/ρref ] + f ẑ × (hk uk) = −δk(ηk−1/2∇pk−1/2)/ρref . (36.71)

Equations (36.69), (36.70), and (36.71) allow us to identify the body force and contact force
versions of the thickness weighted horizontal pressure acceleration

−hk∇hpk = −∇Pk + δk(pk−1/2∇ηk−1/2) = −∇Pk − δk(ηk−1/2∇pk−1/2). (36.72)

The balance of pressure torques acting on a shallow water column

A necessary (but not sufficient) check of the identity (36.72) can be found by verifying that the
curl agrees for each expression

−∇× δk(ηk−1/2∇pk−1/2) = ∇× δk(pk−1/2∇ηk−1/2) (36.73a)

= δk[∇× (pk−1/2∇ηk−1/2)] (36.73b)

= δk[∇pk−1/2 ×∇ηk−1/2] (36.73c)

= ∇pk−1/2 ×∇ηk−1/2 −∇(pk−1/2 + g ρk hk)×∇ηk+1/2 (36.73d)

= ∇pk−1/2 ×∇hk − g ρk∇hk ×∇ηk+1/2 (36.73e)

= ∇(pk−1/2 + g ρk ηk+1/2)×∇hk (36.73f)

= ∇(pk−1/2 − g ρk hk + g ρk ηk−1/2)×∇hk (36.73g)

= ∇h[pk−1/2 + g ρk (ηk−1/2 − z)]×∇hk (36.73h)

= ∇hpk ×∇hk (36.73i)

= −∇× (hk∇hpk), (36.73j)

which concurs with the curl of the left hand side of equation (36.72). To reach this result we
set hk = ηk−1/2 − ηk+1/2 and used equation (36.46) for the pressure within a shallow water layer:
pk(z) = ρk g (ηk−1/2 − z) + pk−1/2.

Anticipating our discussion of vorticity for the shallow water fluid in Section 39.1, we observe
that the identity derived above,

∇× δk(pk−1/2∇ηk−1/2) = −∇× (hk∇hpk), (36.74)

says that the difference between the interfacial pressure torques acting on the top and bottom of
a shallow water layer precisely balances minus the torque arising from the thickness weighted
horizontal pressure gradient acting within the layer. This rather remarkable fine tuning of the
interfacial and interior pressure torques is a direct consequence of assuming that the fluid motion
is restricted to extensible vertical columns within each shallow water layer. This balance is not
maintained within a three dimensional fluid, where fluid columns can generally tilt and bend
(Chapter 40).
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Layer summed momentum equation

Taking the vertical sum of the layer-k momentum equation (36.70) leads to the column integrated
horizontal momentum equation

∂U

∂t
+ f ẑ ×U +∇ ·

[
N∑

k=1

(hk uk ⊗ uk + IPk/ρref)

]
= [pa∇η1/2 − pb∇ηb]/ρref , (36.75)

where U is the vertically integrated horizontal velocity given by equation (36.10). The same
vertical sum for equation (36.71) leads to

∂U

∂t
+ f ẑ ×U +∇ ·

[
N∑

k=1

(hk uk ⊗ uk + IPk/ρ1)

]
= [−η1/2∇pa + ηb∇pb]/ρref . (36.76)

The right hand side of equation (36.75) exposes the pressure form stresses acting on the ocean
surface and bottom, whereas the right hand side of equation (36.76) exposes the dual form stress
acting on the ocean surface and bottom.

Decomposing into vertically averaged and vertical deviation velocities

For detailed analyses of the vertically integrated (layer summed) momentum and vorticity
budgets, it is of interest to introduce the vertical averaging operator along with the deviation
from the average,

Φ
z
=

∑N
k=1 hk Φk∑N

k=1 hk

and Φ′
k = Φk − Φ

z
, (36.77)

so that the vertically integrated kinetic stress in equation (36.75) is

N∑
k=1

hk uk ⊗ uk = D [uz ⊗ uz + u′ ⊗ u′z] where D =
∑N

k=1 hk. (36.78)

The velocity, u′
k, is the deviation of the layer-k velocity from the vertically average velocity,

and we refer to it as the internal velocity, whereas the vertically averaged velocity, uz, is the
external velocity.7 The identity (36.78) reveals that the vertically integrated kinetic stress can be
decomposed into a stress arising from internal-internal velocity interactions plus external-external
velocity interactions. By construction, there are no cross-terms (i.e., no internal-external terms)
appearing in this vertically integrated stress.

Momentum fluxes

Following the single layer discussion in Section 36.3.3, we write the momentum equation (36.70)
in the form

∂(hu)

∂t
− v h f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·D(u) (36.79a)

∂(h v)

∂t
+ uh f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·D(v), (36.79b)

7It is also common in the oceanography literature to refer to u′
k as the baroclinic velocity and uz as the

barotropic velocity.
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where we dropped the k label for brevity and introduced the layer momentum fluxes

D(u) = (hu2 + P/ρref) x̂+ hu v ŷ − (pk−1/2 ∂xηk−1/2/ρref)h ẑ (36.80a)

D(v) = hu v x̂+ (h v2 + P/ρref) ŷ − (pk−1/2 ∂yηk−1/2/ρref)h ẑ. (36.80b)

Likewise, we can write the momentum equation (36.71) in the component form

∂(hu)

∂t
− v h f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·E(u) (36.81a)

∂(h v)

∂t
+ uh f = −(x̂ ∂x + ŷ ∂y + ẑ h−1δk) ·E(v), (36.81b)

where the dual layer momentum fluxes are given by

E(u) = (hu2 +P/ρref) x̂+ hu v ŷ + (ηk−1/2 ∂xpk−1/2/ρref)h ẑ (36.82a)

E(v) = hu v x̂+ (h v2 +P/ρref) ŷ + (ηk−1/2 ∂ypk−1/2/ρref)h ẑ. (36.82b)

Besides swapping the vertically integrated pressure, P , for the potential energy, P, the dual
momentum fluxes, E(u) and E(v), make use of the dual form stress, ηk−1/2∇pk−1/2, rather than
the form stress, −pk−1/2∇ηk−1/2. Upon performing an eddy-mean flow decomposition as in
Section 67.6, the eddy correlation portion of the fluxes (36.82a) and (36.82b) lead to the shallow
water Eliassen-Palm fluxes, which are rows in the Eliassen-Palm flux tensor.

36.4.10 Further reading
Ward and Hogg (2011) and Barthel et al. (2017) offer pedagogical treatments of the stacked
shallow water equations in the context of idealized simulations that lend insight into the dynamical
balances. Maddison and Marshall (2013) study the Eliassen-Palm flux tensor for continuously
stratified quasi-geostrophy as well as the Boussinesq hydrostatic equations.

36.5 Energetics for a single layer
In this section we develop budgets for gravitational potential energy, kinetic energy, and
mechanical energy for a single shallow water layer sitting on top of a non-flat bottom. Since the
shallow water model has no internal energy, the total energy of the fluid is just that arising from
the mechanical energy of the macroscopic motion. As part of this discussion we also consider
the available potential energy (APE).

Motion within a shallow water layer occurs in vertical columns, so that we consider the energy
of the layer integrated motion. The gravitational potential energy of a shallow water column is
affected by vertical movement of the top and bottom of the column within the gravitational field.
The kinetic energy is affected by pressure work, with this work, as seen in Sections 36.3 and
36.4, expressed either as a gradient body force or a contact force. Furthermore, pressure work
leading to vertical motion manifests as buoyancy work. Our goal in this section is to study these
energetic transformations and their mathematical expressions. We then extend the energetic
analysis from the single layer to multiple layers in Section 36.6, though note that much of our
work for the single layer is sufficient for multiple layers.

Before diving into details, we note that shallow water energetics can be derived from a layer
integration of the continuously stratified Boussinesq energy equations from Section 29.6. That
approach offers a somewhat more telescopic presentation than given here. However, we choose
to present the derivations in a manner that supports skills in manipulating the shallow water
equations, and further exposes the physical concepts arising from the motion of shallow water
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fluid columns.

36.5.1 Gravitational potential energy

The gravitational potential energy per horizontal area of a shallow water fluid is given by8

Psw = g ρ

ˆ η

ηb

z dz =
g ρ

2
(η2 − η2b) = ρ g h η, (36.83)

where the final equality introduced the layer thickness, h, and average of the layer interface
heights

h = η − ηb and η = (η + ηb)/2. (36.84)

Notice how the gravitational potential energy vanishes when η2 = η2b . For the case η = ηb,
there is no fluid in the column and so we expect the potential energy to vanish. For the case
η = −ηb > 0, there is the same amount of fluid above z = 0 as below, in which case the potential
energy for the column vanishes since we are computing it relative to the z = 0 reference state.
Furthermore, in the flat bottom case, ηb = 0 so that h = η − ηb = η, in which case the potential
energy (36.83) reduces to Psw

flat = g ρ η2/2.

Material time derivative of gravitational potential energy

Taking the material time derivative of the gravitational potential energy in equation (36.83)
yields

DPsw

Dt
= g ρ

[
η
Dη

Dt
− ηb

Dηb
Dt

]
(36.85a)

= g ρ [η w(η)− ηbw(ηb)] (36.85b)

= g ρ h [w(ηb)− η∇ · u] (36.85c)

= g ρ h [w(η)− ηb∇ · u], (36.85d)

where we used equations for the vertical velocity component from Section 35.2.8, and for the
final equality we used equation (35.96) to write

w(η)− w(ηb) = −h∇ · u. (36.86)

Evidently, the potential energy changes according to how the thickness of the layer increases
through vertical motion along the top and bottom interfaces, and as weighted by the position of
these interfaces relative to z = 0. Finally, it is useful to write equation (36.85d) in its flux-form,
which is given by

∂tP
sw +∇ · (uPsw) = Psw∇ · u+ g ρ h [w(η)− ηb∇ · u]. (36.87)

The source term on the right hand side can be written as a buoyancy work term, which we show
next.

8We include the “sw” superscript to distinguish the shallow water energetic terms, which we consider in their
thickness weighted form so their dimensions are energy per area. In other areas of this book, we consider the
energy per mass, such as in Chapters 26 and 29.
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Exposing the role of buoyancy work

An alternative expression for the potential energy evolution is found by working with the final
expression for potential energy in equation (36.83), whose material time derivative is

DPsw

Dt
= g ρ η

Dh

Dt
+ g ρ h

Dη

Dt
= −Psw∇ · u+ ρ g hw, (36.88)

where we introduced the averaged vertical velocity for the layer according to equation (35.102)

w =
Dη

Dt
=

1

2

D(η + ηb)

Dt
. (36.89)

The flux-form version of the potential energy equation (36.88) thus takes on the form

∂tP
sw +∇ · (uPsw) = g ρ hw. (36.90)

This equation is the shallow water analog to the gravitational potential energy budget (26.5)
for a continuously stratified fluid. In particular, we see that the buoyancy work term, g ρ hw,
alters potential energy when there is vertical motion through the gravity field. As a check on
the manipulations, we verify that the potential energy budgets (36.87) and (36.90) are indeed
self-consistent by noting that

Psw∇ · u+ ρ g h [w(η)− ηb∇ · u] = ρ g h [(η − ηb)∇ · u+ w(η)] (36.91a)

= ρ g h [(h/2)∇ · u+ w(η)] (36.91b)

= ρ g h [−(1/2)Dh/Dt+ w(η)] (36.91c)

= ρ g hw. (36.91d)

36.5.2 Kinetic energy and work from pressure gradients

The kinetic energy per horizontal area is

Ksw =
1

2

ˆ η

ηb

ρu · udz =
1

2
ρ hu · u. (36.92)

Its material time derivative is given by

DKsw

Dt
= ρ hu · Du

Dt
+

1

2
ρu · u Dh

Dt
(36.93a)

= −hu · ∇p+ ρ hu · F +
Ksw

h

Dh

Dt
(36.93b)

= −hu · ∇p+ ρ hu · F −Ksw∇ · u, (36.93c)

where we made use of the velocity equation (35.9) along with the addition of a frictional
acceleration, F (see Section 35.6.5), and we used the thickness equation (35.20). Rearrangement
of equation (36.93c) leads to the flux-form budget for layer integrated kinetic energy

∂tK
sw +∇ · (uKsw) = −hu · ∇p+ ρ hu · F . (36.94)

The first term on the right hand side is the projection of the horizontal velocity onto the
horizontal pressure gradient acceleration, thus indicating that kinetic energy for the fluid column
increases if the velocity has a component that is directed down the horizontal pressure gradient.
This term arises from the work done by the horizontal pressure gradient force acting on the
moving fluid columns. The second right hand side term is the projection of the velocity onto the
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thickness weighted horizontal friction, which accounts for work done by friction and/or boundary
stresses on the moving fluid.

For a slight modification to the budget equation (36.94), write the layer pressure as

p = pa + ρ g (η − z) = ρ g (ηeff − z), (36.95)

where we introduced the effective free surface from equation (35.4)

ηeff = η + pa/(ρ g). (36.96)

The thickness weighted pressure work thus takes the form

−hu · ∇p = −h ρ gu · ∇ηeff , (36.97)

so that the kinetic energy equation (36.94) becomes

∂tK
sw +∇ · [u (Ksw + ρ g h ηeff)] = ρ g ηeff ∇ · (hu) + ρ hu · F . (36.98)

36.5.3 Kinetic energy and buoyancy work

Following the second formulation of gravitational potential energy in Section 36.5.1, we here
expose the buoyancy work that is contained in the term ρ g ηeff ∇ · (hu) appearing in equation
(36.98). For this purpose, make use of the thickness equation, ∂th = −∇ · (uh), to write

ρ g ηeff ∇ · (hu) = −ρ g ηeff ∂th = −ρ g ηeff ∂t(δkηk−1/2) = −δk(ρ g ηeff ∂tηk−1/2). (36.99)

For the final two equations we introduced the layer index, with k = 1 for the single layer and
with the layer interfaces η1/2 = η and η3/2 = ηb. Additionally, δk is the finite difference operator
(36.37) so that

h = η − ηb = η1/2 − η3/2 = δkηk−1/2. (36.100)

We inserted ρ g ηeff into the difference operator in equation (36.99) since this term is vertically
independent across the layer.

For the next step, we make use of equation (36.95) for the layer pressure, p = ρ g (ηeff − z),
in which case9

−δk(ρ g ηeff ∂tηk−1/2) = −δk[(p+ ρ g z) ∂tηk−1/2] (36.101a)

= −δk(pk−1/2 ∂tηk−1/2)− δk(ρ g ηk−1/2 ∂tηk−1/2). (36.101b)

This step is somewhat subtle since we replaced ρ g ηeff , which is vertically independent within a
layer, with the sum p+ ρ g z, where both p and ρ g z are functions of z. For equation (36.101b)
we replaced p and z with their interface values since the argument of the difference operator is
evaluated on the layer interfaces. Observe that ∂tηb = 0, and yet it is convenient to carry this
term through the manipulations to retain symmetry of the equations, and to anticipate the same
formulation for the stacked shallow water energetics in Section 36.6.

We now make use of the potential energy in Section 36.5.1 by writing

−δk(ρ g ηk−1/2 ∂tηk−1/2) = −(ρ g/2) ∂t(η2 − η2b ) = −∂tPsw = ∇ · (uPsw)− g ρ hw, (36.102)

where the final step used the potential energy equation (36.90). As advertised, this formulation
exposes the buoyancy work term, −g ρ hw, which then allows us to bring the kinetic energy

9Equations (36.101a) and (36.101b) are inspired by some unpublished notes from Christopher Wolfe.
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equation (36.98) to the form

∂tK
sw +∇ · [u (Ksw −Psw + ρ g h ηeff)] + δk(pk−1/2 ∂tηk−1/2) = −g ρ hw + ρ hu · F . (36.103)

We can simplify the advective flux by writing

−Psw + ρ g h ηeff = −ρ g h η + ρ g η + h pa = h (ρ g h/2 + pa) = P, (36.104)

where the final equality introduced the layer integrated pressure

P =

ˆ η

ηb

p(z) dz = ρ g

ˆ η

ηb

(ηeff − z) dz = h (ρ g h/2 + pa). (36.105)

The kinetic energy equation (36.103) thus takes the form

∂tK
sw +∇ · [u (Ksw + P )] + δk(pk−1/2 ∂tηk−1/2) = −g ρ hw + ρ hu · F . (36.106)

The term δk(pk−1/2 ∂tηk−1/2) on the left hand side is a vertical transfer that, as seen in Section
36.5.4, arises in part from pressure form stresses acting on the boundary of the fluid column.

36.5.4 Kinetic energy and pressure form stress

As a final form of the kinetic energy equation, we recombine the vertical transfer term and the
buoyancy work term in equation (36.106) to have

−g ρ hw − δk(pk−1/2 ∂tηk−1/2) = −g ρ hw − pa [w(η)− u · ∇η] + pb [w(ηb)− u · ∇ηb]. (36.107)

Introducing the bottom pressure and vertically integrated pressure

pb = pa + ρ g h and P = h (pa + ρ g h/2), (36.108)

leads to

−g ρ hw − δk(pk−1/2 ∂tηk−1/2) = (P/h) [w(ηb)− w(η)] + u · (pa∇η − pb∇ηb) (36.109a)

=
P

h

D(ηb − η)
Dt

+ u · (pa∇η − pb∇ηb) (36.109b)

= −P
h

Dh

Dt
+ u · (pa∇η − pb∇ηb) (36.109c)

= P ∇ · u+ u · (pa∇η − pb∇ηb), (36.109d)

so that the kinetic energy equation (36.106) can be written

∂tK
sw +∇ · (uKsw) = u · (−∇P + pa∇η − pb∇ηb) + ρ hu · F . (36.110)

We have thus exposed the work done by pressure form stresses acting on the vertical side of an
expanding or contracting shallow water column, plus those form stresses acting on the top and
bottom layer interfaces.

A somewhat more direct way to derive the kinetic energy equation (36.110) is to return to
the kinetic energy equation (36.94) and make use of the identity (36.72). This identity equates
the thickness weighted horizontal pressure gradient acting on a shallow water column, to the
pressure form stresses acting over the boundary of the column, and for a single shallow water
layer this identity is

−h∇p = −∇P + pa∇η − pb∇ηb. (36.111)
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Nonetheless, we chose the more tedious derivation as it provides a check on the correctness of
the transfer term and the buoyancy work term in the kinetic energy budget (36.106).

36.5.5 Mechanical energy budget
The mechanical energy per horizontal area for the shallow water layer is given by

Msw = Ksw +Psw = (ρ/2) [hu · u+ g (η2 − η2b)] = ρ h (u · u/2 + g η). (36.112)

To form a budget equation for the mechanical energy we simply add the budgets for the
gravitational potential energy and kinetic energy.

Summary of the potential and kinetic energy budgets

We here summarize the flux-form budgets for potential energy and kinetic energy (equations
(36.90), (36.94), (36.98), (36.106), and (36.110)):

∂tP
sw +∇ · (uPsw) = g ρ hw (36.113a)

∂tK
sw +∇ · (uKsw) = −hu · ∇p+ ρ hu · F . (36.113b)

∂tK
sw +∇ · [u (Ksw + ρ g h ηeff)] = ρ g ηeff ∇ · (hu) + ρ hu · F . (36.113c)

∂tK
sw +∇ · [u (Ksw + P )] + δk(pk−1/2 ∂tηk−1/2) = −g ρ hw + ρ hu · F (36.113d)

∂tK
sw +∇ · (uKsw) = u · (−∇P + pa∇η − pb∇ηb) + ρ hu · F . (36.113e)

Example forms of the mechanical energy budget

Adding equations (36.113a) and (36.113b) leads to the mechanical energy budget

∂tM
sw +∇ · (uMsw) = g ρ hw − hu · ∇p+ ρ hu · F , (36.114)

whereas the sum of equations (36.113a) and (36.113d) leads to

∂tM
sw +∇ · [u (Msw + P )] + δk(pk−1/2 ∂tηk−1/2) = ρ hu · F . (36.115)

As we discuss in Section 36.6, equations (36.114) and (36.115) hold also for the mechanical
energy in a N -layer shallow water model.

Specializing to the single layer

Making use of the identity (see equation (36.104))

Msw + P = ρ h (u · u/2 + g ηeff), (36.116)

brings the mechanical energy budget (36.115) to the form

∂tM
sw +∇ · [hu (ρu · u/2 + ρ g η + pa)] + δk(pk−1/2 ∂tηk−1/2) = ρ hu · F . (36.117)

Further note that ∂tηb = 0 so that

∇ · (hu pa) + δk(pk−1/2 ∂tηk−1/2) = ∇ · (hu pa) + pa ∂tη = hu · ∇pa, (36.118)

where ∂tη +∇ · (hu) = 0. We are thus led to single layer mechanical energy budget

∂tM
sw +∇ · [hu (u · u/2 + g η)] = −hu · ∇pa + ρ hu · F . (36.119)
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which proves of use when studying the mechanical energy of shallow water waves in Section
55.3.2.

Shallow water form of the Bernoulli theorem

It is notable that in the steady state of an unforced perfect shallow water fluid (so with pa = 0
and F = 0), equation (36.117) becomes

u · ∇(u · u+ g h) = 0, (36.120)

which is an expression of the Bernoulli theorem (Section 26.9) for steady shallow water flow.

Domain integrated mechanical energy

The budget equations (36.114) or (36.115) have already been layer integrated. So to study the
domain integrated energetics requires only an area integral. The budget equation (36.115) is
ideally suited for this purpose since all terms, except the non-conservative acceleration (e.g.,
friction), are written as a flux divergence and so they represent transfer processes. The domain
integral of the flux-form mechanical energy equation (36.115) is

ˆ
∂tM

sw dS = −
˛
∂S

(Msw + P )u · n̂dl +

ˆ
S

(−pa ∂tη + h ρu · F ) dS, (36.121)

where we set ∂tηb = 0. The boundary integral on the right hand side is computed as a line
integral around the edge of the layer. We consider three options for the layer geometry as
illustrated in Figure 28.6. First, the thickness vanishes at the edge of the domain as in the case
of shorelines, in which case the boundary integral vanishes since each term in the integral is
thickness weighted (and thickness vanishes at the shoreline edge). Second, we assume the layer
is bounded by vertical sidewalls, in which case u · n̂ = 0 at the sidewall boundaries. Third,
the domain has periodicity in one or both directions (e.g., a zonal channel), in which case the
boundary integral again vanishes in the periodic directions.

Evidently, for either of the three types of domain boundaries considered above, the boundary
integral in equation (36.121) vanishes, in which case the domain integrated mechanical energy
budget reduces to

ˆ
S

∂tM
sw dS =

ˆ
S

(−pa ∂tη + h ρu · F ) dS = −
ˆ
S

hu · (∇pa − ρF ) dS. (36.122)

To reach the second equality we wrote

−
ˆ
S

pa ∂tη dS =

ˆ
S

pa∇ · (hu) dS = −
ˆ
S

hu · ∇pa dS, (36.123)

where we set ˆ
∇ · (pa hu) dS = 0, (36.124)

which follows from the same reasoning used for the boundary integral in equation (36.121).
Evidently, there is a nonzero domain integrated atmospheric pressure work only if there is a
nonzero time tendency for the layer thickness. Furthermore, if pa is a spatial constant, volume
conservation for the full layer means that

ˆ
S

∂tη dS = −
ˆ
S

∇ · (hu) dS = 0, (36.125)
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in which case we find that equation (36.122) is indeed self-consistent.

If the domain is bounded by sloping sides, then the mechanical energy vanishes at the
horizontal boundaries, so that the time derivative acting on Msw commutes with the area integral
on the left hand side of equation (36.121). Alternatively, if the layer is bounded by fixed vertical
walls, or is periodic in one or both directions, then the horizontal domain boundaries are static,
again meaning that the time derivative commutes with the horizontal integral. In each case we
can write the domain integrated mechanical energy equation as

d

dt

ˆ
S

Msw dS = −
ˆ
S

hu · (∇pa − ρF ) dS. (36.126)

In the absence of work on the layer from atmospheric pressure, then the total mechanical energy
is affected only via non-conservative forces, such as those from viscous friction. It then follows
that for a perfect and unforced shallow water fluid, then the domain integrated mechanical
energy remains constant, in which case there is an exact exchange between the domain integrated
gravitational potential energy and kinetic energy.

36.5.6 Available potential energy

As discussed in Section 29.9, a huge portion of the gravitational potential energy is not realizable
as kinetic energy, merely because the minimum potential energy state is when the fluid is
at rest with some fluid parcels sitting above others. Available potential energy measures the
gravitational potential energy that can be converted to kinetic energy through a reversible
rearrangement of the fluid. We here display the available potential energy for a single shallow
water layer in a simply connected domain, thus specializing the more general discussion given in
Section 29.9 for a continuously stratified Boussinesq ocean.

Taking z = 0 as the reference level, the domain integrated gravitational potential energy for
a single shallow water layer is

ˆ
Psw dS = g ρ

ˆ
dS

ˆ η

ηb

z dz =
g ρ

2

ˆ
(η2 − η2b ) dS. (36.127)

We define a background or reference state potential energy as the potential energy contained in
the fluid at rest, so that the free surface interface has its uniform area average value. Write the
area average free surface height as

⟨η⟩ = 1

A

ˆ
η dS, (36.128)

where

A =

ˆ
dS (36.129)

is the horizontal area integral over the full domain of the fluid. Hence, the reference state
gravitational potential energy is realized when the surface height is flat at z = ⟨η⟩, so that

ˆ
Psw

ref dS =
g ρ

2

ˆ
(⟨η⟩2 − η2b ) dS. (36.130)

The available potential energy is defined by the difference

EAPE =

ˆ
(Psw −Psw

ref) dS =
g ρ

2

ˆ
(η2 − ⟨η⟩2) dS =

g ρ

2

ˆ
(η′)2 dS ≥ 0, (36.131)

where
η′ = η − ⟨η⟩ (36.132)
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is the anomalous free surface. Note how the bottom topography cancelled out from EAPE since
η2b appears in both Psw and Psw

ref . Also note that to reach the final equality in equation (36.131)
required the identity

ˆ
(η − ⟨η⟩)2 dS =

ˆ
(η2 − 2 ⟨η⟩ η + ⟨η⟩2) dS (36.133a)

=

ˆ
η2 dS +A ⟨η⟩2 − 2 ⟨η⟩

ˆ
η dS (36.133b)

=

ˆ
η2 dS − ⟨η⟩2A (36.133c)

=

ˆ
(η2 − ⟨η⟩2) dS. (36.133d)

Equation (36.131) shows that the available potential energy is non-negative for the shallow
water layer. That is, any slope to the shallow water layer represents a store of positive available
potential energy. We derive the available potential energy in Section 36.6.1 for the N -layer
shallow water model, showing that it too is non-negative.

36.6 Energetics for N layers

We here generalize the single layer mechanical energy analysis from Section 36.5 to N -layers,
making use of the N -layer equations from Section 35.4.

36.6.1 Potential energy and available potential energy

Here we develop the equation for potential energy in a form that naturally leads to the expression
for the available potential energy.

Potential energy for N -layers

To derive the gravitational potential energy per horizontal area in a stacked shallow water model,
first consider the case with N = 3 (Figure 35.6), in which the potential energy per horizontal
area is

Psw = g

ˆ η

ηb

z ρdz = g ρ3

ˆ η5/2

ηb

z dz + g ρ2

ˆ η3/2

η5/2

z dz + g ρ1

ˆ η

η3/2

z dz, (36.134)

which then leads to

2Psw = g ρ3 (η
2
5/2 − η2b ) + g ρ2 (η

2
3/2 − η25/2) + g ρ1 (η

2 − η23/2) (36.135a)

= g η25/2 (ρ3 − ρ2) + g η23/2 (ρ2 − ρ1) + g η21/2 ρ1 − g ρ3 η2b (36.135b)

= ρref (g
r

5/2 η
2
5/2 + gr

3/2 η
2
3/2 + gr

1/2 η
2
1/2)− g ρ3 η2b , (36.135c)

where gr

1/2 = g and η1/2 = η. Generalizing this expression to an arbitrary number of layers leads
to

Psw =
1

2

[
−g ρN η2b + ρref

N−1∑
k=0

gr

k+1/2 η
2
k+1/2

]
, (36.136)

with ηN+1/2 = ηb (see Figure 35.6). The first term is a constant and so does not contribute to
time changes of the potential energy, and so it is commonly ignored in the literature.
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Available potential energy for N -layers

The time dependent terms in equation (36.136) are positive definite, so that potential energy
increases when the reduced gravity increases and/or the layer interfaces deviate in either direction
from their resting values. This behavior motivates us to introduce the available potential energy
by decomposing the layer interface heights into their area mean and deviations, just as for the
single layer in Section 36.5.6

η′
k±1/2 = ηk±1/2 − ⟨ηk±1/2⟩. (36.137)

Volume conservation for each layer implies that the area mean, ⟨ηk−1/2⟩, is a space and time
constant. Substituting ηk±1/2 = ⟨ηk±1/2⟩+ η′

k±1/2 into equation (36.136) leads to

Psw =
1

2

[
−g ρN η2b + ρref

N−1∑
k=0

gr

k+1/2 ⟨ηk+1/2⟩2
]

+
ρref

2

[
2
N−1∑
k=0

gr

k+1/2 ⟨ηk+1/2⟩ η′k+1/2 +
N−1∑
k=0

gr

k+1/2 (η
′
k+1/2)

2

]
. (36.138)

The first bracketed term is a constant in time, and it measures the potential energy of the system
when all interfaces sit at their area mean values, for which η′

k1/2 = 0. When performing an area

integral over the full domain, the term with ⟨ηk+1/2⟩ η′k+1/2 vanishes since the area integral of

η′
k+1/2 vanishes. We thus define the available potential energy for the N -layer shallow water fluid

EAPE =
ρref

2

ˆ N−1∑
k=0

gr

k+1/2 (η
′
k+1/2)

2 dS ≥ 0. (36.139)

This expression generalizes the single layer form given by equation (36.131). As expected, the
available potential energy increases whether a layer interface moves up or down, and it vanishes
when all interfaces heights equal to their area mean values.

Time evolution of the potential energy

To derive an evolution equation for the potential energy, we take the time derivative of equation
(36.136)

∂tP
sw = ρref

N−1∑
k=0

gr

k+1/2 ηk+1/2 ∂tηk+1/2 = ρref

N−1∑
k=0

gr

k+1/2 ηk+1/2

N∑
j=k+1

∂thj, (36.140)

where the second equality made use of equation (35.80) to relate the interface height and the
layer thickness. We can collapse the double sum through the following identities

N−1∑
k=0

gr

k+1/2 ηk+1/2

N∑
j=k+1

∂thj

= ∂thN

N−1∑
j=0

gr

j+1/2 ηj+1/2 + ∂thN−1

N−2∑
j=0

gr

j+1/2 ηj+1/2 + . . .+ ∂th1 g
r

1/2 η1/2. (36.141)
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The product of reduced gravity and interface height can be written in terms of the shallow water
dynamic pressure from equation (35.88)

pdynk = ρref

k−1∑
j=0

gr

j+1/2 ηj+1/2, (36.142)

in which case we have the potential energy budget

∂tP
sw =

N∑
k=1

pdynk ∂thk = −
N∑

k=1

pdynk ∇ · (uk hk), (36.143)

where the second equality made use of the layer thickness equation (35.79a). Rearrangement
brings this equation to its flux-form expression

∂tP
sw +∇ ·

N∑
k=1

pdynk hk uk =
N∑

k=1

hk uk · ∇pdynk . (36.144)

36.6.2 Potential energy and buoyancy work

Potential energy for N -layers

Following the method for the single layer in Section 36.5.1, we write the gravitational potential
energy for a column of shallow water fluid as

Psw = g

ˆ η

ηb

z ρdz = g
N∑

k=1

ρk hk ηk =
N∑

k=1

Psw
k , (36.145)

where, again,
hk = ηk−1/2 − ηk+1/2 and ηk = (ηk−1/2 + ηk+1/2)/2 (36.146)

makes use of the layer thickness, hk, and the average interface height, ηk. We can think of
equation (36.145) as building the potential energy using layer properties, whereas the alternative
expression (36.136) is built using interface properties.

Time evolution of the potential energy

Taking the time derivative of the potential energy (36.145) leads to

∂tP
sw
k = g ρk ∂t(hk ηk) (36.147a)

= g ρk(∂thk ηk + hk ∂tηk) (36.147b)

= g ρk [−ηk∇ · (uk hk) + hk (wk − uk · ∇ηk)] (36.147c)

= g ρk hkwk − g∇ · (ρk ηk hk uk) (36.147d)

= g ρk hkwk −∇ · (uk P
sw
k ), (36.147e)

so that the flux-form budget is given by

∂tP
sw
k +∇ · (uPsw

k ) = g ρk hkwk. (36.148)

This budget is identical to equation (36.90) that we discussed for a single layer, with the buoyancy
work term exposed on the right hand side.
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36.6.3 Kinetic energy

Kinetic energy and work from pressure gradients

Following our treatment in Section 36.5.2, consider the kinetic energy per horizontal area
contained in a shallow water layer

Ksw
k =

1

2

ˆ ηk−1/2

ηk+1/2

ρref uk · uk dz =
1

2
ρref hk uk · uk. (36.149)

Note that we set the density equal to the reference density as per the Boussinesq ocean, whereby
the inertial mass is determined by the reference density (Section 29.1).

To derive an evolution equation for kinetic energy, multiply the thickness equation (35.79a)
by uk ·uk, and take the dot product of the vector-invariant velocity equation (35.113) with hk uk,

(uk · uk) ∂thk = −(uk · uk)∇ · (hk uk) (36.150a)

hk uk · ∂tuk = −hk uk · ∇(pk/ρref + uk · uk/2) + hk uk · Fk, (36.150b)

where we included an acceleration, Fk, arising from friction or boundary stresses, as discussed in
Section 35.6.5. Making use of these expressions leads to the time derivative of the kinetic energy
per area, Ksw

k = ρref hk uk · uk/2, of a shallow water layer

(2/ρref) ∂tK
sw
k = ∂t(hk uk · uk) (36.151a)

= (uk · uk) ∂thk + 2hk uk · ∂tuk (36.151b)

= −(uk · uk)∇ · (hk uk)− 2hk uk · ∇(pk/ρref + uk · uk/2) + 2hk uk · Fk (36.151c)

= −2∇ · [uk K
sw
k /ρref ]− 2hk uk · ∇(pk/ρref) + 2hk uk · Fk, (36.151d)

which then leads to the equivalent forms for the layer integrated kinetic energy budget

∂tK
sw
k +∇ · (uk K

sw
k ) = −hk uk · [∇pk − ρref Fk], (36.152a)

∂tK
sw
k +∇ · [uk (K

sw
k + hk pk)] = pk∇ · (hk uk) + ρref hk uk · Fk. (36.152b)

Recall that the pressure gradient is given by equation (35.88)

∇pk = ∇pa +∇pdynk = ∇pa + ρref ∇Mdyn
k , (36.153)

which arises from gradients in the applied atmospheric pressure plus the dynamic pressure, and
where Mdyn

k = ρref p
dyn
k is the Montgomery potential from Section 35.4.3. The budget equation

(36.152b) corresponds to the single layer equation (36.98), where we identify the dynamic pressure
for shallow water model with just a single layer

pdyn
k=1 = ρ g ηeff = pa + ρ g η. (36.154)

Kinetic energy and buoyancy work

The single layer discussion in Section 36.5.3 fully anticipated the N -layer case, so that we can
immediately translate equation (36.106) to an arbitrary layer

∂tK
sw
k +∇ · [u (Ksw

k + Pk)] + δk(pk−1/2 ∂tηk−1/2) = −g ρk hkwk + ρk hk uk · Fk. (36.155)
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36.6.4 Comments and further study
The discussion of mechanical energy for the single shallow water layer in Section 36.5.5 directly
transfers to the N -layer case, thus making it unnecessary for us to develop the theory any
further.

Elements of the discussion in this section are motivated by the energetic analysis of Loose
et al. (2022), who detail the mechanical energy in a stacked shallow water model and decompose
the energy budget into mean and transient eddy contributions.

36.7 Momentum balance in a zonal channel
In this section we study the vertically integrated steady momentum budget for a single shallow
water layer of density ρ in a zonally re-entrant channel, such as depicted in Figure 36.7. Such
shallow water models have been used to garner insights into adiabatic aspects of Southern Ocean
circulation, and we keep this application in mind for the following (so that f < 0). We are
particularly interested in the force balances required to reach a steady flow in the presence of
a prescribed constant wind stress acceleration, τ/ρ. The channel has arbitrary topography,
including northern and southern bounds with sloping shelves and shorelines. Applying a zonal
surface stress inserts zonal momentum to the fluid through the ocean surface. For simplicity we
set the atmospheric pressure to zero, pa = 0, so that the bottom pressure is pb = ρ g h, and there
is no form stress acting on the layer’s upper surface.

A similar analysis was presented in Section 28.5 for the vertically integrated axial angular
momentum budget in a continuously stratified fluid. Following from that analysis, we ignore the
role of internal viscous friction. However, we consider bottom frictional stresses written as a
quadratic bottom drag

F drag = −Cd u |u|, (36.156)

where Cd > 0 is a dimensionless bottom drag coefficient.
The horizontal areal extent of the domain is a function of space and time since the shallow

water layer rises up and down the northern and southern shorelines as motion occurs. Even
so, since layer thickness vanishes at the shoreline edge, the horizontal boundary conditions for
the shallow water layer are easy to apply when working with the thickness weighted equations.
That is, all thickness weighted fields vanish at the shoreline edge merely since the thickness
vanishes at the edge. Indeed, working with thickness weighted fields allows us to handle any
degree of vanishing layer thicknesses, including if the topography in the center of the channel
becomes an island rather than a submerged seamount. We also made use of this property of
thickness weighted budgets in Section 28.5 where we also considered sloping sides rather than
the commonly considered, yet less realistic, vertical sides.

36.7.1 Volume transport for steady flow
Before considering the steady force balance, we establish a constraint based on volume conserva-
tion by considering the steady thickness equation

∇ · (hu) = 0. (36.157)

As discussed for non-divergent flow in Chapter 21, this non-divergence condition means that
there is zero net steady transport crossing any simply connected closed contour in the fluid. A
particularly interesting closed contour is one that is periodic and extends across the full zonal
extent of the channel (see Figure 36.7), in which case

˛
hu · n̂ds = 0, (36.158)
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Figure 36.7: A zonally periodic/re-entrant southern hemisphere channel with northern and southern shelves
and arbitrary seamount topography. Flow that leaves either the east or west boundary is assumed to re-enter
the other side, so that the topology is periodic zonally. Left panel: horizontal (plan) view, showing the contours
of the shelves and the topography, with flow leaving one of the zonal ends re-entering the other. The arbitrary
dark solid contour extends across the zonal extent of the channel and is periodic, with a unit vector, n̂, depicted
normal to a point along the contour. In a steady state, the net fluid transport crossing this contour vanishes:¸
hu · n̂ds = 0, meaning that there is no accumulation of fluid within any region of the channel. Right panel:

meridional-vertical view through an arbitrary longitude, along with a sample vertical column of water extending
from the bottom to the surface. The shoreline edges occur where the layer thickness vanishes on the northern
and southern shelves. So although the position of the shoreline edge is a function of space and time (since the
fluid moves up and down the shoreline slope), the vanishing layer thickness found at the edge renders a simple
treatment of boundary conditions for the thickness weighted equations.

where
¸
denotes a periodic line integral across the zonal extent of the channel, n̂ is a unit vector

normal to the contour, and ds is the arc-length line element along the contour. The constraint
(36.158) reflects the inability of the steady flow to build up or deplete the fluid on one region of
the channel at the expense of another. In particular, if the contour follows a constant latitude
line, then we see that for a steady state there is no net meridional transport across a latitude
circle ˛

hu · ŷ dx =

˛
h v dx = 0 steady flow. (36.159)

This result means that the thickness weighted Coriolis acceleration appearing in the zonal
momentum equation vanishes when integrated zonally

˛
f h v dx = f

˛
h v dx = 0 steady flow. (36.160)

We make use of this result in Section 36.7.3.

36.7.2 Steady meridional balances

Consider the thickness weighted meridional momentum equation (36.35b) in the presence of a
wind stress and bottom drag

∂t(h v) + ∂x(hu v) + ∂y(h v
2 + g h2/2) + uh f = −(pb/ρ) ∂yηb + τy/ρ− Cd v |u|. (36.161)

Integrating zonally over the channel removes the zonal transport term, ∂x(hu v), due to period-
icity

˛ [
∂t(h v) + ∂y(h v

2 + g h2/2) + uh f
]
dx =

˛
[−(pb/ρ) ∂yηb + τy/ρ− Cd v |u|] dx. (36.162)
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We can pull the time derivative outside of the zonal integral since the domain is zonally periodic,
in which case the time changes to the net meridional transport across a latitude circle are given
by

d

dt

˛
v hdx =

˛ [
−∂y(h v2 + g h2/2)− uh f − (pb/ρ) ∂yηb + τy/ρ− Cd v |u|

]
dx. (36.163)

Correspondingly, a steady state along a latitude circle is realized by the balance

˛ [
∂y(h v

2 + g h2/2) + uh f
]
dx =

˛
[−(pb/ρ) ∂yηb + τy/ρ− Cd v |u|] dx. (36.164)

The right hand side represents forcing by the topographic form stress, meridional wind stress,
and bottom drag. That forcing, integrated over a latitude circle, balances the left hand side,
which is the Coriolis acceleration arising from zonal motion, plus the meridional divergence of
meridional momentum advection plus layer integrated pressure.

We can eliminate the nonlinear term on the left hand side of the balance (36.164) by
integrating meridionally across the channel. Since h = 0 at the shoreline edges we know that
h v2 + g h2/2 vanishes at the boundaries, thus leaving

ˆ [˛
uh f dx

]
dy =

ˆ [˛
[−(pb/ρ) ∂yηb + τy/ρ− Cd v |u|] dx

]
dy. (36.165)

This is a balance between the integrated meridional Coriolis force on the left hand side with
pressure form stress, winds, and bottom drag on the right hand side.

36.7.3 Steady zonal balance

Now consider the thickness weighted zonal momentum equation (36.35a), here with bottom drag
and wind stress contributions

∂t(hu) + ∂x(hu
2 + g h2/2) + ∂y(hu v)− v h f = −(pb/ρ) ∂xηb + τx/ρ− Cd u |u|. (36.166)

Assuming a steady state and integrating along a latitude circle leads to

ρ

˛
∂y(hu v)dx =

˛
[−pb ∂xηb + τx − Cd ρ u |u|] dx, (36.167)

where we dropped the Coriolis acceleration as per volume conservation in equation (36.160). For
flows that are quasi-linear, the nonlinear term ∂y(hu v) will be subdominant to the wind stress
and topographic form stress, thus leading to the approximate balance along each latitude circle

˛
pb ∂xηb dx ≈

˛
[τx − Cd ρ u |u|] dx nonlinear term small. (36.168)

We realize an exact balance over the full channel domain by meridionally integrating the
latitude balance (36.167), in which the nonlinear term ∂y(hu v) drops out since h = 0 at the
northern and southern shoreline edges

ˆ [˛
τx dx

]
dy =

ˆ [˛
[pb ∂xηb + Cd ρ u |u|] dx

]
dy. (36.169)

Again, this is an exact steady state balance realized by integrating the zonal thickness weighted
momentum equation over the full domain channel. It is a balance between the zonal momentum
input from the winds (left hand side) to the full domain, and the integrated bottom form stress
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plus bottom frictional drag (right hand side).

36.7.4 The role of frictional bottom drag

Consider a flat bottom channel, in which case the area integrated balance (36.169) is between
winds and bottom drag

ˆ [˛
τx dx

]
dy =

ˆ [˛
Cd ρ u |u|dx

]
dy =⇒ ρ−1 ⟨τx⟩ = Cd ⟨u |u|⟩, (36.170)

where the angle brackets denote a channel area mean. Typical empirical values for the dimen-
sionless bottom drag coefficient are

Cd ≈ 2× 10−3. (36.171)

An area mean eastward zonal wind stress of ⟨τx⟩ = 0.1 N m−2 leads to a root-mean-square zonal
velocity of √

⟨u |u|⟩ ≈
√
⟨u2⟩ ≈ 0.2 m s−1, (36.172)

where the first approximation follows from assuming the zonal velocity dominates over the
meridional velocity. How realistic is this number for the Southern Ocean? Field measurements
from the Southern Ocean suggest that vertically and area averaged velocities are far smaller
than this value. Furthermore, if this value occurred in a channel 4000 m deep and 2000 km
wide (a rough idealization of the Antarctic Circumpolar Current), then this vertically averaged
velocity would yield a zonal volume transport of ≈ 1500× 106 m3 s−1, which is about ten times
larger than the measured transport through the Drake Passage.

Munk and Palmén (1951) identified the problematic aspect of assuming a bottom frictional
stress balance for the Southern Ocean. In brief, the field measurements do not support a
frictional balance, either from bottom drag or from internal turbulent viscous friction. By
inference, they proposed that topographic form stress is the dominant term that balances
wind stress in the Southern Ocean. They supported that inference through estimates based on
topographic features encountered by the Antarctic Circumpolar Current in its transit of the
Southern Ocean. Subsequent studies using theory, field measurements, and numerical models
support their conclusion. Indeed, in numerical models one finds that so long as there is only a
modest degree of bottom slope, the bottom topographic form stress dominates over bottom drag.
Given these considerations, we dispense with bottom drag for the remainder of this section.

36.7.5 Correlation between surface height and topographic slope

Given the minor role for bottom drag in establishing a steady channel flow in the Southern
Ocean, the balance (36.169) says that an eastward area integrated wind stress must be balanced
by a westward topographic form stress

ˆ [˛
τx dx

]
dy =

ˆ [˛
pb ∂xηbdx

]
dy. (36.173)

What is required to establish a westward topographic form stress? Quite simply, in the area
mean, there must be an anomalously large bottom pressure in regions where ∂xηb > 0 and an
anomalously small bottom pressure in regions where ∂xηb < 0. Bottom pressure in a shallow
water layer is determined by the column thickness. Hence, to establish the anomalous bottom
pressures requires an anomalously thick fluid column upstream of topographic bumps and thin
fluid column downstream. This situation is illustrated in Figure 36.8 described in Section 36.7.7.

To further reveal the correlation between surface height and bottom topography, write
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pb = ρ g h and use η = h+ ηb so that

pbot ∂xηb = ρ g (η − ηb) ∂xηb = ρ g η ∂xηb − (g ρ/2) ∂xη
2
b . (36.174)

The balance (36.173) thus becomes

⟨τx⟩ = ρ g⟨η ∂xηb⟩. (36.175)

Furthermore, due to zonal periodicity, it is only the zonal anomalies in η and ηb that contribute
so that

⟨τx⟩ = ρ g⟨η′ ∂xη′b⟩, (36.176)

where

η = η′ + L−1

˛
η dx and ηb = η′b + L−1

˛
ηb dx, (36.177)

with L =
¸
dx the zonal length of the channel. With ⟨τx⟩ > 0, we see that surface height

anomalies must be positively correlated with the bottom slope,
´
η′ ∂xη

′
b dx dy > 0. That is, the

surface height is high where topography slopes are positive and low where topography slopes are
negative.

As noted above, we must have a positive correlation between surface height anomalies and
topographic slope, as in equation (36.176). It follows that a nonzero zonal integrated topographic
form stress requires a nonzero phase shift between surface height anomalies and the bottom
topography anomalies. That is, if the surface height and bottom topography were perfectly
aligned along a latitude circle, then

¸
η′ ∂xη

′
b dx = 0, in which case there is a zero zonal integrated

topographic form stress along that latitude. The required phase shift between the free surface
and bottom topography has the free surface shifted ahead (i.e., to the west) of the topography.
We consider an explicit example in Section 36.7.7 to help in our understanding.

36.7.6 Connection to meridional geostrophic transport
Zonal periodicity allows us to swap the zonal derivative in the balance (36.176) so that

⟨τx⟩ = −ρ g⟨∂xη′ η′b⟩ (36.178)

For the large scale flows under consideration here, we can assume that g ∂xη
′ is associated with

an anomalous meridional geostrophic velocity

g ∂xη
′ = f v′g (36.179)

so that the balance (36.178) is
⟨τx⟩ = −ρ ⟨f v′g η′b⟩. (36.180)

Hence, the steady balance is realized with anomalous meridional geostrophic transport correlated
with topographic anomalies. Note that periodicity means that the steady meridional geostrophic
transport has a zero zonal integral

˛
v′g dx = (g/f)

˛
∂xη

′ dx = 0, (36.181)

which follows from the steady volume balance discussed in Section 36.7.1.

36.7.7 Sinusoidal example
To help further our understanding of the balance (36.176), and the phase shift required to
develop nonzero zonal integrated topographic form stress, consider a sinusoidal topography that
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is a function only of the zonal direction. Also assume that the free surface has a sinusoidal shape
(though we do not specify the dynamical mechanism for it to reach this shape). With these
assumptions the anomalous surface height and bottom topography can be written

η′ = ηo sin(κx+ φ) and η′b = D sin(κx) (36.182)

where ηo > 0 is a constant amplitude for the free surface undulations, D > 0 is the constant
amplitude for the bottom undulations, κ = 2π n/L is the wavenumber for the undulations, n > 0
is an integer, L is the size of the zonal channel, and φ is a phase shift between the topography
and the free surface. The corresponding meridional geostrophic flow is given by

f v′g = g ∂xη
′ = g κ ηo cos(κx+ φ). (36.183)

Plugging into the balance (36.176) leads to

sinφ =

[
L ⟨τx⟩

Dρg ηo π n

]
. (36.184)

For ⟨τx⟩ > 0 we see that the free surface undulations are, as expected, shifted to the west of the
bottom topography undulations. As an explicit example from an idealized channel configuration,
set

L = 107 m D = 103 m ηo = 1 m τx = 1 N m−2, (36.185)

in which case
sinφ ≈ (π n)−1. (36.186)

For n = 1, which corresponds to just one topographic bump, then we have a phase shift of
φ ≈ 18◦, and this case is depicted in Figure 36.8 for the southern hemisphere. If there are two
bumps, then the phase shift is reduced to φ ≈ 9◦ since each bump shares half the burden of
balancing the wind stress.

Summarizing the dependencies

We here highlight the various dependencies in the phase equation (36.184).

• The phase shift increases with both larger wind stress and larger zonal extent to the
domain. This dependency arises since with enhanced wind stress and an enhanced zonal
fetch (distance over which the winds blow), there is an increase in zonal momentum inserted
to the ocean that must be absorbed by the bottom. The larger phase shift increases this
topographic form stress, thus enabling the balance.

• Conversely, the phase shift decreases for larger topography D, and larger undulations in the
free surface, ηo, in which case the free surface becomes more aligned with the topographic
ridges. This result follows since the topographic form stress is larger for larger topography,
thus requiring less phase shift in the surface wave patterns to affect a bottom pressure
anomaly.

• Phase shifts decrease when there are more topographic bumps in the channel, with n the
parameter setting the number of bumps. For the Southern Ocean, Munk and Palmén
(1951) identified around four or five large-scale topographic features that provide the
dominant balance for the zonal wind stress.

• What if the parameters are such that the right hand side of equation (36.184) has a
magnitude larger than unity (e.g., huge winds, very long fetch, small topography, small
surface height amplitude)? This situation signals that topographic form stress is insufficient
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Figure 36.8: Zonal-vertical view of the wind stress and bottom pressure acting on a steady state layer of shallow
water fluid flowing over a sinusoidal bump (north is directed into the page and east is to the right). The eastward
surface stress acts in the +x̂ direction and it is balanced by a westward topographic form stress. To establish
this form stress when integrated over the zonal extent of the channel requires the sea surface undulations to
be phase shifted to the west of the bottom topography undulations, with the phase shift, φ, given by equation
(36.184). To better visualize the sea surface, the surface undulations are in units of cm whereas the bottom
topography undulations are in units of m. In general, for the topographic form stress to balance the wind stress,
the bottom pressure must be anomalously large where ∂ηb/∂x > 0 and small where ∂ηb/∂x < 0, thus leading to
the anomalously thick fluid column upstream of the bump and thin column downstream. This correlation also
leads to a corresponding meridional geostrophic flow as shown here by the green curve for the southern hemisphere
where f < 0, with vg > 0 (northward) when shown above the horizontal line and vg < 0 (southward) when below
the line. Compare this figure to the analogous schematic in Figure 28.8.

to balance the winds. In a numerical model, one can merely increase the topograhic
wavenumber, n, to increase the topographic form stress. Yet where topography is fixed,
such as in Nature, then bottom frictional stresses come into play to help reach a force
balance (see Section 36.7.4).

Distinguishing steady motion from zero motion

Why is the phase shift (36.184) independent of the fluid depth? One might suspect that to reach
a force balance would require more form stress if there is more fluid. Instead, the force balance,
as reflected in the phase shift, depends on the zonal anomalies of the surface height and bottom
topography. The depth of the fluid is absent.

The answer to this question is that we are seeking a force balance. When forces are balanced
there is no acceleration and thus, as per Newton’s second law, the fluid maintains a constant
velocity relative to the laboratory reference frame. If we instead wished to stop the fluid, then
we would need to decelerate all fluid elements to zero velocity. Determining the forces needed to
stop the fluid requires the total fluid mass and thus its depth (as well as the time over which the
fluid is to stop). If the fluid is in motion, then halting the motion requires a net force, and that
is a very different consideration than the case of zero net force. So in brief, a steady state refers

CHAPTER 36. SHALLOW WATER DYNAMICS page 1011 of 2158



36.7. MOMENTUM BALANCE IN A ZONAL CHANNEL

to the absence of time dependence in the fluid from the perspective of an Eulerian (laboratory)
observer, with a steady state not necessarily a static state.

36.7.8 Comments and further study

Gyres and channels

The dominance of topographic form stress for the steady Southern Ocean balance contrasts to
many of the frictional theories for gyre circulations, such as the classic solutions discussed in
Section 39.7. In those theories, based on flat bottom and vertical side configurations, the curl of
the wind stress is balanced by torques created by friction.10 One is thus led to conclude that
zonally re-entrant channels exhibit a fundamentally distinct steady force balance from gyres.
However, as discussed in Section 28.5.11, Hughes and de Cueves (2001) showed how topographic
form stresses associated with sloping sides can lead to an inviscid balance for gyres. That is,
friction is far less important so long as the bottom can support topographic torques. In this
manner, gyres and channels share much in common so long as they both contain topography
and sloping sides.

The case with vertical stratification

The analysis of a single shallow water layer has direct relevance to flow in a stratified fluid. The
reason is that when integrating over the full depth of the fluid, internal interfacial form stresses
cancel pairwise.11 The resulting net balance for contact forces is concerned with just those
acting on the boundaries at the surface and the bottom. This property of contact forces was also
implicit in Section 28.5 where we developed the angular momentum budget for a continuously
stratified fluid. In that discussion we encountered the correlation between bottom pressure and
bottom topography slope for steady flow in a channel as realized by a balance between wind
stress and bottom form stress (see Figure 28.8). This correlation also holds for the single shallow
water layer.

Although the single layer provides a direct connection to the vertically integrated momentum
in a continuously stratified fluid, the direct connection between undulations in the sea surface
height and bottom pressure is more nuanced when allowing for stratification. We here outline
some of the considerations that arise with flow in a stratified channel with a topographic bump.
Our presentation is rather incomplete, with a more thorough analysis supported by numerical
simulations.

Following the analysis of Section 27.2, we decompose the horizontal gradient of bottom
pressure according to equation (27.48)

∇hpb = ∇hpa + g ρ(η)∇hη︸ ︷︷ ︸
external contribution

− ρ0

ˆ η

ηb

∇hbdz′︸ ︷︷ ︸
internal contribution

≡ ∇hpbext +∇hpbint, (36.187)

where b = −g (ρ− ρo)/ρo is the Archimedean buoyancy from Chapter 30. The external pressure
gradient is all that is available for a single shallow water layer, so that there is a direct correlation
between bottom topography and surface pressure in the steady channel flow where bottom form
stress balances wind stress. In contrast, for a continuously stratified fluid, or for a stacked
shallow water fluid, the internal contribution to the pressure gradient is nonzero since buoyancy
generally has a horizontal gradient.

As discussed in Section 16.4 of Olbers et al. (2012), watermasses in the Southern Ocean
generally align themselves with lighter water on the upstream side of topographic features (to

10We encounter such balances in Chapter 39 when studying vorticity.
11We discussed this property of interfacial form stresses in Sections 25.2, 28.3, and 36.4.

page 1012 of 2158 geophysical fluid mechanics



36.7. MOMENTUM BALANCE IN A ZONAL CHANNEL

the west), and heavy water on the downstream side. This configuration means that the internal
pressure is lower upstream of a topographic bump and higher downstream, thus leading to a
westward internal pressure gradient force. To realize a steady flow with a balance between
bottom pressure form stress and wind stress requires the external contribution to the bottom
pressure gradient to counteract the internal contribution. Hence, the free surface height must
have larger undulations in the presence of vertical stratification than without, with high values
upstream of the bump and low values downstream. We depict this configuration in Figure 36.9,
with the caption offering further details. Zhang et al. (2024) further detail the facets of the
dynamical balances, including transient adjustments towards the steady balances discussed here.
They offer a particularly clear distinction between the barotropic dynamics (as realized by a
single shallow water layer) and baroclinic dynamics. Furthermore, they emphasize the central
role of the barotropic dynamics for maintaining the momentum balance even for stratified fluid.

z

x

τx

ρ′ < 0
ρ′ > 0

η′ > 0 η′ < 0

p′b > 0 p′b > 0

Figure 36.9: A schematic of steady flow in a two-layer zonally periodic channel with a topographic bump and
with bottom pressure form stress balancing zonal wind stress. To realize this balance requires anomalously high
bottom pressure on the upstream side of the bump and anomalously low bottom pressure on the downstream side,
where anomalies are relative to the zonal mean. Such anomalous bottom pressure is just as for a single shallow
water layer. However, for a stratified fluid the bottom pressure is established by the sum of effects from the
external and internal pressure fields. The internal pressure field arises from density, here shown with anomalously
light water on the upstream side of the bump and heavy water downstream, such as occurs in the Southern Ocean.
This density field leads to a westward contribution to the bottom pressure gradient force; i.e., anomalously low
bottom pressure on the upstream side of the bump and high bottom pressure on the downstream. The external
pressure field arises from the free surface undulations (red line), with a high upstream of the bump and low
downstream. This free surface field leads to an eastward contribution to the bottom pressure gradient force; i.e.,
anomalously high bottom pressure on the upstream side of the bump and low bottom pressure on the downstream.
For the bottom pressure form stress to balance the wind stress, we must have the external pressure gradient
dominate the internal pressure gradient. Note that undulations of the free surface height are roughly 100-300
times smaller than those of the density field, with the relative undulations set according to the reduced gravity as
described in Section 35.3.

Meridional overturning circulation

The balances in this section are modified when allowing for the vertical transfer of volume
between the layers as required to admit a meridional-vertical overturning circulation. In this
case, there can be net meridional motion along a latitude circle to thus add the Coriolis force to
the steady force balance, including an Ekman transport (balance between Coriolis and surface
stress as in Section 33.1) for the layer feeling the zonal surface stress. Section 21.7 of Vallis
(2017) as well as Chapter 16 of Olbers et al. (2012) provide pedagogical discussions of flow in
the Antarctic Circumpolar Current, in which interfacial pressure form stress developed from
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baroclinic eddies provides a mechanism for vertically redistributing horizontal momentum. The
studies from Webb and de Cueves (2007) and Zhang et al. (2024) detail how the barotropic
dynamics, which act over days and weeks, continue to play the dominant role in balancing the
surface wind stress and topographic form stress, even in the case of a stratified ocean with eddy
form stresses, which have a time scale of years.

36.8 Angular momentum in a rotating tank
As our second case study for this chapter, we study angular momentum for a layer of shallow
water fluid in a rotating cylindrical tank. This system was first discussed in Section 27.5, where
we developed the horizontal equation of motion

Du

Dt
+ f ẑ × u = −∇

(
p/ρ+ ge z − Ω2 r2/2

)
, (36.188)

where r2 = x2 + y2 is the radial distance from the rotational axis,

Ω = f/2 (36.189)

is the constant angular rotation rate, and the vertical component to the right hand side is the
hydrostatic balance, ∂p/∂z = −ρ ge. Where convenient, we make use of the polar coordinates
(see Chapter 4.22) in the following, whereby

x = r cosϑ (36.190a)

y = r sinϑ, (36.190b)

with the polar angle ϑ measured counter-clockwise from the positive x-axis.

36.8.1 Angular momentum for a column of shallow water fluid
The angular momentum for a column of shallow water fluid, computed with respect to the
vertical rotational axis, is given by (see Sections 14.5 and 24.7)

Lz = δM [x× (u+Urigid)] · ẑ, (36.191)

where x = x x̂+ y ŷ = r r̂ is the position vector relative to the rotational axis, δM = ρ h δA is
the constant mass for the fluid column, and the rigid-body rotation velocity is

Urigid = (f/2) ẑ × x = rΩ ϑ̂, (36.192)

where ẑ × r̂ = ϑ̂ is the azimuthal unit vector pointing counter-clockwise around the origin.

We can further massage the expression for the angular momentum by writing

x× u = (x v − y u) ẑ = r2ϑ̇ ẑ, (36.193)

where ϑ̇ = Dϑ/Dt is the angular velocity. Likewise, we have

x×Urigid = r2Ω ẑ, (36.194)

so that the angular momentum can be written

Lz = δM [x× (u+Urigid)] · ẑ = δM r2 (ϑ̇+Ω). (36.195)
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36.8.2 Material time evolution of the angular momentum

The material time evolution for the angular momentum is given by

DLz

Dt
= δM [u× (u+Urigid)] · ẑ + δM

[
x×

(
Du

Dt
+

DUrigid

Dt

)]
· ẑ. (36.196)

Note that we set
D(δM)

Dt
= ρD(h δA)Dt = 0 (36.197)

since the shallow water fluid columns each have constant volume as they move with the horizontal
flow (Section 35.2.5). Using the rigid-body rotation velocity given by equation (36.192), and
with a constant rotation rate, yields

u×Urigid + x×
DUrigid

Dt
= u× (Ω× x) + x× (Ω× u) (36.198a)

= (x · u) f ẑ. (36.198b)

Making use of the material evolution of the horizontal velocity given by equation (36.188) renders

[
x× Du

Dt

]
· ẑ =

(
x×

[
−f ẑ × u−∇

(
p/ρ+ ge z − Ω2 r2/2

)])
· ẑ (36.199a)

= −f (x · u)− (x× g∇η) · ẑ. (36.199b)

The centrifugal term dropped out since

x×∇r2 = 2x× r r̂ = 2x× x = 0. (36.200)

The gravitational term dropped out since

(x×∇z) · ẑ = (x× ẑ) · ẑ = 0, (36.201)

as does the vertical component to the pressure gradient. We are thus left with

1

δM

DLz

Dt
= −g (x×∇η) · ẑ. (36.202)

Consequently, the axial angular momentum for a fluid column is modified by the torque from the
horizontal pressure gradient caused by undulations in the free surface height. Note how there is
no contribution from the Coriolis acceleration, so that the evolution of angular momentum is
the same whether viewed in the laboratory frame or rotating frame.

We can bring the expression (36.202) into a more transparent form by switching to polar
coordinates

x×∇η = r r̂ ×
[
r̂
∂η

∂r
+ ϑ̂

1

r

∂η

∂ϑ

]
=
∂η

∂ϑ
ẑ, (36.203)

so that
1

δM

DLz

Dt
= −g ∂η

∂ϑ
. (36.204)

This result is directly analogous to the angular momentum evolution for a fluid moving around
a sphere as derived in Section 24.7. Namely, in the presence of angular pressure gradients, the
fluid experiences a torque that in turn leads to a change in the angular momentum relative to
the vertical rotation axis.
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36.8.3 Materially invariant angular momentum
The angular momentum for a fluid column is materially invariant (i.e., a constant on a material
fluid parcel) if

DLz

Dt
= 0⇐⇒ ∂η

∂ϑ
= 0. (36.205)

For a flat bottom, equation (27.106) says that the free surface takes on a radial parabolic shape
when the fluid is in rigid-body rotation. In this case, ∇η is in the radial direction, in which case
x×∇η = 0. Consequently, when the fluid is in rigid-body rotation, the angular momentum for
each fluid column remains materially constant.

36.8.4 Comments
The material evolution equation (36.202) also holds for a fluid on the f -plane tangent to a sphere.
The f -plane formulation is slightly simpler than the tank since the centrifugal term is absorbed
into the geopotential (see Section 13.10.4). However, the tank is arguably more pedagogical as it
is simpler to visualize and to conduct laboratory experiments. See Section 6.6.4 of Marshall and
Plumb (2008) for more discussion of rotating tank experiments. Also, we return to this physical
system in Section 59.3 when studying centrifugal instability of cyclostrophically balanced flow.

36.9 Exercises
exercise 36.1: potential temperature slopes in atmosphere and ocean
Use the two-layer thermal wind relations from Section 36.2.2, also known as Margules’ relation,
to estimate the slope of the potential temperature surfaces in the atmosphere and ocean. This
question is based on exercise 3.2 of Vallis (2006).

(a) Model the atmosphere as two immiscible shallow water layers of different density stacked
one above the other. Using reasonable values for any required physical parameters,
estimate the vertical displacement of the interfacial surface associated with a pole-to-
equator temperature difference of 40K. You may wish to consult Wallace and Hobbs (2006)
or Marshall and Plumb (2008) for physical scales.

(b) Estimate a vertical interfacial displacement in the ocean thermocline associated with a
temperature difference of 20K over a horizontal distance of 4000 km. The interface between
the two shallow water layers offers a crude representation of the main oceanic thermocline.
Ignore salinity effects so that temperature and density are directly proportional.

Double-check your results by examining some atmosphere and ocean latitude-height profiles for
potential temperature (e.g., Figure 5.8 of Marshall and Plumb (2008)).

exercise 36.2: Circular steady geostrophic flow
Consider a single layer of shallow water fluid in steady geostrophic balance on a f -plane so that

f ẑ × ug = −g∇η. (36.206)

Assume f > 0 and that the free surface has a circular Gaussian shape

η = η0 e
−r2/(2σ2) (36.207)

where r2 = x2+y2 is the squared radial position and σ is the standard deviation of the Gaussian.
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(a) Determine the horizontal geostrophic velocity components corresponding to this free surface
undulation. Write the solution in both Cartesian coordinates and polar coordinates. Is
the flow oriented cyclonic or anti-cyclonic?

(b) Determine the streamlines for the flow. Hint: recall the discussion in Section 17.7.2. What
is the geometric shape of a streamline?

exercise 36.3: Steady state momentum and geostrophy
Consider a single layer of shallow water fluid with zero boundary mass fluxes through the
surface. Assume the lateral boundaries are solid. All boundaries are thus material. The domain
integrated horizontal momentum (within the rotating reference frame) is defined by

P =

ˆ
ρudV =

ˆ
ρ hudS. (36.208)

Show that for tangent plane motion (Section 24.5)

dP

dt
= 0 (36.209)

can be realized either by (A) zero flow everywhere, (B) flow that is in geostrophic balance at
each point, or (C) flow that is in geostrophic balance as a global integral.

exercise 36.4: Thickness weighted momentum for two layers
Following the methods from Section 36.3, derive the thickness weighted momentum equation
for an inviscid two-layer stacked shallow water fluid. That is, derive the evolution equation for
h1 u1 + h2 u2, thus providing the two-layer version of equation (36.21).

exercise 36.5: Contact pressure force on a single layer
As a check on our calculation of the contact pressure force (36.60b), consider a single shallow
water layer under a massless atmosphere. Show that the contact pressure force per mass is given
by

F press
net

M
= g ẑ − g∇η. (36.210)

As expected, the horizontal component of this force equals to the pressure gradient body force
per mass detailed in Section 35.2.1. The vertical pressure force balances the weight of the fluid
as per the hydrostatic balance.

exercise 36.6: Topographic form stress for a ridge
As in Section 36.7, apply a constant eastward zonal wind to a zonally reentrant channel with a
single shallow water layer. Let the layer flow over a topographic ridge of height H above the
surrounding flat bottom, and let the ridge be a function just of zonal position, η′b(x). Furthermore,
assume the ridge has a constant slope on both the upstream (west) side, Sup, and downstream
(east) side, Sdn. An example is depicted in Figure 36.10. Following the force balance (36.176),
derive an expression for the free surface height zonally averaged over the upstream side of the
ridge, minus the free surface height zonally averaged over the downstream sides of the ridge,

∆η′ = (η′)up − (η′)dn, (36.211)

where

(η′)up =

´ x0
xup

η′ dx

Lup

and (η′)dn =

´ xdn
x0

η′ dx

Ldn

. (36.212)

Show that the expression for ∆η′ is independent of the two slopes. Instead, the only geometric
property that determines ∆η′ is the ridge height, H. Discuss this result.

CHAPTER 36. SHALLOW WATER DYNAMICS page 1017 of 2158



36.9. EXERCISES

x

z

H

τx > 0

Lup

<latexit sha1_base64="BQ+SWFlK0JreMy95bt+yqF2U4io=">AAACE3icbZC7TsMwGIWdcivlFujIYlEhMVUJqgRsFSwMDEWiF6mJIsd1Wqu2E9kOIor6GMys8AxsiJUH4BF4C9w2A7Q9kqVP5/y/bJ8wYVRpx/m2SmvrG5tb5e3Kzu7e/oF9eNRRcSoxaeOYxbIXIkUYFaStqWakl0iCeMhINxzfTPPuI5GKxuJBZwnxORoKGlGMtLECu3oX5B4P46fc01RkME0mk8CuOXVnJrgMbgE1UKgV2D/eIMYpJ0JjhpTqu06i/RxJTTEjk4qXKpIgPEZD0jcoECfKz2ePn8BT4wxgFEtzhIYz9+9GjrhSGQ/NJEd6pBazqbkyC/kqu5/q6NLPqUhSTQSe3x+lDOoYTguCAyoJ1iwzgLCk5gsQj5BEWJsaK6Ybd7GJZeic191G/eq+UWteFy2VwTE4AWfABRegCW5BC7QBBhl4Aa/gzXq23q0P63M+WrKKnSr4J+vrFwnVnnk=</latexit>

xup

<latexit sha1_base64="GWJItwJuIsY1mnDVyqqWIhKRfyQ=">AAACE3icbZDLSgMxGIUz9VbrbbRLN8EiuCozUlB3RTcuK9gLdIYhk2ba0CQzJBnpMPQxXLvVZ3Anbn0AH8G3MG1noW0PBD7O+X+SnDBhVGnH+bZKG5tb2zvl3cre/sHhkX180lFxKjFp45jFshciRRgVpK2pZqSXSIJ4yEg3HN/N8u4TkYrG4lFnCfE5GgoaUYy0sQK7Oglyj4fxJPc0FRlMk+k0sGtO3ZkLroJbQA0UagX2jzeIccqJ0Jghpfquk2g/R1JTzMi04qWKJAiP0ZD0DQrEifLz+eOn8Nw4AxjF0hyh4dz9u5EjrlTGQzPJkR6p5Wxmrs1Cvs7upzq69nMqklQTgRf3RymDOoazguCASoI1ywwgLKn5AsQjJBHWpsaK6cZdbmIVOpd1t1G/eWjUmrdFS2VwCs7ABXDBFWiCe9ACbYBBBl7AK3iznq1368P6XIyWrGKnCv7J+voFU5GepQ==</latexit>

xdn

<latexit sha1_base64="LcwA8WCzzfsBZhmUV3W/EYJm0ow=">AAACE3icbZDLSgMxGIUz9Vbrrdqlm2ARXJUZKai7ohuXFewFOsOQSdM2NJchyUjLMI/h2q0+gztx6wP4CL6FaTsLbXsgcDjn/0nyRTGj2rjut1PY2Nza3inulvb2Dw6PyscnbS0ThUkLSyZVN0KaMCpIy1DDSDdWBPGIkU40vpv1nSeiNJXi0UxjEnA0FHRAMTI2CsuVSZj6PJKT1DdUTGFfZFlYrro1dy64arzcVEGuZlj+8fsSJ5wIgxnSuue5sQlSpAzFjGQlP9EkRniMhqRnrUCc6CCdPz6D5zbpw4FU9ggD5+nfjRRxrac8spMcmZFe7mbh2i7i6+JeYgbXQUpFnBgi8OL+QcKgkXAGCPapItgwi4IirKj9AsQjpBA2FmPJsvGWSaya9mXNq9duHurVxm1OqQhOwRm4AB64Ag1wD5qgBTCYghfwCt6cZ+fd+XA+F6MFJ9+pgH9yvn4BNNmekg==</latexit>

Ldn

<latexit sha1_base64="mrVB/vzDph98YJ6hb16QzjJVroU=">AAACE3icbZDLSgMxGIUz9VbrbbRLN8EiuCozUlB3RTcuXFSwF+gMQyZN29BchiQjlqGP4dqtPoM7cesD+Ai+hWk7C217IHA45/9J8sUJo9p43rdTWFvf2Nwqbpd2dvf2D9zDo5aWqcKkiSWTqhMjTRgVpGmoYaSTKIJ4zEg7Ht1M+/YjUZpK8WDGCQk5GgjapxgZG0Vu+S7KAh7LpywwVIxhT0wmkVvxqt5McNn4uamAXI3I/Ql6EqecCIMZ0rrre4kJM6QMxYxMSkGqSYLwCA1I11qBONFhNnv8BJ7apAf7UtkjDJylfzcyxLUe89hOcmSGerGbhiu7mK+Ku6npX4YZFUlqiMDz+/spg0bCKSDYo4pgwywKirCi9gsQD5FC2FiMJcvGXySxbFrnVb9WvbqvVerXOaUiOAYn4Az44ALUwS1ogCbAYAxewCt4c56dd+fD+ZyPFpx8pwz+yfn6BesOnmY=</latexit>

x0

<latexit sha1_base64="oLy8m4GMcYFUmu1+nNuYxK5/16o=">AAACA3icbZDNTgIxFIXv4B/iH+rSTSMxcUVmDIm6I7pxiYkDJDAhndKBhrYzaTtGMmHp2q0+gzvj1gfxEXwLC8xCgZM0+XLOvWl7woQzbVz32ymsrW9sbhW3Szu7e/sH5cOjpo5TRahPYh6rdog15UxS3zDDaTtRFIuQ01Y4up3mrUeqNIvlgxknNBB4IFnECDbW8p96mTvplStu1Z0JLYOXQwVyNXrln24/Jqmg0hCOte54bmKCDCvDCKeTUjfVNMFkhAe0Y1FiQXWQzR47QWfW6aMoVvZIg2bu340MC63HIrSTApuhXsym5sosFKvsTmqiqyBjMkkNlWR+f5RyZGI0LQT1maLE8LEFTBSzX0BkiBUmxtZWst14i00sQ/Oi6tWq1/e1Sv0mb6kIJ3AK5+DBJdThDhrgAwEGL/AKb86z8+58OJ/z0YKT7xzDPzlfv+zdl+k=</latexit>

Figure 36.10: Zonal-vertical view of a single layer of shallow water fluid moving in a zonally re-enetrant channel
for use in Exercise 36.6. The domain has a topographic ridge that is a function just of the zonal direction and has
constant slopes on its western and eastern sides. There is a constant eastward zonal wind stress.

exercise 36.7: Geostrophic transport
Consider a zonal-vertical section of shallow water flow in the middle latitude northern hemisphere.
Let the section be 1000 m deep and away from side and bottom boundaries. Assume the sea
level is 1 cm higher at the eastern end of the section than the western end. Estimate the mass
transport (kg/sec) of constant density seawater going through the section. What direction is
the transport? Hint: Assume geostrophic balance; choose a representative constant seawater
density; and note that the zonal width of the section cancels out so it is not needed.

exercise 36.8: APE for two shallow water layers
Compute the APE for two shallow water layers using the notation from Figure 35.6 with
nontrivial bottom topography, z = ηb(x, y). Show that the APE is non-negative. Assume the
domain is simply connected. Hint: The answer is given by specializing the arbitrary N results
in equation (36.139) to the special case of the N = 2. However, for this exercise you should not
merely quote that result. Instead, show all steps starting from the potential energy for an N = 2
layer model.

exercise 36.9: ratio of KE to APE for single layer f-plane geostrophy
Consider a single layer of shallow water fluid in geostrophic balance on an f -plane with a flat
bottom. Show that the ratio of kinetic energy to available potential energy scales like

EKE

EAPE

∼
[
Lext

d

L

]2
. (36.213)

In this equation, L is the horizontal length scale for the fluctuation of the free surface η (i.e.,
∇η ∼ η′/L), and

Lext
d =

√
g H

f
(36.214)

is the external deformation radius. The scaling (36.213) means that for scales larger than the
external deformation radius, Ld, the available potential energy is larger than the kinetic energy.
The converse holds for scales smaller than Ld.

exercise 36.10: ratio of KE to APE for 1.5 layer f-plane geostrophy
Consider a reduced gravity system (Section 35.3) in geostrophic balance on an f -plane. Show
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that the ratio of kinetic energy to available potential energy scales like

EKE

EAPE

∼
[
Lint

d

L

]2
. (36.215)

In this equation, L is the horizontal length scale for the fluctuation of the internal interface η3/2
(i.e., ∇η3/2 ∼ η′3/2/L), and

Lint
d =

√
gr

3/2 h

f
(36.216)

is the internal deformation radius with gr

3/2 = g (ρ2 − ρ1)/ρref the reduced gravity and h =

A−1
´
(η1/2 − η3/2) dS the area averaged layer thickness (see Figure 35.4). The scaling (36.215)

means that for scales larger than the internal deformation radius, Lint
d , the available potential

energy is larger than the kinetic energy, and conversely for scales smaller than Lint
d .

To solve this exercise you must make use of the following.

• Derive the APE for two layers with a flat bottom.

• Assume the contribution to the APE from free surface undulations, is much smaller than
from the interior interface. So that the APE is roughly due just to undulations of the
interior interface. This assumption follows from Figure 35.5.

• The scaling (36.215) is identical to that found for the quasi-geostrophic system in Section
45.9.4. However, to solve this exercise it is not sufficient to merely reproduce the scaling
discussed in Section 45.9.4. Instead, use here the expressions for APE and KE appropriate
for the shallow water system.

exercise 36.11: Non-dimensionalized linear shallow water equations
For the linear equations (55.147a)-(55.147b), introduce

x = L x̂, u′ = U û, t =
L t̂

U
, f = f̂ T−1, η′ = H η̂, (36.217)

where L is a horizontal length scale, T = L/U is an advective time scale, U is a velocity scale,
and H ≪ L is the resting layer thickness. All variables with hats are non-dimensional and not
to be confused with unit vectors. Substitute into equations (55.147a)-(55.147b) and identify the
non-dimensional ratio of the advective velocity scale to the non-rotating gravity wave speed

Fr ≡ U√
g H

. (36.218)

This non-dimensional number is known as the Froude number. As seen in our brief discussion of
non-rotating hydraulics in Section 55.5.4, the fluid can experience an instability known as an
hydraulic jump when the Froude number is greater than unity.
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Part VII

Vorticity and potential vorticity

1021



Vorticity locally measures the spin of a fluid element. For geophysical flows, external forces,
ultimately due to differential heating over the planet, resupply vorticity in the face of dissipation.
The addition of planetary vorticity, arising from motion on a rotating spherical planet, also
renders a nonzero vorticity to geophysical fluids even when the fluid is at rest in the rotating
earth reference frame. Vorticity thus plays a central role in characterizing geophysical fluid
motions, even for relatively sluggish and laminar flow, since motion on a rotating planet always
involves vorticity.

Besides offering a key method for flow characterization, vorticity evolution and its steady
balances provide the means to mechanically understand how flows respond under changes to
forces. Surprisingly, it does so even without needing to directly compute forces acting on the
fluid. We thus encounter examples where vorticity mechanics offers a more direct and focused
explanation for flow behavior than momentum or energy mechanics. This practical feature of
vorticity mechanics represents the central reason it is so essential to the theoretical machinery of
geophysical fluid mechanics.

Potential vorticity is a strategically chosen component of vorticity whose evolution is simpler
than the full vorticity vector, thus helping to identify key facets of geophysical flows, their forcing,
and constraints. Indeed, under certain assumptions of balance (considered in Part VIII of this
book), knowledge of potential vorticity offers the means to deduce all prognostic information
about certain rotating and stratified flows. For these and other reasons explored in this part of
the book, potential vorticity has found great use for understanding and predicting geophysical
fluid flows. Indeed, the central importance of potential vorticity for the study of atmospheric
and oceanic flows helps to distinguish geophysical fluid mechanics from other areas of fluid
mechanics.

outline for this part of the book

We start this part of the book by introducing vorticity and circulation in Chapter 37, making
use of Stokes’ Theorem to show that the area integral of vorticity over a finite region yields the
circulation around the region’s boundary. In Chapter 38 we study vorticity in a horizontal flow
that is non-divergent, thus leading to the study of non-divergent barotropic flow. This flow is
fully described by the vorticity field, and it offers many insights into large-scale vortical flows in
the atmosphere and ocean. Chapter 39 then introduces the mechanics of vorticity and potential
vorticity within a shallow water fluid. It was for the shallow water system that Rossby (1940)
revealed the power of potential vorticity conservation for understanding geophysical fluid flow
patterns.

In Chapter 40 we fully dive into the fundamentals of vorticity and circulation. It is here that
we encounter Kelvin’s circulation theorem, which identifies the materially conserved nature of
circulation around an arbitrary simply closed loop in a perfect barotropic flow. In Chapter 41
we explore the foundations of potential vorticity and then in Chapter 42 develop differential and
integral potential vorticity budget equations. Our study of potential vorticity budgets exposes
the remarkable impermeability property of the potential vorticity flux vector.



Chapter 37

VORTICITY AND CIRCULATION

Vorticity measures the angular motion contained in a fluid flow at each point within the fluid;
i.e., it is a measure of spin. Vorticity generalizes to continuum mechanics the notion of angular
momentum that is central to the study of rigid body mechanics. We here relate the two, showing
that flows with a nonzero strain lead to distinctions between vorticity and angular momentum.
Circulation measures the fluid flow computed over a closed line integral (circuit) within the fluid.
Helmholtz was an early proponent of vorticity whereas Kelvin introduced circulation to help
understand vorticity. These two flow properties are connected through Stokes’ theorem, with
the study of vortex lines and vortex tubes clearly exposing the connections.

chapter guide

We here study kinematic properties of vorticity and circulation, making use of vector
calculus with Cartesian coordinates and Cartesian tensors as detailed in Chapter 2. The
concepts and methods introduced in this chapter are fundamental to the remaining
chapters throughout this part of the book.
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37.1 Loose threads
• Write up the solution to Exercise 37.7.

• Write up the solution to Exercise 37.9.

37.2 Vorticity
Vorticity is the curl of the velocity field

ω = ∇× v. (37.1)

Vorticity measures the rotation or spin of fluid flow at each point and, unlike angular momentum,
it does so without reference to an origin. In this manner, vorticity is an intrinsic property of
the flow. In addition to writing vorticity as the curl of the velocity, we may choose to use the
equivalent expression

ω = [∇ · (v × x̂)] x̂+ [∇ · (v × ŷ)] ŷ + [∇ · (v × ẑ)] ẑ. (37.2)

That is, a vorticity component in a particular coordinate direction is the divergence of the
velocity field after being rotated by −π/2 around the coordinate axis direction. For example,
the vector v × ẑ is the result of rotating the velocity by −π/2 radians around the ẑ axis, with
the identity

ẑ · (∇× v) = ∇ · (v × ẑ) = ∂xv − ∂yu (37.3)

leading to the vertical component of the vorticity in equation (37.2).

Being the curl of a vector, the vorticity transforms as a vector under coordinate rotations.
However, vorticity changes sign under mirror symmetry, thus making it a pseudo-vector (Section
1.7.2). A simple means to understand this property is to note that the spinning earth rotates
counter-clockwise when viewed from above the north pole and clockwise when viewed from below
the south pole (see Figure 4.3).

Figure 37.1 provides an example zonal flow with a meridional strain (shear). The vertical
component to the vorticity is negative for this flow, as per the right hand rule

ζ = ẑ · (∇× v) = ∂xv − ∂yu < 0. (37.4)

Furthermore, an imaginary test “paddle wheel” placed anywhere within this flow spins clockwise
about its axis. The nonzero spin of a test paddle wheel is a fundamental property of fluid flow
with nonzero vorticity.
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y

x
ζ < 0

Figure 37.1: An example zonal flow with a meridional shear, v = u(y) x̂, and a corresponding vertical vorticity
component that is negative: ζ = ẑ · (∇× v) = ∂v/∂x− ∂u/∂y = −∂u/∂y < 0. The clockwise arrow surrounds
a test “paddle wheel” that exhibits a clockwise spin about its axis when placed in this flow. Such test paddle
wheels only spin when there is nonzero vorticity. The right hand rule determines the sign of the vorticity, which
for this example is into the page (negative ẑ).

37.2.1 Rotation of line elements

In Section 18.6 we considered the kinematics of a material line element, δx, whose evolution is
given by equation (18.85)

D(δxm)

Dt
= δxn

∂vm
∂xn

=⇒ D(δx)

Dt
= (δx · ∇)v. (37.5)

This equation says that the material line element evolves according to the velocity gradient
tensor ∂nvm. The symmetric portion of this tensor is the strain rate tensor,

Smn = (∂nvm + ∂mvn)/2, (37.6)

whose action generates changes in the distance between the fluid particles (Section 18.8.4). The
anti-symmetric portion to the velocity gradient tensor is known as the rotation tensor,

Rmn = (∂nvm − ∂mvn)/2. (37.7)

The rotation tensor is related to vorticity via equation (18.102)

Rmn = −ϵmnp ωp/2⇐⇒ R =
1

2

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 , (37.8)

so that
2Rmn δxn = −ϵmnp ωp δxn =⇒ 2R · δx = ω × δx. (37.9)

From our discussion of rotation in Section 11.2.3, this equation means that vorticity in a fluid
generates a rigid rotation of a material line element around the instantaneous axis defined by
the vorticity (Section 18.8.5). This result accords with Figure 37.1, whereby vorticity leads to
the spin of a test paddle wheel; i.e., the rotation of line elements.

37.2.2 Rotating reference frame

For another means to understand the kinematics of vorticity, view the flow field from a reference
frame that rotates with a constant angular velocity, Γ, analogous to the case of observing
geophysical flows from the non-inertial terrestrial reference frame. Following equation (13.42e),
we know that the velocity observed in the non-rotating or absolute reference frame, va, is related
to the rotating reference frame velocity, v, via

va = v + Γ× x. (37.10)
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The vorticity measured in the absolute reference frame, ωa, is related to the relative vorticity
measured in the rotating reference frame, ω, via

ωa = ∇× va = ∇× v +∇× (Γ× x) = ω + 2Γ. (37.11)

If there is a point in the fluid whereby the rotating reference frame’s angular velocity equals
to one-half the absolute vorticity at that point, Γ = ωa/2, then the rotating reference frame’s
vorticity (the relative vorticity) vanishes at that point

Γ = ωa/2 =⇒ ω = 0. (37.12)

Hence, we may interpret ωa/2 as twice the local and instantaneous angular velocity of the
fluid. Correspondingly, if the absolute vorticity, ωa, is spatially constant, then we can move to
a rotating reference frame in which the relative vorticity vanishes everywhere, with such flow
referred to as irrotational.

37.2.3 There are no vorticity sources
Vorticity has zero divergence

∇ · ω = ∇ · (∇× v) = 0. (37.13)

This property is akin to the non-divergent nature of the velocity vector in an incompressible flow
(see Chapter 21). However, vorticity is non-divergent for both compressible and incompressible
flow. Consequently, there are no interior sources or sinks of vorticity for any fluid. This very basic
kinematic property plays an important role in developing some further properties of vorticity in
Chapter 40.

37.2.4 Further study
This video from 3Blue1Brown provides some compelling graphics to help develop intuition for
the divergence and curl of a vector, with examples drawn from fluid flow.

37.3 Irrotational flows
Most geophysical flows have nonzero vorticity. Indeed, even when at rest on the earth, a
geophysical fluid carries the vorticity of the rotating planet. However, if we can ignore the
planetary vorticity component, as when focused on motions too small to feel the Coriolis
acceleration, we can find some geophysically relevant flows with vanishing vorticity. Linear
gravity waves in the absence of planetary rotation provide a particularly relevant example
(Section 55.3.3). There are also many examples from engineering flows.

37.3.1 Characterizing irrotational flows
Irrotational fluid flow is characterized by a zero vorticity

ω = 0 = irrotational flow. (37.14)

Since the curl of a gradient vanishes, irrotational flow has a velocity field equal to the gradient
of a velocity potential

∇× v = 0 =⇒ v = ∇Ψ. (37.15)

Irrotational flow is therefore sometimes call potential flow. Figure 37.2 illustrates a two-
dimensional flow field generated by taking the gradient of a scalar potential so that the flow has
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zero vorticity. In this case, the vertical component of the vorticity vanishes at each point since
∂v/∂x = ∂u/∂y.

If the flow is non-divergent, as in a Boussinesq ocean (Section 29.1), then the velocity
potential is a harmonic function since it satisfies Laplace’s equation

∇ · v = 0 =⇒ ∇2Ψ = 0. (37.16)

The study of harmonic functions is a very mature area of mathematical physics, thus providing
a great deal of analytic power towards the study of potential / non-divergent flows.

Figure 37.2: An example horizontal flow based on a potential, Ψ = sin(x/5) sin(y/5). The flow has zero vorticity,
ω · ẑ = ζ = ∂v/∂x− ∂u/∂y = 0, since the flow is based on a scalar potential: ω = ∇× v = ∇×∇Ψ = 0. This
example illustrates how irrotational flow may have nontrivial structure even though a test paddle wheel will not
spin anywhere in the flow, since there is zero vorticity given that ∂v/∂x = ∂u/∂y.

37.3.2 Comments
This book does not discuss turbulence in any depth. Nevertheless, we here note that three
dimensional turbulence fundamentally relies on vorticity. Hence, irrotational flows, though
they may exhibit chaotic motions, are not turbulent since they do not allow for the nonlinear
cascade of energy to small spatial scales, with this cascade a fundamental characteristic of three
dimensional turbulence. As we see in Section 40.3, vorticity evolves from sources that tilt and
stretch vortex tubes. Vortex stretching is the key source for the turbulent cascade in three
dimensional turbulence. Section 3.3 of Tennekes and Lumley (1972) provides a pedagogical
discussion of vorticity in the context of three-dimensional turbulence.

37.4 Circulation of the velocity field
The velocity circulation, or more briefly the circulation, is defined as the oriented closed loop
line integral of velocity as projected onto the unit tangent of the path

C ≡
‰
∂S
v · dx, (37.17)

with Figure 37.3 offering a schematic. The line element, dx, is oriented in the counter-clockwise
direction around the circuit ∂S. More precisely, let x(φ) be an expression for the position of a
point on the circuit, with φ(x, y, z, t) a parameter that measures the distance along the closed
circuit (see Section 2.4). The difference between two very close positions along the circuit defines
the increment

dx = x(φ+ δφ)− x(φ). (37.18)
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By construction, dx is tangent to the circuit so that v · dx picks out the component of the
velocity that is tangent to the path.
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ˆ
S
! · n̂ dS
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S

Figure 37.3: The velocity circulation around the boundary of a surface, ∂S, is determined by the line integral
of the velocity projected into the direction of the line integral, v · dx. Stokes’ theorem shows that the velocity
circulation computed as a line integral is identical to the normal projection of the vorticity integrated over the
area of the region, C =


∂S

v · dx =
´
S
ω · n̂ dS.

Stokes’ theorem (Section 2.6) renders the very important identity

C =

‰
∂S
v · dx =

ˆ
S

(∇× v) · n̂dS =

ˆ
S

ω · n̂dS, (37.19)

where n̂ is the outward unit normal vector orienting the area according to the right-hand rule
applied to the bounding circuit. The area integral expression motivates interpreting velocity
circulation as the “integrated flux of vorticity” that penetrates the surface. Stokes’ theorem
provides the means to connect the vorticity theories promoted by Helmholtz to the circulation
theories of Kelvin.

37.5 The free vortex

Consider a two-dimensional rotating fluid in the x-y plane with angular velocity given by

Ω =
x× v
r2

=
K ẑ

r2
. (37.20)

The constant K has dimensions L2 T−1, and r2 = x2 + y2 is the squared distance from the axis
of rotation with ẑ the unit vector normal to the x-y plane. The angular velocity falls off as the
squared distance from the center, whereas it is singular at the origin. As shown in this section,
the fluid flow associated with this free vortex has zero vorticity and zero circulation for all points
except the origin. Yet the same points with zero vorticity and zero circulation have a constant
angular momentum relative to the origin. As shown by Exercise 37.5, and pursued in more
detail in Section 37.9, nonzero angular momentum can arise in a fluid with zero circulation so
long as there is a nonzero strain within the fluid, such as the flow arising from the free vortex.
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x
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r

⌦ ẑ
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Figure 37.4: Irrotational counter-clockwise planar flow in the presence of a free vortex with velocity v = (K/r) ϑ̂.
The tangential velocity decays as 1/r from the origin and the vorticity, ∇× v, vanishes for all points except the
origin. Test paddle wheels (colored line segments) do not spin when placed anywhere except at the origin. The
free vortex has constant angular momentum per mass (computed relative to the origin), since the tangential
velocity falls off as 1/r thus canceling the moment-arm distance r.

37.5.1 Velocity

Fluid flows in a circular orbit when in the free vortex flow field. Hence, the velocity of a fluid
particle is perpendicular to its position vector, x = x x̂+ y ŷ, with respect to the origin

v · x = 0. (37.21)

The velocity for pure rotational flow is given by (see Section 11.2.3)

v = Ω× x =
K (−y x̂+ x ŷ)

r2
=
Kϑ̂

r
, (37.22)

where ϑ̂ is the polar angle unit vector oriented in the counter-clockwise direction (see Section
4.22). We illustrate the velocity field (37.22) in Figure 37.4, which reveals the 1/r behavior with
a singularity at the origin.

37.5.2 Vorticity

Away from the origin the vorticity vector vanishes

ω = ∇× v = 0, (37.23)

whereas it is singular at the origin. It is useful to expose a few details of this calculation by
considering the vertical component to the vorticity, as computed using the polar coordinate curl
(4.199c), in which

ẑ · (∇× v) = r−1 ∂r(r v
ϑ)− r−1 ∂ϑv

r. (37.24)

Since vr = 0 there is a contribution only from the first term. Yet for the velocity (37.22) we have
r vϑ = K, so that ∂r(r v

ϑ) = 0. It is further insightful to perform the product rule to render

ẑ · (∇× v) = vϑ/r + ∂rv
ϑ = K/r2 −K/r2 = 0, (37.25)
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which reveals that zero vorticity arises from an exact compensation between the curvature
induced vorticity, vϑ/r, and the normal shear induced vorticity, ∂rv

ϑ

vϑ/r = −∂rvϑ = K/r2. (37.26)

We return to this result in Section 37.8, where we present a general means to decompose the
vorticity into that arising from curvature in the flow plus that arising from normal shears (see
Figure 37.10). The free vortex is a special case where these two contributions exactly counteract
one another, thus leaving zero net vorticity.

In Figure 37.4 we exhibit a test paddle wheel in various positions around the free vortex. As
the paddle wheel center moves counter-clockwise with the flow, the marked paddle wheel blades
remain oriented at the same fixed angle. That is, the paddle wheel orbits around the vortex
center but it does not spin since the vorticity vanishes in the region bounded away from the
origin. Again, the vorticity vanishes in this case since the curvature induced vorticity exactly
counteracts the normal shear induced vorticity, as per equation (37.26).

37.5.3 Angular momentum
Although vorticity is zero everywhere, except at the origin, the angular momentum (computed
relative to the origin) is nonzero, as expected since the fluid is rotating around the vortex center.
The angular momentum arises just from the nonzero strain in the flow field (see Exercise 37.5),
with the strain causing fluid particles to move relative to one another. The angular momentum
per unit mass, relative to the center of the vortex, is constant and pointed vertically

x× v = r r̂ × (K/r) ϑ̂ = K ẑ. (37.27)

This result follows since the velocity falls of as 1/r to cancel the moment-arm distance, r. Hence,
the angular momentum per mass is the same for all fluid particles in the presence of a free
vortex, no matter what radial distance the particles have from the vortex center.

37.5.4 Circulation
The circulation vanishes for any circuit bounded away from the origin since vorticity vanishes
away from the origin. However, the circulation is nonzero for any circuit enclosing the origin

C =

‰
∂S
v · dx =

ˆ 2π

0
v · ϑ̂ r dϑ = 2πK. (37.28)

To reach this result, we set the line element to

dx = ϑ̂ r dϑ (37.29)

and inserted the velocity (37.22) represented in cylindrical polar coordinates, v · ϑ̂ = K/r. Hence,
the singular point vortex at r = 0 induces a nonzero circulation for all circuits that enclose the
origin.

37.6 Translation and rigid-body rotation
Rigid-body fluid motion occurs when all fluid particles are rigidly locked into their relative
positions. There are two kinds of rigid body motion: translation and rotation. The velocity field
for this motion is given by

v = U + Γ× x, (37.30)
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where x is the position vector relative to the origin, U is a translation velocity, and Γ is an
angular velocity. For rigid body motion, both U and Γ are spatially uniform, but can in general
be time dependent. The strain rate tensor vanishes for uniform translation or rigid-body motion
(see Exercise 18.2)

Smn =
1

2
(∂mvn + ∂nvm) = 0. (37.31)

A zero strain rate tensor is expected since strain measures the relative motion between fluid
particles, and for a rigid-body motion there is no such motion. Even so, the vorticity for
rigid-body flow is nonzero (see Exercise 37.2)

ω = ∇× (Γ× x) = 2Γ. (37.32)

We encountered this vorticity in Section 37.2.2 when connecting vorticity and angular velocity.
In the remainder of this section, we set the rotation rate to that of the planet, Γ = Ω, and
assume it to be constant in space and time.

37.6.1 Absolute vorticity

For planetary fluid mechanics, planetary rotation imparts planetary vorticity to fluids. Hence,
the total or absolute vorticity of a fluid is the vector sum of the relative vorticity, ω, plus the
planetary vorticity

ωa = ωplanet + ω. (37.33)

In this equation,
ωplanet = 2Ωplanet (37.34)

is the planetary vorticity associated with rigid-body motion of a fluid particle stationary with
respect to the planet, and

ω = ∇× v (37.35)

is the relative vorticity. The relative vorticity measures the vorticity of the fluid due to motion
relative to the rotating sphere, with v the velocity relative to the rotating sphere.

x

y
r

⌦ ẑ
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Figure 37.5: Rigid body fluid motion, whereby the fluid velocity is: (A) purely tangential and linearly proportional
to the radial distance from the vortex center, v = |Ω| r ϑ̂; (B) fluid particles maintain a fixed relative position; (C)
and vorticity is constant and points perpendicular to the page, ω = 2Ω = 2 |Ω| ẑ. Test paddle wheels rigidly
move around the center, and they exhibit a spin about their axis that manifests the nonzero vorticity.
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37.6.2 Rigid-body rotation on a plane

Consider the circular rigid-body rotation on a plane shown in Figure 37.5, in which the velocity
is purely tangential and linearly proportional to the distance from the center

v = Ω× x = |Ω| (−y x̂+ x ŷ) = |Ω| r ϑ̂. (37.36)

Assuming the center of mass to be at the circle center, the angular momentum for the flow is
the same as that for a rigid-body. Even though the motion of each fluid particle is rigidly fixed
relative to all other particles, there is a nonzero vorticity in this flow as illustrated by the spin
of colored test paddle wheels in Figure 37.5.

37.6.3 Circulation for rigid-body rotation

For rigid-body rotation, the velocity circulation around a circular path of radius R is given by

C =

‰
v · dx =

‰
(Ω× x) · dx = R2 |Ω|

‰
dϑ = 2πR2 |Ω| = 2A |Ω|, (37.37)

where A = πR2 is the area of the circle. Hence, the circulation per area for rigid-body rotating
fluid flow is twice the angular rotation rate, which is the magnitude of the vorticity

C/A = |ω| = 2 |Ω|. (37.38)

37.6.4 Comments

As seen in Section 37.5, fluid flow in the presence of a free vortex has zero vorticity for all
points except the origin of the vortex. However, the same points also have a constant angular
momentum relative to the origin, and they experience a nonzero strain. In contrast, constant
rigid-body rotating fluid flow has a nonzero vorticity, nonzero angular momentum, yet a zero
strain. Section 37.9 details the connection between vorticity, strain, and angular momentum,
where we see that angular momentum can be nonzero if either vorticity or strain are nonzero.
These ideas are illustrated in this 3-minute video as well as in this 10 minute video from the
Open University.

37.7 Kinematics of vortex lines and vortex tubes

We here develop the basics of vortex kinematics, with this discussion closely following from the
kinematics of material line elements discussed in Section 18.6.3.

37.7.1 Vortex lines and vortex tubes

A vortex line is a curve in the fluid that is instantaneously tangent to the vorticity at each point
along the curve.1 That is, the collection of vortex lines provides the collection of integral curves
for the vorticity field. A vortex line is mathematically parameterized just like any other curve,
whereby we write the spatial coordinates along the curve as a function of a suitable parameter φ
(e.g., the arc-length)

x(φ) = x(φ) x̂+ y(φ) ŷ + z(φ) ẑ. (37.39)

1As noted in Section 1.4 of Saffman (1992), a vortex filament is a vortex tube surrounded by irrotational fluid,
which contrasts to the more general concept of a vortex line.
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Correspondingly, the tangent vector for the curve is given by

dx(φ)

dφ
=

dx(φ)

dφ
x̂+

dy(φ)

dφ
ŷ +

dz(φ)

dφ
ẑ. (37.40)

The three coordinates of the vortex line are constrained so that the tangent is parallel to vorticity
at each point

dx(φ)

dφ
× ω = 0, (37.41)

which is satisfied by the following constraint

dx/dφ

ωx
=

dy/dφ

ωy
=

dz/dφ

ωz
. (37.42)

These equations are directly analogous to those satisfied by velocity streamlines as discussed in
Section 17.7.2. Notably, the velocity is not constant along a velocity streamline, nor is vorticity
constant along a vortex line. In a steady state, streamlines map the trajectory of a fluid particle
(see Section 17.7). However, a vortex line does not offer an interpretation in terms of trajectories.

A vortex tube is a bundle of vortex lines that pass through a simple closed curve such as that
illustrated in Figure 37.6. By definition, the sides of the vortex tube are parallel to the vorticity
field, since the sides are constructed from vortex lines.2

C
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Figure 37.6: A vortex line is a line in the fluid that is everywhere tangent to the vorticity vector. A vortex tube is
the accumulation of vortex lines passing through a closed loop. A related, but distinct, concept arises when a vortex
tube is surrounded by irrotational flow, with such tubes referred to as vortex filaments (see Section 1.4 of Saffman
(1992)). We here depict a vortex tube and circulation computed around the tube C =


∂S

v · dx =
´
ω · n̂dS.

Since vorticity has zero divergence, the circulation is the same for any loop embracing the vortex tube (Helmholtz’s
first theorem from Section 37.7.3). A uniform circulation along the tube means that the magnitude of the vorticity
is larger in regions where the tube has a small area and conversely the circulation magnitude is smaller where the
tube has a large area. Note that orientation of the circulation integral must accommodate the oppositely directed
outward normals on the tube end caps. That is, circulation is computed around a counter-clockwise orientated
path, with this orientation determined relative to the outward normal.

37.7.2 Kinematic properties

Vorticity has zero divergence
∇ · ω = ∇ · (∇× v) = 0, (37.43)

2We defined a similar notion, the streamtube, for a non-divergent velocity in Figure 17.5.
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which follows since the divergence of a curl vanishes. Integrating the non-divergence relation
over an arbitrary closed volume within the fluid leads to

ˆ
R

∇ · ω dV =

˛
∂R
ω · n̂dS = 0, (37.44)

where we made use of Gauss’s divergence theorem to reach the surface integral expression, with
n̂ dS the oriented area element on the boundary of the volume, ∂R, and n̂ the outward normal
on the boundary. This result means there is no net vorticity entering or leaving an arbitrary
closed region. That is, there is a vanishing net integrated “flux” of vorticity across the surface
bounding a closed region. Consequently, there are no sources or sinks of vorticity within the
fluid, meaning there is no accumulation nor depletion of vorticity within any arbitrary closed
region within the fluid.

Now specialize the surface integral in equation (37.44) to a volume along a chosen vortex
tube such as in Figure 37.6. The two ends of the tube generally have different cross-sectional
areas. The integral over the sides of the vortex tube vanishes since vorticity is parallel to the
sides of the tube. Hence, the surface integral only picks up contributions from the two ends of
the tube3 ˆ

A

ω · n̂dSA +

ˆ
B

ω · n̂dSB = 0. (37.45)

The outward normals point in the opposite direction so that the flux of vorticity is independent
of position along the tube. Stoke’s theorem transfers the vorticity constraint to a constraint on
the circulation around the circumference of the tube‰

A

v · dx+

‰
B

v · dx = 0. (37.46)

Hence, the circulation around the vortex tube is the same no matter where it is computed. The
circulation constraints (37.45) and (37.46) are kinematic, holding for any vorticity field. We now
consider some consequences of this constraint.

37.7.3 Helmholtz’s theorems

There are a few basic properties of vorticity that follow from its vanishing divergence. These
properties are known as Helmholtz’s theorems.

Helmholtz’s first theorem

Since the cross-sectional slices used to derive the circulation constraint (37.46) are arbitrary,
the constraint holds throughout the full extent of the vortex tube. Hence, as noted following
equation (37.46), the circulation is the same for any position along the vortex tube; i.e., the
strength of a vortex tube is the same value along its length (see Figure 37.6). This result is
known as Helmholtz’s first theorem.

As a corollary, we refer to the vorticity constraint (37.45) to note that any process that
changes in the vortex tube cross-sectional area is compensated by changes in vorticity. For
example, let the vortex tube shrink over some region. To maintain constant circulation along
the tube, the vorticity magnitude must increase where the area decreases, which in turn means
that the velocity circulating around the tube increases in magnitude as the area reduces. Think
of a tornado as in Figure 37.7, which is a natural expression of a vortex tube. Near the ground,
the cross-sectional area of the tornado is small, with the tangential velocity of a fluid particle

3In Exercise 21.9, we developed a similar set of results for a streamtube in a non-divergent velocity field.
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clouds

ground

Figure 37.7: A vortex tube idealization of a tornado. Since the circulation around the tube is uniform (Helmholtz’s
first theorem), the tangential velocity of a fluid particle has a larger magnitude in regions where the vortex area is
smaller, such as near the ground. As the tornado reaches into the clouds, it generally has a larger cross-sectional
area and thus a smaller magnitude for the tangential velocity.

within the tube relatively large. Near the tornado top, the cross-sectional area is large so the
tangential velocity is relatively small.

Helmholtz’s second theorem

The vorticity constraint (37.45) cannot be satisfied by a finite vorticity if the area of a vortex
tube vanishes anywhere. Hence, a vortex tube cannot begin or end within the fluid. This result
follows from the absence of vortex sources and sinks within the fluid. Hence, a vortex tube can
only loop with itself (e.g., a smoke ring as in Figure 37.8), or intersect a boundary (as for a
tornado in Figure 37.7, where the ground and clouds form the boundary).

Figure 37.8: A vortex ring (torus) is a vortex tube that closes on itself. We here depict a vortex ring with
vorticity pointing counter-clockwise around the ring. The tangential velocity is oriented as shown so that the
vorticity points according to the right hand rule. That is, orient the fingers on the right hand according to the
tangential velocity. The thumb of the right hand then points in the direction of the vorticity vector.

Helmholtz’s third theorem

Helmholtz’s third theorem states that an unforced inviscid barotropic fluid that has zero vorticity
remains irrotational forever. This theorem is a special case of Kelvin’s circulation theorem that
is studied in Section 40.2.
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37.7.4 Further study
A particularly insightful and pedagogical discussion of the ideas in this section can be found in
Chapter 5 of Acheson (1990). Additionally, the following videos offer laboratory demonstrations
of vorticity in non-rotating and rotating flows.

• Helmholtz’s theorems are vividly exhibited by this video from the Physics Girl of flow
generated by a paddle in a swimming pool. She also discusses vortex rings in this video.

• Vorticity and Helmholtz’s theorems are also described by this classic video from Prof.
Shapiro.

• A rotating tank experiment shown near the 15 minute mark of this video from Prof. Fultz
shows how vorticity is affected by vortex stretching.

• This video offers a classic tutorial on vorticity in non-rotating fluids from Prof. Shapiro.

37.8 Relative vorticity from curvature and shear
In this section we decompose the vorticity into two terms: one arising from curvature in the
flow and another arising from shears in the direction normal to the flow. This decomposition is
formulated for horizontal flows, but can be generalized to arbitrary flow. It offers yet another
means to understand the kinematic properties of vorticity.

37.8.1 Circular flow
Before treating the general case, consider a two-dimensional velocity that locally takes the form
of an angular flow

u = uϑ(r, ϑ) ϑ̂, (37.47)

where ϑ is the polar angle. Circulation around the circular wedge shown in Figure 37.9 has
zero contributions from the two radial segments since these segments are perpendicular to the
angular flow. The circulation is thus given by

C =

‰
wedge

u · dx (37.48a)

=

ˆ ϑ+δϑ

ϑ
uϑ(r + δr, ϑ′) (r + δr) dϑ′ +

ˆ ϑ

ϑ+δϑ
uϑ(r, ϑ′) r dϑ′ (37.48b)

=

ˆ ϑ+δϑ

ϑ

[
uϑ(r + δr, ϑ′) (r + δr)− r uϑ(r, ϑ′)

]
dϑ′ (37.48c)

≈
ˆ ϑ+δϑ

ϑ

[
uϑ(r, ϑ′) δr +

∂uϑ

∂r
r δr

]
dϑ′ (37.48d)

= r δr

ˆ ϑ+δϑ

ϑ

[
uϑ

r
+
∂uϑ

∂r

]
dϑ′, (37.48e)

where the approximation holds when δr → 0. Taking the further limit δϑ→ 0 renders

C ≈ ζ δA = ζ r δr δϑ =

[
uϑ

r
+
∂uϑ

∂r

]
r δr δϑ =⇒ ζ =

uϑ

r
+
∂uϑ

∂r
. (37.49)

The first term in the vorticity arises from the nonzero radius of curvature of the circular flow
whereas the second term arises from radial shear.
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Figure 37.9: Circulation around the circular wedge [r, r + δr]⊗ [ϑ, ϑ+ δϑ].

37.8.2 Generalization to natural coordinates

The decomposition (37.49) can be generalized to arbitrary horizontal flow by making use of the
natural coordinates from Section 32.2. Here, we introduce the locally orthogonal coordinates,
(s, n), with s the arc-length defined along the trajectory of a fluid element and n measuring
the distance normal to the trajectory. We make the convention that the unit tangent direction,
û, is aligned along the local flow direction whereas the unit normal direction, n̂, is to the left
facing downstream. Furthermore, the radius of curvature at a point along a trajectory (see
Section 5.2.3) is positive if the flow turns into the positive n̂ direction (left turn) and negative for
oppositely curved flow (right turn) (see Figures 32.2 and 32.3). Finally, the radius of curvature
is infinite for straight flow.

For the counter-clockwise circuit in Figure 37.9, a left turn occurs with n̂ = −r̂ so that
equation (37.49) takes on the general form

ζ =
|u|
R︸︷︷︸

curvature

− ∂|u|
∂n︸︷︷︸
shear

= ζcurv + ζshear. (37.50)

Again, the first term arises from curvature in the flow, with R the radius of curvature. This
curvature vorticity is sometimes also called the orbital vorticity. A trajectory turning to the
left has R > 0 and this curved trajectory contributes to a positive vorticity; conversely for a
trajectory turning to the right. The second term in equation (37.50) arises from shears computed
normal to the flow direction. If the flow speed decreases in the normal direction (e.g., towards the
center of the circle in Figure 37.9), then that too contributes to a positive vorticity. Furthermore,
flow with ζ = 0 arises if there is an exact compensation between the curvature-induced vorticity
with the shear-induced vorticity

ζ = 0 =⇒ |u|
R

=
∂|u|
∂n

. (37.51)

37.8.3 Example vorticities

Rigid body vortex and free vortex

To help further understand the decomposition (37.50), consider the case of rigid-body rotation
(Figure 37.5) where v = Ω r ϑ̂ and n̂ = −r̂. For a circle the radius of curvature equals to the
radius of the circle, so that

ζcurv =
Ω r

r
= Ω and ζshear = −∂n|u| = ∂r(Ω r) = Ω, (37.52)
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Figure 37.10: Decomposing the relative vorticity into its contributions from curvature and normal shear. Left
panel: the free vortex from Figure 37.4 has ζcurv = −ζshear = K/r2 so that ζ = ζcurv + ζshear = 0. Right panel:
the rigid-body vortex from Figure 37.5 has ζcurv = ζshear = Ω so that ζ = 2Ω.

in which case
ζ = ζcurv + ζshear = 2Ω = ẑ · (∇× v), (37.53)

as depicted in the right panel of Figure 37.10. Likewise, for the free vortex (Figure 37.4) we
have v = (K/r) ϑ̂ so that

ζcurv = K/r2 and ζshear = ∂|u|/∂r = −K/r2, (37.54)

which yields zero relative vorticity

ζ = ζcurv + ζshear = 0, (37.55)

as depicted in the left panel of Figure 37.10.

Gaussian jet moving along a line and around a circle

Next consider a Gaussian jet moving along a straight line in the meridional direction with
velocity field

v(x) = v(x) ŷ = v0 exp[−(x− xmax)
2/L2] ŷ, (37.56)

where v0 is the velocity scale, L is the e-folding length scale for the jet, and xmax is the position
of the jet maximum. The corresponding vorticity of the jet is given by

ζline = ∂xv = −2 [(x− xmax)/L
2] v(x). (37.57)

We depict the velocity (37.56) and vorticity (37.57) in the top row of Figure 37.11. Note the
symmetry of the vorticity around the jet maximum at x = xmax, with the vorticity extrema
corresponding to inflection points of the jet.4

Now assume the same jet is moving counter-clockwise around a circle so that the velocity
field is given by

v(r) = v(r) ϑ̂ = v0 exp[−(r − rmax)
2/L2] ϑ̂, (37.58)

where we made use of the polar coordinates from Section 4.22 with r2 = x2 + y2 the squared
radial distance from the center, and ϑ̂ the unit vector pointing in the counter-clockwise direction
from the x̂ axis. Making use of the curl operation in polar coordinates given by equation (4.199c)

4Inflection points are where the curvature vanishes and has opposite signs on either side. For a function of a
single variable, an inflection point is where the second derivative vanishes and changes sign when moving to either
side.
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Figure 37.11: Top row: velocity and vorticity within a Gaussian jet that is moving along a straight line according
to equations (37.56) and (37.57). We set the jet e-folding scale as L = 50 km, jet maximum at xmax = 150 km,
and velocity scale as v0 = 1 m s−1. Note the symmetry of the vorticity relative to the jet maximum, with the
vorticity extrema corresponding to the inflection points of the Gaussian velocity field. Middle left: the same
Gaussian velocity profile only now for a jet that is moving counter-clockwise around a circle so that v = v(r) ϑ̂
according to equation (37.58). To avoid a singularity of the curvature vorticity at r = 0 (infinite curvature) we
assume the velocity field vanishes within a small distance from the origin. Middle right: vorticity for the Gaussian
jet moving around the circle, with ζ = r−1 ∂r(r v). Notice how the vorticity is not symmetric relative to the jet
maximum. Rather, the zero vorticity occurs to the right of the jet maximum, and the vorticity on the inside of
the jet maximum is larger in magnitude than the outer vorticity. Lower left: vorticity due to the curvature of the
jet as it moves around the circle, ζcurve = v(r)/r. Lower right: vorticity due to the radial shear in the Gaussian
jet, ζshear = −2 (r − rmax) v(r)/L

2.

renders the vorticity

ζ = r−1 ∂r(r v) =
v

r
− 2 (r − rmax) v

L2
= ζcurve + ζshear. (37.59)

We depict these terms in the third row of Figure 37.11. Note how the vorticity, ζ, has the
amplitude of its maximum increased, whereas the amplitude of its minimum is decreased.
Correspondingly, the vorticity is not symmetric about the jet maximum, with its zero crossing to
the outside of the jet maximum. Asymmetry of the vorticity arises from the curvature vorticity,
ζcurve = v/r, which has its peak inside the jet maximum. So although the shear vorticity, ζcurve,
is symmetric around the jet axis, the curvature vorticity causes a movement of vorticity towards
the center of the circle.

37.9 Relating angular momentum to vorticity and strain
As noted in Section 37.6.4, fluid flow in the presence of a free vortex (Section 37.5) has zero
vorticity for all points except the origin of the vortex. However, the same points with zero
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vorticity also have a constant angular momentum relative to the origin, and they experience a
nonzero strain. In contrast, rigid-body fluid flow (Section 37.6) has a nonzero vorticity, nonzero
angular momentum, yet a zero strain rate. In this section we study the connection between
vorticity, strain rate, and angular momentum for a fluid. We here show that angular momentum
and vorticity are fundamentally distinct in a fluid that has straining motion between fluid
elements. In contrast, angular momentum and vorticity are directly proportional (through the
moment of inertia tensor) when the fluid exhibits rigid-body motion in which the strain rate
tensor vanishes.

In this section we make use of the Lagrangian description from Section 18.2, whereby we
write the trajectory of a fluid particle as in equation (18.2) using the motion field. Namely, by
fixing the material coordinate, a, the motion field provides the spatial position, x, of the fluid
particle as a function of the Lagrangian time, T

x =X(a, T ). (37.60)

37.9.1 Linear momentum

Consider the velocity and linear momentum of a simply connected material fluid region denoted
by R(v), with each point of the region moving with the fluid velocity. Let an arbitrary fluid
particle within this region be marked with the material label, a, so that its position vector is
X(a, T ) and its velocity is

vL(a, T ) = ∂TX(a, T ), (37.61)

where the time derivative is computed holding the material label fixed, and where the “L”
superscript signals a Lagrangian velocity. Since the fluid particle is within a finite material
region, we can decompose its motion into the sum of the region’s center of mass motion plus
motion of the particle relative to the center of mass

vL(a, T ) = ∂TX(a, T ), (37.62a)

= ∂T [X(T ) +X ′(a, T )] (37.62b)

= vL(T ) + vL′
(a, T ). (37.62c)

The velocity, vL′
(a, T ), is defined relative to the region’s center of mass velocity, vL(T ). Further-

more, the center of mass velocity is given by

vL =
dX

dT
(37.63a)

=
d

dT

[´
R(v) x ρdV´
R(v) ρdV

]
(37.63b)

=
1

M

ˆ
R(v)

Dx

Dt
ρdV (37.63c)

=
1

M

ˆ
R(v)

v ρ dV. (37.63d)

The identity (37.63c) follows since the material region maintains a constant mass,

M =

ˆ
R(v)

ρdV =⇒ dM

dt
= 0, (37.64)

allowing the denominator to come outside the Lagrangian time derivative. Additionally, each of
the fluid parcels in the region maintains constant mass. As per Reynold’s transport theorem
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(Section 19.5), the time derivative moves across the integral to act materially on the position
vector. The final equality, (37.63d), follows since the material time derivative of a particle
trajectory, when evaluated at a point, x, equals to the velocity field at that point

v(x, t) =
Dx

Dt
. (37.65)

It follows that the linear momentum for the material fluid region is given by

P =

ˆ
R(v)

v ρdV =M vL. (37.66)

We conclude that the total linear momentum of an material fluid region equals to that of a point
particle of mass, M =

´
R(v) ρdV , moving with the center of mass velocity, vL. The analogous

result was derived in Section 11.5 for a system of discrete point particles.

37.9.2 Angular momentum

Consider angular momentum for a material fluid region, which is determined by the material
integral of the angular momentum for each fluid parcel

L =

ˆ
R(v)

(x× v) ρ dV. (37.67)

Our goal is to expose how physically distinct aspects of the fluid motion contribute to the angular
momentum. To proceed, decompose the position vector of a point within the region into the
center of mass position plus a deviation, x = x+ x′, where x = X is the instantaneous position
of the moving center of mass. The angular momentum thus takes the form

L =

ˆ
R(v)

(x× v) ρdV (37.68a)

=

ˆ
R(v)

[(x+ x′)× v] ρ dV (37.68b)

=X ×
[ˆ

R(v)
v ρ dV

]
+

ˆ
R(v)

(x′ × v) ρdV (37.68c)

= (X × P ) +

ˆ
R(v)

(x′ × v) ρdV. (37.68d)

The final equality introduced the linear momentum for the fluid region, P , in the form of
equation (37.66). The first term in equation (37.68d) is the angular momentum of the region
with respect to the position of the center of mass. The second term arises from deviations of
fluid particle positions relative to the center of mass.

We now focus on how the deviation term,
´
R(v)(x

′ × v) ρdV , contributes to the angular

momentum (37.67). As we will see, this analysis exposes how angular momentum of the extended
material fluid region is affected by vorticity and strain rate in the fluid flow. To facilitate some
of the manipulations, we make use of basic Cartesian tensor analysis from Chapter 1, including
the summation convention whereby repeated indices are summed over their range.
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37.9.3 Taylor expanding the velocity

We perform a Taylor expansion of the velocity v(x) around the instantaneous center of mass
position, x = X, and truncate the expansion to the leading order term5

v(x) = v(x+ x′) ≈ v(x) + (x′ · ∇)v|x=x. (37.69)

We are thus left with

L = (X × P ) +

ˆ
R(v)

(x′ × v) ρdV (37.70a)

= (X × P ) +

ˆ
R(v)

[x′ × v(x)] ρdV +

ˆ
R(v)

[x′ × (x′ · ∇)v(x)] ρ dV. (37.70b)

The velocity, v(x), can be removed from the integration since it is evaluated at the center of
mass point. Hence, the second term in equation (37.70b) vanishes

ˆ
R(v)

[x′ × v(x)] ρdV =

[ˆ
R(v)

x′ ρdV

]
× v(x) = 0, (37.71)

where
´
R(v) x

′ ρdV = 0 by definition of the center of mass. The angular momentum is thus
given by the two terms

L = (X × P ) +

ˆ
R(v)

[x′ × (x′ · ∇)v(x)] ρdV. (37.72)

The m′th component of the second right hand side term can be written

ˆ
R(v)

[x′ × (x′ · ∇)v(x)]m ρdV = ϵmnp

ˆ
R(v)

x′n [(x
′ · ∇)v(x)]p ρdV (37.73a)

= ϵmnp

ˆ
R(v)

x′n x
′
q ∂qvp(x) ρ dV (37.73b)

= ϵmnp

[ˆ
R(v)

x′n x
′
q ρ dV

]
∂qvp(x). (37.73c)

We removed the velocity derivatives

∂qvp(x) =

[
∂vp
∂xq

]
x=x

(37.74)

from the integral, since they are evaluated at the center of mass point and so do not participate
in the integration.

37.9.4 Angular momentum, strain rate, and vorticity

Following from the discussion in Section 18.8, we know that the velocity derivatives, ∂qvp,
appearing in equation (37.73c) form the components to a second order tensor known as the
velocity gradient tensor, which can be decomposed into the strain rate tensor, S, and the rotation
tensor, R. Introducing these two tensors brings the angular momentum for a continuum fluid

5The velocity field evaluated at the center of mass position, v(x), is not equal to the center of mass velocity:
v(x) ̸= vL.
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region into the form

Lm = (X × P )m + ϵmnp

[ˆ
R(v)

x′n x
′
q ρdV

]
Sqp + ϵmnp

[ˆ
R(v)

x′n x
′
q ρ dV

]
Rqp (37.75a)

= (X × P )m + ϵmnp

[ˆ
R(v)

x′n x
′
q ρdV

]
Sqp +

1

2
ϵmnp ϵsqp

[ˆ
R(v)

x′n x
′
q ρdV

]
ωs (37.75b)

= (X × P )m︸ ︷︷ ︸
center of mass

+ ϵmnp

[ˆ
R(v)

x′n x
′
q ρdV

]
Sqp︸ ︷︷ ︸

strain rate contribution

+
1

2

[ˆ
R(v)

(x′ · x′ δms − x′m x′s) ρdV
]
ωs︸ ︷︷ ︸

vorticity contribution

.

(37.75c)

Since each point in the fluid continuum can be considered the center of mass for an arbitrary
material region, the decomposition (37.75c) holds in general.

• Center of mass angular momentum: The first term on the right hand side of equation
(37.75c) arises from the angular momentum of the material region as measured with respect
to the center of mass position. It has the form of angular momentum for a point particle
(see equation (11.39)).

• Strains: The second contribution is proportional to fluid deformations studied in Section
18.8. At each point of the fluid, deformations are measured by the strain rate tensor, Sqp.
A rigid body moves by uniform translations and/or rigid-body rotations, with the strain
rate tensor vanishing for rigid-body motions (see Section 37.6). The contribution from
strain rates is weighted by an integral of fluid particle position relative to the center of
mass position. A closed form expression for this integral is available only for special shapes.

• Vorticity: The third contribution to angular momentum (37.75c) contains the vorticity
as weighted by the moment of inertia tensor

Ims ≡
ˆ
R(v)

(x′ · x′ δms − x′m x′s) ρdV. (37.76)

Since the material region is evolving and is not rigid, the moment of inertia tensor is time
dependent. Even so, the contribution

Lvorticity
m ≡ 1

2
Ims ωs (37.77)

has the same form as angular momentum for a rigid body, with one-half the vorticity
playing the role of angular velocity (see equation (11.41a) for the point particle expression).
Evidently, vorticity in fluid flow contributes to angular momentum for a material region
via its product with the moment of inertia tensor for the region.

37.9.5 Comments and further reading
Angular momentum is computed relative to a chosen origin, whereas vorticity is an intrinsic
property measuring the spin of the fluid at a point. So although they both offer measures of
the rotational properties of fluid motion, they are distinct when the fluid experiences a nonzero
strain rate. It is only for the special case of a rigid-body motion that the strain rate vanishes, in
which case the angular momentum of a fluid region is directly related to vorticity.

Further discussion of the material in this section can be found in Chatwin (1973), Section
2.3.1 of Davidson (2015), and the online notes “The Vorticity Equation and Conservation of
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Angular Momentum” from A.J. DeCaria. See also Section 1.2 of the vorticity monograph by
Saffman (1992).

37.10 Exercises
exercise 37.1: Vorticity at a static no-slip boundary
Show that ω · n̂ = 0 at a static no-slip boundary, such as a solid wall. Here, n̂ = 0 is the outward
normal at the boundary. Hint: make use of Stoke’s theorem and the adherence condition, v = 0,
at a static no-slip boundary.

exercise 37.2: Vorticity for rigid-body rotation
A fluid in rigid-body rotation has an angular velocity

vrigid-body = Ω× x, (37.78)

with x the position vector of a point in the fluid. Show that this fluid velocity has a corresponding
vorticity given by

∇× vrigid-body = 2Ω. (37.79)

There are a few methods to prove this result. Display one method and be sure it is fully
explained.

exercise 37.3: Planetary rotation is non-divergent
Show that a fluid in rigid-body rotation with angular velocity

vrigid-body = Ω× x, (37.80)

has zero divergence
∇ · vrigid-body = 0. (37.81)

Consequently, rotation of the planet imparts zero divergence to fluid motion. We make use of
this result in part to justify our study of non-rotating fluid kinematics in Part III of this book.

exercise 37.4: Velocity potential for the free vortex
What is the velocity potential (37.15) for the free vortex whose velocity field is given by equation
(37.22)? Hint: The problem is two-dimensional and rotationally symmetric, so it is convenient
to make use of polar coordinates x = r cosϑ and y = r sinϑ as in Section 4.22.

exercise 37.5: Strain tensor for the free vortex
Determine all components to the strain rate tensor (Section 18.8)

Spq =

[
S11 S12
S21 S22

]
=

 ∂u
∂x

1
2

[
∂u
∂y + ∂v

∂x

]
1
2

[
∂v
∂x + ∂u

∂y

]
∂v
∂y

 (37.82)

for the free vortex as specified by the velocity field (37.22). Present the answer in the form of a
2× 2 matrix.

exercise 37.6: Vanishing viscous friction for rigid-body motion
As discussed in Section 25.8.6, viscous effects from molecular viscosity in a non-divergent flow
appear in the momentum equation as a Laplacian weighted by a constant molecular viscosity

viscous force per mass = ν∇2v, (37.83)
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where ν > 0 is the molecular kinematic viscosity, which is a constant that is a property of the
fluid. Show that the viscous operator vanishes for a non-divergent flow in rigid-body rotation.
That is, rigid-body motion engenders no frictional dissipation. This result reflects the lack of
frictional interaction in a strain-free flow.

exercise 37.7: Moment of inertia for cylinder and sphere
The moment of inertia for a continuous distribution of matter is defined by equation (37.76).
In this exercise we compute the moment of inertia for two matter distributions with constant
density but with different shapes. The results can be found through Google, so be sure to check
your answer.

(a) Determine the moment of inertia for a right circular cylinder, where the moment is
computed relative to the axis through the center of the cylinder. For simplicity, use
cylindrical-polar coordinates and orient the vertical axis through the center of the cylinder.

(b) Determine the moment of inertia for a sphere computed around an axis through the center
of the sphere.

exercise 37.8: Vorticity for a C-grid numerical model
Vorticity is commonly diagnosed in numerical model simulations. In this exercise we consider
how one might determine a discrete equation for the vertical vorticity when the horizontal
velocity is arranged according to the Arakawa C-grid (Arakawa and Lamb, 1977) commonly used
in ocean models, and as depicted in Figure 37.12. Derive an expression for the area averaged
vorticity over the shaded grid cell region centered at the vorticity point, qi,j . Make use of Stokes’
theorem with the surrounding C-grid velocity components and the corresponding grid distances.

qi,j

qi+1,j+1

Ti,j Ti+1,j

Ti,j+1 Ti+1,j+1

vi,j vi+1,j

ui,j

ui,j+1

qi+1,j

dyti+1,jdyti,j

dxti,j

dxti,j+1

Figure 37.12: Layout for velocity on a discrete Arakawa C-grid for use in Exercise 37.8. The central T-point is
labeled Ti,j and its corresponding vorticity point, qi,j , is located to its northeast. This exercise aims to determine
the area averaged vorticity for the shaded region. The zonal velocity, ui,j , is arranged on the east face of the
T-cell, whereas the meridional velocity, vi,j , is on the north face. The zonal and meridional grid distances are
indicated, thus measuring distances between adjacent tracer points and so measuring the sides of the shaded
region.

exercise 37.9: Particle trajectories from a point vortex and point divergence
Consider a two-dimensional (horizontal) flow resulting from a point vortex as well as a point
divergence, both at x = 0,

ẑ · (∇× u) = C δ(x) (37.84a)

∇ · u = D δ(x). (37.84b)
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We here introduced the constants, C > 0 and D > 0, as well as the Dirac delta, δ(x) = δ(x) δ(y).
From Chapter 7 recall that the Dirac delta satisfies the normalization condition,

´
S
δ(x) dS = 1,

for any region, S, that includes the origin, x = 0. Consequently, the Dirac delta has physical
dimensions of inverse area.

Throughout this exercise we ignore boundaries, so that the flow is considered on an infinite
plane. Also, the reference frame is not rotating. Furthermore, the flow resulting from each
point source is axially symmetric, so that the only functional dependence is radial; i.e., distance
from the origin. You are thus asked to use polar coordinates from Section 4.22 throughout this
exercise.

(a) Given the dimensions of the Dirac delta and those for the vorticity and divergence, then
what are the physical dimensions of C an D?

(b) What is the horizontal velocity field resulting from the point vortex (C > 0 and D = 0)?
Sketch this field.

(c) What is the expression for the fluid particle trajectory within the velocity field generated
by the point vortex?

(d) What is the horizontal velocity field resulting from the point divergence (C = 0 and D > 0)?
Sketch this field.

(e) What is the expression for the fluid particle trajectory within the velocity field generated
by the point divergence?

(f) Compute the fluid particle trajectories when the divergence source picks up an oscillatory
time dependence, so that

ẑ · (∇× u) = C δ(x) (37.85a)

∇ · u = D δ(x) sin(ωd t). (37.85b)

What parameter settings ensure that radial oscillations of the particle position are small
relative to the initial radial distance? Only derive the angular position, ϑ(t), assuming
these parameter settings.

(g) Now also include an oscillatory behavior to the vortex source, so that

ẑ · (∇× u) = C δ(x) cos(ωc t) (37.86a)

∇ · u = D δ(x) sin(ωd t). (37.86b)

Compute the fluid particle trajectories assuming the condition from the previous part of
this exercise is met. That is, assume the parameter settings ensure that radial oscillations
of the particle position are small relative to the initial radial distance.

You may choose to consider the following hints.

• We are only concerned with horizontal motion in this exercise.

• In Section 38.2.8 we study point vortices in the horizontally non-divergent fluid. The
velocity field for the point vortex is derived there.

• When both sources are turned on, the velocity field is the linear superposition of the
velocity from the point vortex and that from the point divergence. The reason is that we
are ignoring any back-reaction of the flow from one source onto the other source.
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• It is useful to recall the discussion of fluid particle trajectories from Section 17.7.1.
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Chapter 38

TWO-DIMENSIONAL NON-DIVERGENT BAROTROPIC FLOW

A single layer of homogeneous shallow water fluid is among the simplest conceptual models
available for the study of fluid motion. In the language of vorticity as described in Chapter 40,
a single shallow water layer is a barotropic fluid since it has zero baroclinicity (Section 40.4).
Notably, the shallow water layer has constant density, and so the flow has zero three-dimensional
divergence (∇ · v = 0). Yet the layer thickness fluctuates as a result of a nonzero divergence to
the horizontal flow (∇h · u ≠ 0), so that the single shallow water layer is a horizontally divergent
barotropic model.

For some geophysical fluid studies, we are primarily interested in the vortical (Rossby wave)
motions (Chapters 55 and 54), with these motions having far lower frequency than the gravity
wave motions associated with horizontal divergence (Section 55.5 and Chapter 57). The two-
dimensional non-divergent barotropic model focuses on vortical motion by assuming the horizontal
velocity has zero divergence, with that assumption serving to filter out all gravity waves. We
here study the non-divergent barotropic model with a flat free surface (i.e., rigid lid). For this
flow the vertical fluid columns have a fixed thickness, which contrasts to the extensible columns
found in the shallow water model. To retain a flat upper boundary requires the imposition of
a lid pressure. Indeed, it is the lid pressure that provides the force generating fluid motion.
We study the nature of these pressure forces, and in so doing garner insights into the pressure
gradient force.

For many purposes, we do not need to compute the lid pressure since the relative vorticity
is the primary dynamical field in the non-divergent barotropic model. That is, knowledge of
the vorticity is sufficient to determine the streamfunction (through solving an elliptic boundary
value problem), which then renders the velocity. Furthermore, the absolute vorticity is materially
invariant in the absence of irreversible processes such as friction. Hence, meridional motion of
a fluid column is associated with an exchange of vorticity between the fluid and the rotating
reference frame (i.e., the rotating planet). This exchange constrains the flow, and we examine
case studies to illustrate how this constraint affects motion. In particular, this constraint, in its
linearized form, provides the physical mechanism for Rossby waves, which we study in Section
54.3.
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chapter guide

We here develop some properties of the non-divergent barotropic model, and use this
model to exemplify basic features of geophysical flows constrained by conservation of
absolute vorticity. The model served as the basis for the pioneering numerical weather
prediction model of Charney et al. (1950), and it has become a valued theoretical model
for large-scale dynamics. It is also useful for studies of coherent vortex structures, with
Chapter 3 of McWilliams (2006) exploring analytical vortex solutions. We return to this
model in Sections 54.2 and 54.3 when studying Rossby waves.
Since all fields in this chapter are a spatial function only of the horizontal position, the
vector gradient operator is itself two-dimensional; e.g., ∇ψ = ∇hψ. Furthermore, we retain
the use of Cartesian coordinates as per the tangent plane approximation, with extensions
to general coordinates following the tensor analysis methods from Chapter 4.
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38.1 Basic equations and their properties
The non-divergent barotropic model arises from the following assumptions.

• The flow occurs in a single homogeneous fluid layer.

• The horizontal velocity is non-divergent: ∇ · u = ∂xu+ ∂yv = 0, which means that the
thickness of the layer is time independent.

The second property provides rather strict constraints on the flow relative to flow in the
horizontally divergent shallow water layer from Part VI of this book. In this section we exhibit
the governing equations and derive some of their properties.

38.1.1 Equations for velocity

The velocity equation for the non-divergent barotropic model follows in a manner akin to the
shallow water model from Chapter 35. Namely, the fluid is a homogeneous (uniform and constant
density) layer so that the horizontal velocity satisfies

Du

Dt
+ f ẑ × u = −∇φ and ∇ · u = 0, (38.1)

where the pressure is normalized according to

φ = p/ρ (38.2)

with ρ the constant layer density, and where material evolution occurs with the two-dimensional
non-divergent flow

D

Dt
=

∂

∂t
+ u · ∇. (38.3)

All fields are depth independent and there is no vertical motion (w = 0), so that the flow occurs
in rigid fluid columns. Making use of the vector identity (2.44)

(u · ∇)u = ζ ẑ × u+∇(u2/2), (38.4)

brings the velocity equation (38.1) into its vector-invariant form

∂tu+ (f + ζ) ẑ × u = −∇(φ+ u · u/2), (38.5)

which is a useful starting point in Section 38.2 for deriving the equation for the vorticity

ζ = ẑ · (∇× u) = ∂xv − ∂yu. (38.6)

The horizontal non-divergent flow can be described by a streamfunction

u = ẑ ×∇ψ =⇒ u = −∂yψ and v = ∂xψ. (38.7)

Making use of the identities

∇ψ = −ẑ × u =⇒ u · ∇ψ = 0 (38.8)
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brings the vector-invariant velocity equation (38.5) into the form

∂tu− (f + ζ)∇ψ = −∇(φ+ u · u/2). (38.9)

38.1.2 Kinetic energy of the flow

Taking the scalar product of the velocity with the velocity equation (38.9) yields the kinetic
energy equation

∂tK = −∇ · [u (K + φ)] =⇒ DK

Dt
= −∇ · (uφ), (38.10)

where we introduced the kinetic energy per mass

K = u · u/2 = (u2 + v2)/2 = ∇ψ · ∇ψ/2. (38.11)

The gravitational potential energy is constant since the fluid density is a uniform constant (so the
buoyancy vanishes) and the vertical velocity vanishes. Hence, mechanical energy transformation
only involves kinetic energy. Furthermore, the domain integrated kinetic energy is a constant
(for the inviscid case), as shown in Exercise 38.5.

38.1.3 Kinematics of rigid fluid columns

Recall the thickness equation (35.20) for a shallow water layer

Dh

Dt
= −h∇ · u, (38.12)

where h = η − ηb is the column thickness, z = η(x, y, t) is the upper layer interface (the free
surface), and z = ηb(x, y) is the lower interface (the bottom topography) (see Figure 35.1). With
zero divergence in the horizontal velocity, the thickness of a fluid column is constant

(∂t + u · ∇)h = ∂t(η − ηb) + u · ∇(η − ηb) = 0. (38.13)

Choosing η = 0 to satisfy the thickness equation

We choose to satisfy the thickness equation (38.13) by setting the upper surface to be static and
flat

η = 0, (38.14)

so that the column thickness is constant at each point in space

∂th = ∂t(η − ηb) = 0. (38.15)

By setting η = 0 we constrain the horizontal flow to follow the bottom topography so that

u · ∇ηb = (∇ψ ×∇ηb) · ẑ = 0. (38.16)

The case of a flat bottom offers no constraint, since ∇ηb = 0. However, for the case with
nontrivial bottom topography, the constraint (38.16) is satisfied only if the flow streamfunction,
ψ, is a function of the bottom topography,

ψ = ψ(ηb), (38.17)

so that the streamfunction is a constant along isolines of constant topography. Taking the limit
as the sides become vertical, this boundary condition means that ψ is a constant along vertical
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sidewalls so that
u · n̂ = (ẑ ×∇ψ) · n̂ = t̂ · ∇ψ = 0, (38.18)

where n̂ is the horizontal outward unit vector at the boundary, and t̂ = n̂× ẑ is the unit tangent
vector along the boundary.

Streamfunction for the thickness-weighted velocity

With rigid columns, the thickness equation (38.12) reduces to the non-divergence condition,

∇ · (hu) = 0. (38.19)

We can thus introduce a streamfunction, Ψ, for the thickness weighted horizontal velocity

hu = ẑ ×∇Ψ = ẑ × h∇ψ. (38.20)

Ψ has physical dimensions of L3 T−1, whereas the velocity streamfunction, ψ, has physical
dimensions of L2 T−1.

Summary

We formulate the two-dimensional non-divergent flow within a homogeneous fluid layer, for
which a fluid column does not expand or contract, vertical motion vanishes (as explored in
Section 38.1.4), and the flow is constrained to move along lines of constant topography so that
the streamfunction depends only on the bottom topography.

38.1.4 Vertical velocity

Vanishing vertical velocity

With zero horizontal divergence and with a flat free surface (η = 0), there is identically zero
vertical motion within the layer

w = 0. (38.21)

Another manner to deduce this property is by noting that the surface kinematic boundary
condition for a static and flat free surface leads to

w(η) = ∂tη + u · ∇η = 0 + 0, (38.22)

so that the vertical velocity at z = η = 0 vanishes. With w(0) = 0, and with ∇ · u = 0 for the
horizontal velocity, then w = 0 throughout the layer. Correspondingly, this constraint means
that the no-normal flow bottom kinematic condition (Section 19.6.1) renders a horizontal velocity
that is aligned with the topography, u · ∇ηb = 0, which is a property we already encountered in
Section 38.1.3. Since the vertical velocity is zero, the gravitational potential energy is a uniform
constant, so that the mechanical energy budget involves only the kinetic energy.

But can there be a non-vanishing vertical velocity?

In Section 38.1.3 we chose to satisfy the thickness equation by setting ∂tη = 0 and ∇η = 0,
in which case the vertical velocity vanishes so long as the horizontal flow follows the bottom
topography. A static and flat upper boundary is a sufficient condition, yet it is not necessary for
satisfying the thickness equation. Is there a viable alternative?
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Another approach to satisfying the thickness equation (38.13) is to consider a static yet
non-flat free surface (η ̸= 0) with horizontal flow constrained so that

u · ∇(η − ηb) = 0. (38.23)

The surface and bottom kinematic boundary conditions then result in a vertical velocity at the
surface and bottom

w(η) = −u · ∇η and w(ηb) = −u · ∇ηb. (38.24)

These two boundary velocities must be equal to ensure ∂zw = 0. If the bottom topography is
flat, ∇ηb = 0, then w(ηb) = w(η) = 0, in which case ∇η = 0, so that the upper surface is flat. If
the bottom is not flat, then the kinematic constraints lead to

∇η = ∇ηb, (38.25)

so that the upper surface slope equals to the slope of the bottom topography. In the ocean, it is
generally the case that the upper ocean surface undulates far less than the bottom topography.
Hence, ∇η = ∇ηb is not generally a realistic behavior, though one may study this case particularly
with weakly sloping bottom topography.

For the remainder of this chapter we follow the conventional approach whereby w = 0
everywhere. Hence, the upper boundary is static and flat, and we set η = 0. In the presence of a
non-flat bottom, then the horizontal flow follows lines of constant bottom topography so that
u · ∇ηb = 0.

38.1.5 Velocity self-advection and the kinetic stress tensor
The velocity self-advection appearing in the velocity equation (38.1) can be written as the
divergence of a 2× 2 symmetric tensor

−(u · ∇)u = ∇ · E⇐⇒ −um∂mun = −∂m(um un) = ∂mEmn, (38.26)

where

Emn = −um un ←→ E = −u⊗ u =

[
−u2 −u v
−u v −v2

]
, (38.27)

thus bringing the momentum equation (38.1) to the Eulerian form

∂tu+ f ẑ × u = −∇φ+∇ · E. (38.28)

We refer to
ρE = −ρu⊗ u (38.29)

as the kinetic stress tensor, with its three-dimensional form introduced in Section 25.6.
In anticipation of our study of vorticity in Section 38.2, we find it useful to decompose the

kinetic stress tensor into its horizontally isotropic and horizontally anisotropic components1

E =

[
−u2 −u v
−u v −v2

]
= −K

[
1 0
0 1

]
+

[
−(u2 − v2)/2 −u v
−u v (u2 − v2)/2

]
≡ −K I + F, (38.30)

where we introduced the kinetic energy per mass according to equation (38.11), as well as the
trace-free anisotropic portion of the kinetic stress tensor

F = K I + E =

[
−(u2 − v2)/2 −u v
−u v (u2 − v2)/2

]
⇐⇒ Fmn = K δmn − um un. (38.31)

1Recall our discussion of isotropy in Section 1.11.
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Making use of the decomposition (38.30) brings the velocity equation (38.32) to the form

∂tu+ f ẑ × u = ∇ · [F− I(K + φ)]. (38.32)

Comparing to the vector-invariant velocity equation (38.5) allows us to infer the identity

∇ · F = −ζ (ẑ × u). (38.33)

We provide an alternative derivation of this identity in Exercise (38.1).

38.1.6 Further reading

As discussed by Hoskins et al. (1983), Waterman and Hoskins (2013) and Waterman and Lilly
(2015), the decomposition (38.30) is useful for developing a geometric interpretation of eddying
flow features.

38.2 Vorticity

For the two-dimensional non-divergent flow with a vanishing vertical velocity, the vertical
component of the relative vorticity is the only nonzero vorticity component, and it is given by
the Laplacian of the streamfunction

ζ = ẑ · (∇× u) = ∂xv − ∂yu = ∇2ψ = ∇ · (h−1∇Ψ). (38.34)

We here derive basic features of the vorticity for this fluid on the β-plane whereby the Coriolis
parameter is (Section 24.5)

f = fo + β (y − y0). (38.35)

38.2.1 Vorticity equation

To form the dynamical equation for the vorticity, take the zonal derivative of the meridional
momentum equation (see equation (38.1)), the meridional derivative of the zonal momentum
equation, and then subtract

∂

∂t

(
∂v

∂x
− ∂u

∂y

)
+

∂

∂x
[∇ · (u v)]− ∂

∂y
[∇ · (uu)] + f∇ · u+ β v = 0. (38.36)

The pressure gradient dropped out since there is zero baroclinicity for a barotropic flow.2 We
now make use of the identity

∂

∂x
[∇ · (u v)]− ∂

∂y
[∇ · (uu)] = ∂u

∂x
· ∇v − ∂u

∂y
· ∇u+ u · ∇ζ = u · ∇ζ, (38.37)

where we used the non-divergence condition, ∂xu+ ∂yv = 0, thus rendering

∂u

∂x
· ∇v − ∂u

∂y
· ∇u =

∂u

∂x

∂v

∂x
+
∂v

∂x

∂v

∂y
− ∂u

∂y

∂u

∂x
− ∂v

∂y

∂u

∂y
(38.38a)

= −∂v
∂y

∂v

∂x
+
∂v

∂x

∂v

∂y
+
∂u

∂y

∂v

∂y
− ∂v

∂y

∂u

∂y
(38.38b)

= 0. (38.38c)

2We discuss baroclinicity in Section 40.4.
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We are thus led to the vorticity equation

∂ζ

∂t
+∇ · (u ζ) = −β v and

Dζ

Dt
= −β v. (38.39)

Evidently, the material evolution of relative vorticity in a horizontally non-divergent barotropic
fluid is only affected by meridional advection of planetary vorticity. Since β > 0 over the globe,
northward flow (v > 0) produces a negative source (clockwise tendency) for relative vorticity
following a fluid parcel. This source term is the beta effect that we study in Section 40.6.

38.2.2 Constraints from material invariance of absolute vorticity

Since f is time independent, we can write the vorticity equation (38.39) in the form

(∂t + u · ∇)ζa = 0⇐⇒ Dζa
Dt

= 0, (38.40)

where
ζa = ζ + f (38.41)

is the vertical component of the absolute vorticity. Equation (38.40) is a relatively simple version
of the vorticity equation encountered in this book. It is simple because there are no sources
on the right hand side, with nonzero sources studied in Chapter 40. In particular, there is no
stretching or tilting of fluid columns in the non-divergent barotropic fluid.3

To maintain a materially constant absolute vorticity requires the relative vorticity to change
oppositely to that of the planetary vorticity. For example, in the northern hemisphere the
relative vorticity must decrease in value (ζ ↓) for fluid particles moving northward. This change
in the relative vorticity is needed to counteract the increasing planetary vorticity (f ↑) when
moving northward. This result accords with the −β v source found in the relative vorticity
equation (38.39). Furthermore, it is a reflection of the beta effect studied in Section 40.6.2. We
further pursue these invariance properties in Section 38.5.

38.2.3 Rossby potential vorticity

According to the kinematic boundary condition (38.16), horizontal flow is aligned with isobaths
(lines of constant bathymetry or topography). Flow moving along constant isobaths generally
crosses latitude lines, and in so doing the relative vorticity must change precisely to maintain
f +ζ materially constant. As shown here, we can combine the absolute vorticity with the bottom
topography to render a materially conserved object, the Rossby potential vorticity, which further
helps to understand constraints on the flow (see Section 38.6 for an example).

As noted in Section 41.1.6 (see equation (41.24)), the absolute vorticity is the form of Ertel’s
potential vorticity for the horizontally non-divergent barotropic model. Additionally, since fluid
columns are rigid so that Dh/Dt = 0, the Rossby potential vorticity is materially conserved (in
the absence of non-conservative processes)

DQ

Dt
= 0 with Q = (ζ + f)/h. (38.42)

As discussed in Section 39.3, this form of potential vorticity conservation also holds for the
inviscid shallow water equations, yet where h is no longer rigid so that flow can cross isobaths.

3In Section 40.5, we see how stretching and tilting of fluid columns provides a sources of vorticity for more
general fluid flow.
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38.2.4 Jacobian forms of vorticity advection
In some contexts it is convenient to write the advection operator acting on relative vorticity as

u · ∇ζ = u ∂xζ + v ∂yζ (38.43a)

= −∂yψ ∂xζ + ∂xψ ∂yζ (38.43b)

= ẑ · (∇ψ ×∇ζ) (38.43c)

≡ J(ψ, ζ), (38.43d)

where J is the Jacobian operator

J(A,B) = ẑ · (∇A×∇B) =
∂A

∂x

∂B

∂y
− ∂A

∂y

∂B

∂x
. (38.44)

We can also make use of the Jacobian for the advection of absolute vorticity4

u · ∇ζa = ẑ · (∇ψ ×∇ζa) ≡ J(ψ, ζ + f). (38.45)

38.2.5 Taylor-Bretherton identity
An equivalent means to write the vorticity equation is to start from the velocity equation in the
form (38.32). Taking the curl and projecting onto the vertical direction then leads to

∂tζ = −β v + ẑ · [∇×∇ · F]. (38.46)

The nonlinear forcing from the anisotropic portion of the kinetic stress can be written

ẑ · [∇×∇ · F] = ẑn ϵnpq ∂p(∂mFmq) (38.47a)

= ∂m∂p(ϵnpq ẑn Fmq) (38.47b)

= −∂m∂p(ϵpnq ẑn Fqm) (38.47c)

= −∂m∂p(ẑ × F)pm (38.47d)

= −∇ · [∇ · (ẑ × F)], (38.47e)

where we used symmetry of the anisotropic kinetic tensor, Fmq = Fqm.

Taylor-Bretherton identity for relative vorticity

Comparing to the vorticity equation in the form (38.39) reveals the identity

∇ · (u ζ) = ∇ · [∇ · (ẑ × F)] =⇒ u ζ = ∇ · (ẑ × F). (38.48)

This equation says that the advective vorticity flux equals to the divergence of the counter-
clockwise rotated anisotropic kinetic stress tensor. Equation (38.48) is a special form of the Taylor-
Bretherton identity that provides a connection between the vorticity flux and the momentum
flux. We encounter the shallow water form of this identity in Chapter 67 when studying the
decomposition of eddy and mean flows.

Verifying the Taylor-Bretherton identity

The divergence expression on the left hand side of equation (38.48) can be satisfied by ẑ×∇Υ+
∇ · (ẑ × F), with Υ an arbitrary gauge function. However, Υ = 0 is zero for the anisotropic

4The Jacobian operator corresponds to the Poisson bracket used in Hamiltonian mechanics.
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kinetic tensor (38.31), as seen by

[∇ · (ẑ × F)]1 = ∂m(ϵmnp ẑn Fp1) (38.49a)

= ϵm3p ∂mFp1 (38.49b)

= −ϵ3mp ∂mFp1 (38.49c)

= −ϵ312 ∂1F21 − ϵ321 ∂2F11 (38.49d)

= −∂xF21 + ∂yF11 (38.49e)

= ∂x(u v) + ∂y(−u2 + v2)/2 (38.49f)

= v ∂xu+ u ∂xv − u ∂yu+ v ∂yv (38.49g)

= u ζ, (38.49h)

and likewise
[∇ · (ẑ × F)]2 = ∂yF12 − ∂xF22 = v ζ. (38.50)

Taylor-Bretherton identity for potential vorticity

Building from the development for relative vorticity, we can readily connect the potential vorticity
flux, u q = u ζa, to the anisotropic kinetic stress. We do so by considering the two equivalent
forms for the potential vorticity equation

∂tq = −∇ · (u q) and ∂tq = −∇ · [u f +∇ · (ẑ × F)]. (38.51)

Hence, the Taylor-Bretherton identity for potential vorticity in the two dimensional non-divergent
flow is given by

u q = u f +∇ · (ẑ × F). (38.52)

38.2.6 Poisson equation for the streamfunction
Given boundary conditions, the barotropic vorticity equation (38.40) allows us to determine the
evolution of vorticity. We can in turn invert the Poisson equation5

∇2ψ = ζ (38.53)

to determine the streamfunction and then the velocity field, u = ẑ×∇ψ. This inversion requires
information about the boundary conditions for the streamfunction, as discussed in Section
38.1.3. By this method, time integration of the absolute vorticity equation is sufficient to fully
specify time evolution of the horizontal velocity. Notably, we do not need to explicitly determine
pressure to determine the flow.

38.2.7 Zonal flow as an exact geostrophic solution
An arbitrary zonal velocity with a meridional shear, u = U(y) x̂, is an exact solution of the
inviscid non-divergent barotropic model. We see this property by plugging into the velocity
equation (38.1) and noting that Du/Dt = 0. Hence, this flow is an exact geostrophic solution
whose pressure field is itself also just a function of latitude and whose meridional gradient is
determined by

f ẑ × u = −∇φ =⇒ ∂yφ = −f(y)U(y). (38.54)

Furthermore, each term in the vorticity equation (38.39) identically vanishes, so that the vorticity

ζ = −∂yU (38.55)

5See Section 6.5 for a study of the Poisson equation.
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remains constant in time at each point in space. These properties make u = U(y) x̂ a common
choice for a background flow in the study of Rossby waves (Section 54.3).

38.2.8 A point vortex and the free space Green’s function

Consider an axially symmetric vortex centered at the origin, x = 0, and in an infinite free space
so there are no boundaries. Making use of polar coordinates from Section 4.22, we know that
the relative vorticity for this vortex is related to the velocity via

ζ = ẑ · (∇× u) = r−1 ∂r(r u
ϑ), (38.56)

with r the distance from the origin and ϑ the polar angle. The identity (38.56) holds since all
of the flow fields have axial symmetry, meaning that all fields are a function only of the radial
distance from the origin. Now further assume the vorticity is given by

ζpoint = −α δ(x), (38.57)

where α is a constant, and we use equation (7.66) to write the Dirac delta in polar coordinates

δ(x) = r−1 δ(r) δ(ϑ). (38.58)

In this manner we assume the vortex has zero extent yet infinite strength.6 We can connect the
constant, α, to the circulation by considering an arbitrary circuit that encloses the origin

C =

‰
∂S
u · dr =

ˆ
S

ζpoint dS = −α, (38.59)

so that
ζpoint = C δ(x) = (C/r) δ(r) δ(ϑ). (38.60)

Referring to the Green’s function discussion in Section 9.2, we see that the streamfunction
for the point vortex (again, in the absence of boundaries) is the free space Green’s functions
for the Laplace operator. Equation (9.5b) provides an expression for this Green’s function
in the two-dimensional space of the barotropic model, which then leads to the point vortex
streamfunction

∇2ψpoint = C δ(x)⇐⇒ ψpoint = (C/2π) ln(r/r0). (38.61)

We introduced the arbitrary constant, r0, to ensure the argument to the natural log is dimension-
less. But r0 merely adds a constant to the streamfunction, and so its precise value is physically
irrelevant and so it is ignored in the following. The flow associated with the point vortex is
given by

u = ẑ ×∇ψpoint =
C ϑ̂

2π r
. (38.62)

Evidently, the flow is a purely angular swirling motion around the point vortex that falls off as
the inverse distance from the vortex.

Though highly idealized, the flow field arising from the point vortex is aligned with that in
the far field for realistic localized vorticies, thus making the point vortex a physically relevant
theoretical idealization. The discussion here briefly touched upon the theoretical richness of
point vorticies in fluid mechanics, with chapter 3 of McWilliams (2006) offering a more thorough
study, also in the context of two dimensional non-divergent flow.

6See Chapter 7 for properties of the Dirac delta.
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38.2.9 Green’s function solution
Since the Poisson equation for the streamfunction is a linear partial differential equation, we
can use the principle of superposition to have the point vortex solution (38.61) build up the
streamfunction arising from an arbitrary vorticity. This approach makes use of the Green’s
function method from Chapter 9. For brevity, we only consider the case without boundaries,
with the more general case including boundaries detailed in Sections 9.3 and 9.4.

We seek a streamfunction that satisfies the Poisson equation

∇2ψ = ζ, (38.63)

with ζ a given vorticity that is localized in space. Making use of the free space Green’s function
(9.5b) leads to

ψ(x) =
1

2π

ˆ
ζ(y) ln(|x− y|) dSy (38.64)

where dSy is the area element for the horizontal integral over y. This streamfunction is built by
convolving the vorticity source with the free space Green’s function. The corresponding velocity
is given by

u(x) = ẑ ×∇ψ(x) = 1

2π

ˆ
ζ(y)

ẑ × (x− y)
|x− y|2 dSy. (38.65)

As a check, we see that if the vorticity source is chosen to be a point vortex at the origin,
ζ(y) = C δ(y), then u correctly reduces to the point vortex velocity (38.62). The expression
(38.65) is sometimes referred to as the two-dimensional Biot-Savart law, which arises from the
analog in electromagnetism.7

38.3 Connection to equivalent barotropic flow8

In many cases, flows respecting the assumptions of quasi-geostrophy (Section 43.5) possess a
vertical profile that can be separated from the horizontal. In this case we write the horizontal
velocity as

u(x, y, z, t) = Γ(z)ueb(x, y, t), (38.66)

where Γ > 0 is a single-signed non-dimensional structure function that has a unit vertical
average, ⟨Γ⟩ = 1, when computed over the fluid layer thickness, and where ueb(x, y, t) carries
the horizontal spatial dependence of the flow. With Γ > 0, the horizontal flow remains in
the same direction throughout the fluid column; i.e., eastward flow at the top of the column
remains eastward at the bottom. This orientation of the flow is generally referred to as equivalent
barotropic.

38.3.1 Vorticity equation for the depth averaged flow
To connect the very particular form (38.66) for the flow with the non-divergent barotropic model,
we anticipate a discussion in Section 45.2.2 in which the quasi-geostrophic vorticity equation is
shown to be

∂ζg
∂t

+ ug · ∇ζg = −β ζg + fo
∂w

∂z
, (38.67)

7See, for example, Section 5.2 of Jackson (1975) or Section 5.2 of Griffiths (1981) for an electromagnetism
discussion of the Biot-Savart law. Note, however, that the more common expression of the Biot-Savart law is given
in three-dimensions, where the magnetic field has a (x− y)/|x− y|3 dependence rather than the (x− y)/|x− y|2
dependence found in two-dimensions as in equation (38.65).

8Section 38.3 requires a basic understanding of quasi-geostrophic theory as discussed in Section 43.5. So
this discussion here can be readily skipped on first reading, then returned to after studying quasi-geostrophy in
Chapter 45.
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where ug is the horizontally non-divergent geostrophic velocity, and ζg = ẑ · (∇ × ug) is the
geostrophic relative vorticity. We see that the quasi-geostrophic vorticity is affected by both
the beta-effect and by vertical stretching of fluid columns (the ∂w/∂z term), whereas vertical
stretching is absent from the vorticity equation (38.39) for the horizontally non-divergent
barotropic fluid. There are occasions in which it is sensible to assume the vertical velocity for
a quasi-geostrophic flow vanishes at the top and bottom of the fluid domain, such as when
considering flow in the absence of topography. In this case, performing the decomposition (38.66)
for the horizontal flow and then taking a vertical average of the quasi-geostrophic vorticity
equation (38.67) leads to

∂ζeb
g

∂t
+ ⟨Γ2⟩ueb

g · ∇ζeb
g = −β veb

g . (38.68)

This equation motivates us to define

u∗ = ⟨Γ2⟩ueb
g and ζ∗ = ⟨Γ2⟩ ζeb

g , (38.69)

which are the original geostrophic fields, ug(x, y, z, t) and ζg(x, y, z, t), when evaluated at a depth
where Γ(z∗) = ⟨Γ2⟩. The depth, z∗, is known as the equivalent barotropic depth. Introduction of
the starred fields then brings the vorticity equation (38.68) into the form of the non-divergent
barotropic vorticity equation

∂ζ∗

∂t
+ u∗ · ∇ζ∗ = −β v∗. (38.70)

38.3.2 Comments

Charney et al. (1950) justified their study of the non-divergent barotropic vorticity model by
noting its connection to the commonly observed equivalent barotropic stucture of the large-scale
middle latitude atmosphere. The equivalent barotropic model has been a very useful analysis and
prediction tool for meteorologists, and it formed the basis of many numerical weather prediction
models into the 1980s. Section 7.1 of Haltiner and Williams (1980) offers further details on such
numerical models.

One hypothesis for why quasi-geostrophic flows tend towards an equivalent barotropic
profile relates to movement of energy in rotationally dominant turbulent flows, whereby energy
cascades to the larger scales. As discussed in Smith and Vallis (2001) and Venaille et al. (2012),
among others, this inverse energy cascade pumps mechanical energy into a vertically uniform or
“barotropic” stucture. In a realistic flow, including topography, stratification, and variable forcing,
this cascade is never realized completely, thus rendering a flow that approaches an equivalent
barotropic structure but never quite gets there fully.

The case of f = 0 with flat bottom is referred to as two-dimensional turbulence (Kraichnan
and Montgomery , 1980). This model has a history of key theoretical results that presaged their
analog in quasi-geostrophic turbulence. See chapters 11 and 12 of Vallis (2017) for further
discussion of this model and its relevance to geostrophic turbulence of the ocean and atmosphere.

38.4 The externally applied lid pressure

Recall the velocity equation (38.1) for the two-dimensional non-divergent flow

[∂t + (u · ∇)]u+ f ẑ × u = −∇φ. (38.71)

As noted in Section 38.2.6, we do not need to determine the lid pressure, φ, to determine
the evolution of the flow. Instead, we can determine the flow by time stepping vorticity and
then inverting the elliptic problem to get the streamfunction. Furthermore, the free surface is
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absolutely flat even in the presence of topography. Hence, there is no pressure generated by
undulations of the free surface. So how is there flow in this model?!

We answer this question by studying the lid pressure. It is the lid pressure that maintains
a flat rigid lid upper surface in the two-dimensional non-divergent barotropic model. The lid
pressure is imposed by some external means (whose details are not important), thus ensuring
that the flow remains horizontally non-divergent. In turn, it is the lid pressure that provides the
force to drive flow. We here expose details to help understand the fundamental, yet somewhat
hidden, role for the lid pressure.

To further motivate the analysis, we again emphasize the strong constraints placed on the
horizontal flow, which must satisfy the following conditions at each space and time point

∇ · u = 0 and u · ∇ηb = 0 and w = 0. (38.72)

Kinematics of the constrained flow induce a depth-independent pressure that enforces these
constraints. Examining the resulting pressure field furthers our understanding of the forces
acting in the moving fluid. This role for pressure as an enforcer of non-divergence is shared
by the three-dimensional non-divergent flow found in a Boussinesq ocean (see Section 29.3).
It is simpler to visualize fields in the two dimensional non-divergent barotropic model, thus
facilitating understanding and insights that are also useful for the three dimensional case.

38.4.1 Poisson equation for pressure
We derive the pressure equation by using the two-dimensional non-divergence property of the
horizontal flow and then developing a diagnostic relation. We can eliminate the time derivative
from equation (38.1) by taking ∂/∂x on the zonal equation and ∂/∂y on the meridional equation,
then adding. The result is a diagnostic relation for the Laplacian of the pressure9

−∇2φ = ∂x[∇ · (uu)] + ∂y[∇ · (u v)]− f ζ + β u, (38.73)

where we set
∇ · ∂tu = ∂t∇ · u = 0 =⇒ ∂x(∂tu) = −∂y(∂tv). (38.74)

Making use of the boundary conditions discussed in Section 38.1.3, the elliptic partial differential
equation (38.73) can be inverted to find the pressure field (Section 6.5). As for the three-
dimensional Boussinesq ocean, or for a three-dimensional incompressible fluid, pressure is the
force that instantaneously constrains the velocity to remain non-divergent.

Numerically inverting an elliptic operator in equation (38.73) is straightforward on simple
domains, such as flat bottom rectangular regions or a smooth sphere. However, when the bottom
is not flat, or when there are islands (i.e., the domain is not simply connected), then the elliptic
inversion can be numerically difficult to perform. This algorithmic complexity is one reason
numerical barotropic models are less commonly used for realistic numerical experimentation than
the more general shallow water models. Even so, as pursued in the remainder of this section, we
can make use of idealized configurations to garner insight into how pressure maintains the flow
constraints.

38.4.2 Gradient wind balance
For two-dimensional non-divergent flow we can write the contribution to the pressure equation
(38.73) from self-advection in terms of the streamfunction, or equivalently as the Jacobian of the

9We maintain the minus sign on the left hand side of equation (38.73) so that a positive source on the right
hand side leads to a positive φ. We can readily understand the sign by taking a Fourier transform, whereby the
Laplacian operator picks up a minus sign when converted to Fourier space. We follow the same sign convention
when studying the Green’s function for the Poisson equation in Chapter 9.
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velocity field. We do so through the following manipulations

∂x[∇ · (uu)] + ∂y[∇ · (u v)] = ∇ · (∂xuu) +∇ · (u ∂xu) +∇ · (∂yu v) +∇ · (u ∂yv) (38.75a)

= ∂xu · ∇u+ ∂yu · ∇v (38.75b)

= (∂xu)
2 + (∂yv)

2 + 2 ∂xv ∂yu (38.75c)

= 2 [(∂xu)
2 + ∂xv ∂yu] (38.75d)

= 2 [(∂xyψ)
2 − ∂xxψ ∂yyψ] (38.75e)

= 2 ẑ · (∂x∇ψ × ∂y∇ψ) (38.75f)

= −2 J(∂xψ, ∂yψ), (38.75g)

= 2 J(v, u), (38.75h)

where we introduced the Jacobian operator from equation (38.39). The pressure equation (38.73)
thus takes on the form

−∇2φ = 2 J(u, v)−∇ · (f ∇ψ), (38.76)

where we also wrote

−∇ · (f ∇ψ) = −f ∇2ψ − β ∂yψ = −f ζ + β u. (38.77)

We refer to equation (38.76) as a gradient wind balance in analog to the gradient wind balance
discussed in Section 32.6. Here, the Jacobian term accounts for the centrifugal acceleration of
the curved fluid motion, and the ∇ · (f ∇ψ) term accounts for the Coriolis acceleration, both for
the f -plane and β-plane. Equation (38.76) thus offers a more accurate diagnostic relation for
the pressure field than provided by assuming a geostrophically balanced flow.

38.4.3 Pressure source from self-advection

We introduce yet another way to examine the self-advection source appearing in the pressure
equation (38.73), and do so by writing it as

∂x[∇ · (uu)] + ∂y[∇ · (u v)] = Smn Smn − Rmn Rmn, (38.78)

where the strain rate tensor, S, and rotation tensor, R, have components given by equations
(18.90a) and (18.90b)

Smn = (∂nvm + ∂mvn)/2 = Snm strain rate tensor (38.79)

Rmn = (∂nvm − ∂mvn)/2 = −Rnm rotation tensor. (38.80)

For two-dimensional flow the rotation tensor is related to the relative vorticity via

Rmn = −ϵmn ζ/2 = −ϵmn∇2ψ/2, (38.81)

where ϵmn is the anti-symmetric Levi-Civita permutation symbol (see Section 1.7.1)

ϵmn =

[
ϵ11 ϵ12
ϵ21 ϵ22

]
=

[
0 1
−1 0

]
, (38.82)

which leads to the double contraction of the rotation tensor

Rmn Rmn = ζ2/2. (38.83)
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The identity (38.78) indicates that the squared strain rate (sometimes referred to as the splat)
provides a positive source to the Poisson equation (38.73) whereas squared vorticity provides a
negative source. Bringing these results together leads to the pressure equation

−∇2φ = Smn Smn − ζ2/2−∇ · (f ∇ψ) = 2 [(∂xyψ)
2 − ∂xxψ ∂yyψ]−∇ · (f ∇ψ), (38.84)

where the second equality made use of equation (38.75e) to write the pressure source fully in
terms of the streamfunction.

In the following sections, we present two examples to help understand how pressure gradients
arise in a two-dimensional barotropic flow, with the pressure gradients maintaining a non-
divergent two-dimensional velocity field. We start by assuming a non-rotating reference frame, so
that it is sufficient to examine how pressure responds to the nonlinear source term Smn Smn−ζ2/2.
Thereafter we include sources from the rotating reference frame.

38.4.4 Pressure source from circular rigid-body flow

Consider a velocity field in a flat domain that is initialized in circular rigid-body motion (Figure
38.1)

u = Ω× x = Ω(−y x̂+ x ŷ), (38.85)

where Ω = Ω ẑ is a constant angular velocity. This flow has zero strain (as do all rigid-body
flows) yet constant vorticity

ẑ · (∇× u) = ζ = 2Ω =⇒ −Rmn Rmn = −2Ω2. (38.86)

The velocity time tendency from the self-advection acceleration is

−(u · ∇)u = Ω2 x, (38.87)

which is the outward directed centrifugal acceleration associated with the circular rigid-body
motion.10 The velocity equation (38.71) thus takes the form (recall we are considering f = 0 for
now)

∂tu = Ω2 x−∇φ. (38.88)

Pressure gradient acceleration exactly balances centrifugal acceleration

If acting alone, the centrifugal acceleration would create a velocity field that diverges from the
origin. However, the velocity is constrained to remain non-divergent at each instance, so the
centrifugal acceleration cannot be the full story. Indeed, to maintain a non-divergent flow we
find a pressure gradient that exactly balances the centrifugal acceleration. This pressure gradient
is established instantaneously as per the solution to the elliptic pressure equation. We thus infer
that there is a low pressure at the origin so that the pressure gradient force points inward, thus
balancing the centrifugal acceleration.

We can extrapolate from this example to conclude that vorticity provides a source of low
pressure in a non-divergent flow. Furthermore, since the centrifugal acceleration from the velocity
self-advection is exactly balanced by the pressure gradient acceleration, the rigid-body flow is an
exact steady solution for the non-divergent and non-rotating (zero Coriolis) barotropic system.
This result holds even in the presence of viscosity, since the rigid-body flow has no strain and
hence it does not support viscous stresses (see Section 25.8).

10We considered the more general case in Section 32.2.2 when decomposing the material acceleration for
two-dimensional flow into natural coordinates.
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Figure 38.1: Left panel: example flow field from rigid-body rotation, u = Ω×x = Ω(−y, x), which has vorticity
∇× u = 2Ω and zero strain. Right panel: corresponding acceleration from self-advection, −(u · ∇)u = Ω2 x,
which is a centrifugal acceleration. The centrifugal acceleration from self-advection is exactly compensated by
the pressure gradient force: −(u · ∇)u−∇φ = 0, thus allowing for the rigid-body motion to be an exact steady
solution to two-dimensional non-divergent flow. The units are arbitrary.

Rotationally symmetric pressure field

We can support the above general statements by deriving an explicit expression for the pressure
field, and we do so by solving the pressure Poisson equation (38.73). Since we have assumed
zero planetary rotation (f = 0), equation (38.73) reduces to

−∇2φ = −2Ω2, (38.89)

which also follows from taking the divergence of equation (38.88) and noting that ∇ · x = 2.
Furthermore, the solid-body flow is assumed to be rotationally symmetric so that all fields have
only radial dependence. In this case, pressure satisfies the ordinary differential equation

r−1 ∂r(r ∂rφ) = 2Ω2, (38.90)

where r is the radial distance from the origin and we used the polar coordinate version of the
Laplacian given by equation (4.197b). The solution to the pressure equation (38.90) is given by

φ = (Ω r)2/2 and −∇φ = −Ω2 x = (u · ∇)u, (38.91)

where we set φ(r = 0) = 0. Evidently, the pressure grows parabolically moving radially away
from the center.

The pressure field in relation to rigid-body rotating shallow water

To help understand the physics of the pressure field (38.91), recall the analysis in Section 27.5 of
a rigid-body rotating homogeneous shallow water fluid layer in a cylindrical tank. In contrast
to the barotropic system, the horizontal velocity in a homogeneous fluid layer, such as in a
shallow water fluid, is divergent so that the layer thickness is not constrained to remain flat.
Hence, the centrifugal acceleration causes the velocity to diverge from the center so that the
layer thickness increases radially outward, with the layer bounded by the tank wall. At steady
state, the homogeneous fluid layer has a parabolic free surface with a minimum at the center (see
equation (27.106)). The parabolic free surface creates a pressure field that precisely corresponds
to the pressure field (38.91) in the non-divergent barotropic system. Note that the dynamical
adjustment of a homogeneous shallow water fluid layer contain linear fluctuations in the form of
gravity waves such as discussed in Chapter 36. In contrast, the adjustment required to reach a
steady state occurs instantaneously in the non-divergent barotropic fluid.
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Figure 38.2: Left panel: example purely strained flow field with zero vorticity, u = Ω(−x x̂+ y ŷ). Right panel:
corresponding converging acceleration from self-advection, −(u · ∇)u = −Ω2 x. The units are arbitrary.

38.4.5 Pressure source from irrotational (pure strain) flow

Consider the following pure strain flow (Figure 38.2)

u = Ω(−x x̂+ y ŷ), (38.92)

whose vorticity vanishes and whose self-advection acceleration is given by

−(u · ∇)u = −Ω2 x =⇒ Smn Smn = 2Ω2, (38.93)

thus leading to a velocity equation (again, f = 0 is assumed)

∂tu = −Ω2 x−∇φ. (38.94)

The acceleration (38.93) is exactly the opposite of that produced by the rigid rotation studied
in the previous example (equation (38.87)). Hence, to maintain a horizontally non-divergent
barotropic flow, a pressure field is established with a high pressure at the center that exactly
counteracts the converging self-advection acceleration present in the pure strain flow

φ = −(Ω r)2/2 and −∇φ = Ω2 x = (u · ∇)u. (38.95)

This example illustrates how strain provides a source for high pressure in a non-divergent flow.
Furthermore, we see that this flow, in the absence of viscosity, is an exact steady solution for
non-divergent barotropic flow in a non-rotating reference frame. However, in contrast to the
rigid-body flow in Section 38.4.4, the purely strained flow (38.92) supports viscous friction, so
that this flow does not remain steady in the presence of viscosity.

38.4.6 Pressure source from Coriolis acceleration

In addition to the self-advection source, pressure is affected by a source from the Coriolis
acceleration

−∇2φgeostrophy ≡ ∇ · (f ẑ × u) = −∇ · (f ∇ψ) = β u− ζ f. (38.96)

As such, we can write the pressure gradient as11

−∇φgeostrophy = f ẑ × u. (38.97)

11Formally, we can add an arbitrary gauge function to the right hand side of equation (38.97), with this term
of the form ẑ ×∇χ. However, since we derived the pressure Poisson equation from the velocity equation, then we
know there is no gauge function arising in equation (38.97).
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Consider cyclonic flow around an arbitrary point. What is the pressure field induced by this
flow? As in our discussion in Section 38.4.4 of the rigid-body rotating flow, a cyclonic flow
has an associated centrifugal acceleration that points outward. To counteract the centrifugal
acceleration, and thus to maintain a non-divergent flow, requires an inward pointing pressure
force; i.e., a low pressure center. Hence, cyclonic circulation induces, through the Coriolis
acceleration, a negative pressure source whereas anti-cyclonic circulation induces a positive
pressure source. This is indeed an interesting perspective on geostrophic balance!

38.4.7 Pressure source from friction

Consider flow with friction, in which case the velocity equation (38.1) takes the form

Du

Dt
+ f ẑ × u = −∇φ+ F , (38.98)

with F a frictional acceleration. In this case we have yet another source for pressure given by

−∇2φfriction ≡ −∇ · F . (38.99)

As discussed in Section 25.8, viscous friction is generally associated with a nonzero strain rate.
We see that the frictional acceleration induces a high pressure source in regions where frictional
accelerations converge, −∇ · F > 0, with this source acting to maintain non-divergent flow in
the presence of converging frictional acceleration.

38.4.8 Comments and further study

• The pressure equation (38.73) is elliptic, and elliptic equations need boundary conditions. In
the presence of topography the boundary conditions are modified relative to the flat bottom
case. Hence, pressure knows about topography through its boundary conditions. The
resulting pressure force keeps the flow non-divergent and the flow aligned with topography
as per the kinematic conditions in Section 38.1.3.

• The discussion of pressure induced by self-advection in Sections 38.4.4 and 38.4.5 is based
on a similar presentation in Appendix B of Jeevanjee and Romps (2015a).

• Bryan (1969) provided the first working numerical algorithm to simulate the ocean general
circulation. Bryan’s method made use of the rigid lid approximation of Section 38.4 so
that the depth integrated velocity is non-divergent. However, the vorticity in Bryan’s
ocean model is affected by more than just the beta-effect. The reason is that the depth
integrated velocity equation includes contributions from baroclinic processes, and such
processes affect the barotropic vorticity in a baroclinic fluid. We detail such effects in
Sections 44.5 and 44.6.

The rigid lid method was used for large-scale ocean circulation modeling until the late
1990s. Free surface methods, allowing divergence in the depth integrated flow, have largely
displaced the rigid lid as a practical method for time stepping ocean models (e.g., see
chapter 12 of Griffies (2004)).

38.5 Constraints from material invariance of absolute vorticity
Following from Section 38.2.2, we here examine constraints on the flow imposed by material
invariance of absolute vorticity, which holds for two-dimensional non-divergent flow when there
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is no dissipation
D(ζ + f)

Dt
= 0. (38.100)

These constraints offer insights into the flow behavior and allow us to predict responses to
perturbations. Notably, these predictions arise even without direct information about the forces
giving rise to the responses. Rather, we deduce the responses based on vorticity constraints
alone.

We frame the discussion in terms of the decomposition (37.50) of relative vorticity into a
curvature (or orbital) term and normal shear term

ζ =
|u|
R
− ∂|u|

∂n
≡ ζcurv + ζshear, (38.101)

so that
D(ζcurv + ζshear + f)

Dt
= 0. (38.102)

When the flow turns, the curvature term contributes with R the radius of curvature.12 If the
flow develops shears in the direction normal to the flow, then the shear term contributes. In
the presence of β = ∂yf , meridional motion through the planetary vorticity field requires a
compensating response from relative vorticity. In general each of the three terms contribute
to the relative vorticity, yet for pedagogical purposes we consider cases where one term is
subdominant and so can be ignored.

38.5.1 Relative vorticity from curvature and planetary beta

According to the decomposition (38.101), fluid flow that curves to the left (facing downstream)
picks up a positive relative vorticity from flow curvature, R > 0⇒ ζ > 0, as depicted in Figure
38.3. The oppositely curved flow has a negative radius of curvature so flow curving to the right
picks up a negative relative vorticity, R < 0 ⇒ ζ < 0. We focus here on the case where the
normal shear induced relative vorticity can be neglected so that we are only concerned with
curvature induced vorticity plus planetary vorticity (beta effect).

Consider a flow that is initially zonal with zero relative vorticity. If the flow turns meridionally
then it experiences a change in relative vorticity both through the curvature term plus a change in
planetary vorticity since f changes. To maintain constant absolute vorticity, a fluid column that
moves meridionally requires the relative vorticity induced by the curved flow path to counteract
the change in planetary vorticity. As we now discuss, the constraint of fixed absolute vorticity,
in the absence of induced normal shears, means that eastward flow (westerly winds) cannot turn
meridionally while maintaining fixed absolute vorticity, whereas westward flow (easterly winds)
can turn (see Figure 38.3).

Consider westward flow in the northern hemisphere (f > 0). If the flow turns to the north
(to the right facing downstream) then this flow picks up a curvature-induced negative relative
vorticity, ζ < 0, and an increase in the planetary vorticity (f increases). Likewise, a westward
flowing fluid column that turns equatorward (to the left) has a positive curvature-induced relative
vorticity (ζ > 0) and a reduction in planetary vorticity (f decreases). Hence, westward flow in
the northern hemisphere can turn either poleward (to the north) or equatorward (to the south)
and still maintain constant absolute vorticity, so long as the curved motion induces the proper
relative vorticity to counteract the changes to f . The same arguments also hold in the southern
hemisphere, so that the general scenarios are depicted in Figure 38.3.

12As discussed in Section 32.2, we take the convention whereby the normal direction is to the left of flow when
facing downstream. Flow turning into the normal direction (to the left) has a positive radius of curvature, R > 0,
and flow turning opposite to the normal direction (to the right) has R < 0.
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Figure 38.3: Illustrating the constraints on a two dimensional non-divergent flow imposed by material invariance
of absolute vorticity: ζ + f = constant. We assume flow is over a flat region and assume there is only curvature
induced relative vorticity (no shear-induced relative vorticity; ∂|u|/∂n = 0) as per the decomposition in equation
(38.101). In each of the four cases depicted, the entering flow has zero relative vorticity, which means that absolute
vorticity must remain constant at the initial Coriolis parameter, ζ + f = finitial. The red eastward flow (westerly
winds) that turns meridionally picks up a curvature vorticity that supports the change in planetary vorticity,
thus precluding material invariance of absolute vorticity. Hence, the meridional turning of eastward flow is not
allowed so that flow must remain zonal for absolute vorticity to remain invariant. In contrast, the oppositely
directed westward flow (easterly winds) can deviate either to the north or south and still retain a constant absolute
vorticity. We illustrate flows for both the northern and southern hemispheres. This figure is adapted from Figure
4.13 of Holton and Hakim (2013).

The situation is different for eastward flow. Consider again flow in the northern hemisphere.
A poleward (to the left) turning fluid column is associated with a positive curvature-induced
relative vorticity, ζ > 0, as well as an increase in the planetary vorticity. Hence, this motion
changes the absolute vorticity and as such it is not allowed if the absolute vorticity is constrained
to remain constant. Likewise, an equatorward (to the right) turning eastward fluid column
induces a negative curvature-induced relative vorticity, ζ < 0, and a decrease in planetary
vorticity, again leading to a change in absolute vorticity. Hence, eastward flow (westerly winds)
in either hemisphere must remain zonal to maintain a constant absolute vorticity.

As an application of these results, consider the situation depicted in Figure 38.4, whereby
inviscid flow in the interior of an ocean domain moves westward into a frictional western boundary
layer. The constraints imposed by absolute vorticity invariance allow for this flow to occur,
whereas the opposite is disallowed whereby eastward inviscid flow cannot enter an eastern
boundary. We return to this example in Section 39.7 when discussing western intensification of
ocean gyres.

38.5.2 Relative vorticity from curvature and normal shears
Now consider the case in which the meridional displacements are small so that the beta effect can
be neglected. In this case there is an exchange between relative vorticity arising from curvature
and relative vorticity from normal shears, thus leaving their sum materially invariant

D(ζcurv + ζshear)

Dt
= 0. (38.103)

We depict an example in Figure 38.5 whereby a vortex undergoes a left turn facing downstream.
While on the curve, the relative vorticity of the vortex is in part due to the positive curvature
vorticity, ζcurv > 0. If the relative vorticity is positive on the straight portion of the trajectory,
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Figure 38.4: Illustrating the constraints on a homogeneous and constant thickness fluid layer imposed by material
invariance of absolute vorticity: ζ + f = constant. As per the results from Figure 38.3, inviscid flow with initially
zero relative vorticity can enter a western boundary layer as depicted here, whereas it cannot enter an eastern
boundary layer. This conclusion assumes that there is no shear-induced relative vorticity (∂|u|/∂n = 0) that can
overcome changes in the vorticity induced by changes to f and by curvature-induced relative vorticity (see Section
37.8.2). This figure is adapted from Figure 19.12 of Vallis (2017).

then when on the curve the shear vorticity must lose some of its strength in order to compensate
for the curvature vorticity. Conversely, if the relative vorticity is negative on the straight portion
of the trajectory, then when on the curve the shear vorticity gains in strength to allow for the
positive curvature vorticity.

38.5.3 Curvature, shear, and planetary contributions
We now consider all three terms appearing in the vorticity equation (38.102). Let us consider
again the eastward flow that turns to the north in the northern hemisphere. Such flow is not
allowed if the only source for relative vorticity is curvature. However, if the eastward flow, as
it turns, picks up a shear that induces a nonzero negative relative vorticity, then such flow
can turn so long as the shear-induced negative relative vorticity balances the positive absolute
vorticity from increases in f and the curvature-induced vorticity. Writing this condition for the
shear-induced relative vorticity yields

ζshear = −∆f − ζcurv = −(ffinal − finit)− ζcurv < 0, (38.104)

where finit and ffinal are the initial and final Coriolis parameters. Conversely, if the flow deviates
towards the equator then it can do so only if there is a positive shear-induced relative vorticity

ζshear = −(ffinal − finit)− ζcurv > 0. (38.105)

38.5.4 Beta drift
In Exercise 24.6 we introduced the Rossby effect (Rossby , 1948), in which a circular cyclonic
vortex experiences an area integrated Coriolis acceleration that is directed poleward, and with
the integrated acceleration vanishing on the f -plane. Hence, this poleward drift arises from
the beta effect. Following Rossby (1948), we did not consider the pressure field associated with
the vortex, so it is unclear whether such a vortex would actually drift due northward. Indeed,
subsequent studies showed that motion of an initially circular vortex sets up a secondary flow
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Figure 38.5: Material invariance of relative vorticity, Dζ/Dt = D(ζcurv + ζshear)/Dt = 0, means that as a vortex
moves around a curve its shear vorticity is modified to keep the total relative vorticity invariant. On the straight
portion of these trajectories, the relative vorticity is due only to shear vorticity, ζ = ζshear since ζcurve = 0.
However, when the vortex enters the curve, maintaining a constant relative vorticity requires an exchange of shear
vorticity with the curvature vorticity. In this example we illustrate a steady flow that turns to the left so that the
vortex picks up a positive curvature vorticity when on the curve, ζcurve > 0. Left panel: a vortex that enters the
left turn with a positive relative vorticity must give some of its shear vorticity to the curvature vorticity in order
to maintain ζ constant along the trajectory. Right panel: a vortex that enters the curve with a negative relative
vorticity sees its shear vorticity increase in magnitude to compensate for the positive curvature vorticity.

that renders a poleward+westward beta drift; i.e., northwestward in the northern hemisphere
and southwestward in the southern hemisphere. As for the other motions considered in this
section, we describe the mechanism for beta drift by invoking conservation of absolute vorticity
respected by an inviscid non-divergent barotropic flow. This discussion reflects similar ideas
encountered when studying Rossby waves in Section 54.3.

Consider a circularly symmetric northern hemisphere cyclonic monopole as shown in Figure
38.6. The monopole flow has positive circulation and thus positive relative vorticity. On an
f -plane this circulation is stationary, whereas parcels moving around the monopole on the
β-plane pick up anomalous relative vorticity according to the beta effect: Dζ/Dt = −β v. On
the west side of the monopole, fluid elements are moving southward and thus pick up a positive
anomalous relative vorticity (−β v > 0), whereas on the east side the northward flow picks up a
negative relative vorticity anomaly. We note that the material evolution of relative vorticity
is also reflected in the local time changes, since for an initially circular monopole, the only
contribution to the local evolution is given by the beta effect. We see this property by writing
the vorticity equation using polar coordinates (see Section 4.22)

∂tζ = −β v − u · ∇ζ = −β v − (ṙ ∂r + ϑ̇ ∂ϑ) ζ, (38.106)

where r is the radial coordinate and ϑ is the angular coordinate measured counter-clockwise
from the x-axis. By assumption, the flow is initially moving only in the angular direction, so
that ṙ = 0. Additionally, the monopole is symmetric in the angular direction, so that ∂ϑζ = 0.
As a result, ∂tζ = −β v.

From the above analysis, we see that throughout the western side of the monopole, beta
induces a positive anomalous vorticity, whereas beta induces a negative vorticity anomaly
throughout the eastern side. When combined with the vorticity from the monopole, we see that
the beta induced anomalous vorticity leads to a westward drift of the location for the maximum
vorticity; i.e., the monopole maximum drifts to the west. Yet that is not the full story.

In addition to the westward drift of the monopole maximum, the positive vorticity anomaly
on the western side induces a positive gyre-like circulation referred to as a beta gyre. Likewise,
the negative vorticity on the eastern side induces a negative beta gyre. The beta gyre circulations
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Figure 38.6: Schematic cyclonic and circularly symmetric northern hemisphere (f > 0) monopole flow in a
two-dimensional non-divergent barotropic flow. The monopole has positive circulation and thus positive relative
vorticity. On the β-plane, parcels moving around the monopole pick up anomalous relative vorticity according to
the beta effect: Dζ/Dt = −β v. On the western side, parcels move southward and thus pick up a positive relative
vorticity anomaly (−β v > 0), whereas on the eastern side the northward flow picks up a negative relative vorticity
anomaly. The beta effect thus induces a westward drift of the monopole maximum, towards where the relative
vorticity is increasing. Additionally, the positive anomaly on the western side of the monopole induces a secondary
circulation known as a beta gyre, with this gyre rotating counter-clockwise, whereas there is an oppositely oriented
beta gyre on the eastern side. The secondary circulation from the counter-rotating beta gyres induces a northward
drift to the monopole. The combined effect of the westward beta induced drift and the northward drift from the
beta gyres leads to a net northwestward beta drift for the monopole.

are referred to as secondary circulations since they arise in response to the anomalies induced by
motion through the primary monopole circulation. Furthermore, the counter-rotating beta gyres
induce a northward drift of the monopole. The combined westward drift induced by beta acting
on the primary monopole circulation, plus the northward drift from the secondary beta gyre
circulations, leads to an overall northwestward drift of the monopole. More generally, a cyclonic
monopole experiences a poleward and westward beta drift, whereas for anti-cyclonic monopoles
the beta drift is equatorward and westward.

The extent to which beta drift is respected by more realistic monopoles depends on many
factors, such as the strength and radius of the monopole, strength of the background planetary
vorticity gradient, and stability of the monopole. The literature on these topics makes use
of numerical models to probe the nonlinearities associated with these relatively strong, and
sometimes unstable, flow regimes. Some of the papers are motivated by motion of coherent ocean
eddies (e.g., McWilliams and Flierl , 1979; Carnevale et al., 1991), and others are motivated
by motion of atmospheric tropical cyclones (e.g., Holland , 1983; Smith, 1993). For tropical
cyclones born off the coast of Africa in the tropical Atlantic, beta drift gives the cyclones a
general tendency to move northwestward toward North America (absent environmental flows
that can counteract the beta drift). More recently, Gavriel and Kaspi (2021) employed these
concepts to help understand vortices found in the polar regions of the Jovian atmosphere.

38.5.5 Understanding and prediction
The examples in this section illustrate the power of vorticity constraints for the purpose of
predicting flow responses. The power largely rests on our ability to determine flow responses
without directly determining forces causing the response. Even so, without determining the
forces acting in the fluid, our understanding of the dynamics remains incomplete even if our
ability to predict is complete. So when one can determine the forces (it is not always as simple

page 1072 of 2158 geophysical fluid mechanics



38.6. STEADY FLOW AND THE β-PLUME

as the examples in Section 38.4), then doing so offers further physical insights into the nature of
the flow.

38.6 Steady flow and the β-plume
In this section we consider the steady solution to the horizontally non-divergent barotropic
model in the planetary geostrophic regime (Section 31.5 and Chapter 44). For this purpose, we
return to the Rossby potential vorticity (38.42) and add a Rayleigh drag (Section 25.8.5) along
with a frictional stress vector, τ .

38.6.1 The Rossby potential vorticity equation

Introducing the Rayleigh drag and frictional stresses into the velocity equation (38.1) leads to

Du

Dt
+ f ẑ × u = −∇φ− γ u+ F . (38.107)

In this equation, γ ≥ 0 is the constant Rayleigh drag coefficient (with dimensions of inverse
time), and

F =
τwind − τ bot

h ρo
(38.108)

is the acceleration arising from difference between the surface wind stress, τwind, and bottom
stress, τ bot (see equation (35.135)). Carrying the Rayleigh drag and boundary stresses through
the derivation of the Rossby potential vorticity equation (38.42) yields

h
DQ

Dt
= −γ ζ + ẑ · (∇× F ) with Q = (f + ζ)/h. (38.109)

Evidently, potential vorticity is no longer materially conserved in the presence of either Rayleigh
drag or boundary stresses.

38.6.2 Steady flow balances

For steady flow, the potential vorticity equation (38.109) reads

hu · ∇Q = −γ ζ + ẑ · (∇× F ), (38.110)

which takes on the following form in terms of the transport streamfunction, hu = ẑ × ∇Ψ
(equation (38.20)),

(ẑ ×∇Q) · ∇Ψ = −γ∇ · (h−1∇Ψ) + ẑ · (∇× F ), (38.111)

where the potential vorticity is

hQ = f + ζ = f +∇ · (h−1∇Ψ). (38.112)

Use of the product rule on the Rayleigh drag term, and rearrangement, leads to

(h ẑ ×∇Q+ γ∇ lnh) · ∇Ψ = γ∇2Ψ+ h ẑ · (∇× F ). (38.113)

To help intrepret this streamfunction equation, introduce

A ≡ h ẑ ×∇Q+ γ∇ lnh, (38.114)
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which is a horizontally divergent vector (∇·A ̸= 0) with physical dimensions L−1 T−1 (the same
dimensions as β = ∂yf). In this case the streamfunction equation (38.113) takes on the form of
a steady advective-diffusive-source equation13

A · ∇Ψ︸ ︷︷ ︸
advection

= γ∇2Ψ︸ ︷︷ ︸
diffusion

+h ẑ · (∇× F ).︸ ︷︷ ︸
source

(38.115)

The vector, A, serves as an advection “velocity” that acts to align the streamfunction along
integral paths defined by A; i.e., the streamfunction is “advected” by A. For example, in the
absence of non-conservative process and boundary stresses, isolines of constant streamfunction
and Rossby potential vorticity are aligned,

(ẑ ×∇Q) · ∇Ψ = (∇Q×∇Ψ) · ẑ = 0 if γ = 0 and F = 0. (38.116)

In this case, the streamfunction functionally depends only on the potential vorticity, Ψ = Ψ(Q),
which is another way of stating that the steady unforced and inviscid flow is along lines of
constant Q. The presence of boundary stresses, ẑ · (∇×F ) ̸= 0, causes the steady flow to deviate
from Q isolines, with the stresses providing a source to the streamfunction equation (38.115).
Finally, the presence of Rayleigh drag (γ > 0) acts to diffuse or spread the streamfunction
isolines.

38.6.3 Planetary geostrophic flow and the effective beta

We develop more insights into the steady flow by linearizing the streamfunction equation (38.115),
which is done by assuming the flow maintains a planetary geostrophic balance (Section 31.5 and
Chapter 44). In this case the potential vorticity is independent of the streamfunction and takes
on the form

Qpg = f/h. (38.117)

Correspondingly, A is now independent of the streamfunction and is given by

A = −β x̂−Qpg ẑ ×∇h+ γ∇ lnh (38.118a)

= x̂ [−β +Qpg ∂yh+ (γ/h) ∂xh] + ŷ [−Qpg ∂xh+ (γ/h) ∂yh]. (38.118b)

In the special case of a uniform layer thickness (∇h = 0), we find A = −β x̂, so that the
streamlines are advected to the west according to planetary beta. The more general advection
is somewhat more complex. Even so, below we find interesting cases in which the advection
remains zonal.

The advection velocity, A, is purely zonal if

hQpg ∂xh = γ ∂yh =⇒ f ∂xh = γ ∂yh, (38.119)

which then leads to

A = −βeff x̂ with βeff = β + ∂yh (f
2 + γ2)/(h f). (38.120)

Stated in terms of the topographic slopes, the advective streamfunction transport is zonal if the
topography satisfies

∇ lnh =
(βeff − β) (γ x̂+ f ŷ)

f2 + γ2
. (38.121)

13We study the physics of advection and diffusion in Chapter 69. We here only require a few basic features of
this equation.
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The effective beta parameter, βeff , is comprised of three contributions:

βplanetary = β = ∂yf (38.122a)

βtopog = f ∂y lnh = Qpg ∂yh (38.122b)

βRayleigh = (γ2/f) ∂y lnh = (γ2/f2)Qpg ∂yh. (38.122c)

The first term, βplanetary, is the planetary beta that arises from meridional dependence of
the planetary Coriolis parameter, β = ∂yf . The second term, βtopog, arises from meridional
dependence of the bottom topography in the presence of planetary rotation. The third term,
βRayleigh, arises from meridional dependence of the bottom topography in the presence of Rayleigh
drag and planetary rotation.

Note that βeff is not sign-definite, and it passes through zero if

Qpg ∂yh
zero = − β f2

f2 + γ2
< 0. (38.123)

In this case the planetary potential vorticity has an opposite sign from the meridional topographic
slope, with Qpg ∂yh

zero = −β for case of vanishing Rayleigh drag.

38.6.4 The beta plume Green’s function
(LOOK AT Belmadani et al. (2013) for further insights)

With a zonal advective transport, the streamfunction equation (38.115) reduces to the linear
partial differential equation14

−(βeff ∂x + γ∇2)Ψ = h ẑ · (∇× F ). (38.124)

It is notable that the linear differential operator on the left hand side is not self-adjoint, in a
manner akin to the diffusion operator introduced in Section 6.6. We can make use of Green’s
function methods from Chapter 9 to write an expression for the streamfunction. Ignoring
boundaries (i.e., assume an infinite β-plane) brings about the solution from Section 9.5

Ψ(x) =

ˆ
h ẑ · (∇× F )G‡(x|x0) dS0, (38.125)

where G‡(x|x0) is the adjoint free space Green’s function that satisfies

−(−βeff ∂x + γ∇2)G‡(x|x0) = δ(x− x0), (38.126)

where δ(x − x0) is the Dirac delta with source at x = x0 (see Chapter 7). Following the
derivation of reciprocity in Section 9.5.7, we can relate the adjoint free space Green’s function,
G‡(x|x0) to the free space Green’s function, G(x|x0), through

G‡(x|x0) = G(x0|x), (38.127)

where G(x|x0) satisfies
−(βeff ∂x + γ∇2)G(x|x0) = δ(x− x0). (38.128)

Since the Dirac delta is a positive point source, it provides a positive point source to for the
Green’s function equation (38.128). We refer to the Green’s function, G(x|x0), as the beta plume,
with this name motivated by the sketch in Figure 38.7. That is, consider the case of βeff > 0, so

14We encounter equation (38.124) again in Section 39.7.5 when studying the western intensification of ocean
gyres. Namely, the analysis of Stommel (1948) leads to the Stommel equation (39.100) for the streamfunction,
which is the same as the beta plume equation (38.124).
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that the beta plume streamlines extend to the west of the Dirac delta source. The Rayleigh
drag, γ > 0, causes the streamlines to spread both zonally and meridionally westward away from
the source.

We can determine an analytical expression for the Green’s function, G(x|x0), through the
substitution

G(x|x0) = e−(x−x0)/Ls Φ(x|x0), (38.129)

where we introduced the length scale

Ls ≡ 2 γ/βeff . (38.130)

It is notable that this length scale increases when increasing the Rayleigh drag, which reflects the
contribution of the Rayleigh drag to the westward spreading of the streamlines. The substitution
(38.129) brings the Green’s function problem (38.128) into the form

−(∇2 − L−2
s ) Φ(x|x0) = δ(x− x0)/γ, (38.131)

which is the two-dimensional version of the screened Poisson equation discussed in Section 9.2.6.
Note that for the right hand side we set δ(x−x0) e

−(x−x0)/Ls = δ(x−x0), since the exponential
factor equals unity at x = x0 and so it does not alter the Dirac delta (see Section 7.8 for more
details).

The solution to equation (38.131) is proportional to the Hankel function of the first kind

and zeroth order, H
(1)
0 , with the argument a pure imaginary number.15 Reintroducing the

exponential scaling from equation (38.129) then renders the beta plume Green’s function

G(x|x0) =
i

4 γ
H

(1)
0 (i r/Ls) e

−(x−x0)/Ls , (38.132)

where i =
√
−1. We plot the magnitude of this Green’s function in Figure 38.7. The exponential

scaling makes the beta plume highly asymmetric, with more amplitude to the west of the Dirac
source. The Dirac source in equation (38.128) provides a positive point source, so that the
circulation is counter-clockwise around the source point.

38.6.5 Further study

Much from this section follows Rhines (1980) and Haine and Fuller (2016). Welander (1968)
suggested interpreting the steady streamfunction equation (38.113) in terms of a steady advective-
diffusive-source balance, and we pursue a similar interpretation for the steady shallow water
planetary geostrophic flow in Section (39.7.8).

38.7 Exercises
exercise 38.1: vorticity identity in a two-dimensional non-divergent barotropic
flow
Directly prove the identity (38.33) holding for the two-dimensional non-divergent barotropic
flow.

exercise 38.2: Alternative form of the vorticity flux

15The Hankel function with an imaginary argument is sometimes referred to as MacDonalds’ function.
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Figure 38.7: Sketch of the magnitude for the non-dimensional beta plume Green’s function, γ G(x|x0), given by
equation (38.132) and here shown with βeff = 1.62× 10−11 m−1 s−1, which is equal to the planetary β at latitude
π/4. We furthermore choose the Rayleigh drag of γ = (2 year)−1, and scale the coordinate axes by the length,
Ls = 2 γ/βeff ≈ 2 km, from equation (38.130).

Show that the vorticity flux can be written

u ζ = u∇v − v∇u+ ẑ ×∇K, (38.133)

so that the vorticity equation (38.39) can be written in the alternative form

∂ζ

∂t
+∇ · (u∇v − v∇u) = −β v. (38.134)

As a corollary, we see that steady f -plane flow satisfies the constraint

∇ · (u∇v − v∇u) = u∇2v − v∇2u = 0. (38.135)

exercise 38.3: Example two-dimensional non-divergent flow
Consider a perfect two-dimensional non-divergent flow in a non-rotating reference frame

Du

Dt
= −∇φ and ∇ · u = 0. (38.136)

Let the velocity be given by the steady flow

u = U [x̂ sin(k y) + ŷ sin(k x)], (38.137)

where U is a constant with dimensions L T−1 and k is a wavenumber with dimensions L−1. We
provide a sketch of this flow in Figure 38.8.

(a) Compute the streamfunction, ψ, so that u = ẑ ×∇ψ.

(b) Compute the self-advection, (u · ∇)u and show that ∇× [(u · ∇)u] = 0.

(c) Compute the vorticity, ζ = ẑ · (∇× u).

(d) Compute the pressure, to within an arbitrary constant.
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Figure 38.8: A sketch of the steady two-dimensional non-divergent sinusoidal flow (38.137), as given by
u = U [x̂ sin(k y) + ŷ sin(k x)]. The units are arbitrary. This flow is considered in Exercise 38.3.

exercise 38.4: Velocity arising from a given vorticity
Following the discusson in Section 38.2.8, consider an axially symmetric two-dimensional non-
divergent flow with a single vortex of the form

ζ(r) =

[
ζ0 for r < r0
0 for r > r0.

(38.138)

(a) What is the velocity field corresponding to this vorticity?

(b) What is the circulation around a circular circuit with radius r < r0? Assume the velocity
is non-singular at the origin.

(c) What is the circulation around a circular circuit with radius r > r0?

(d) For both the circular circuits with r < r0 and r > r0, write the circulation in terms of the
velocity.

exercise 38.5: Integral properties of the inviscid 2d non-divergent flow
In this exercise, we establish some domain integrated conservation properties for inviscid two-
dimensional non-divergent flow on a β-plane. Assume the geometry is a flat plane defined over
a finite region, S, with static material boundary, ∂S. Many of the properties derived here are
discussed in Section 3.1 of McWilliams (2006).

(a) Show that the domain integrated kinetic energy per mass remains constant in time

d

dt

ˆ
S

K dS =
1

2

d

dt

ˆ
S

u · udS = 0, (38.139)

where the horizontal integral extends over the full fluid domain S.

(b) Why is the mechanical energy budget only associated with kinetic energy? What about
the gravitational potential energy?

(c) Show that the domain integrated relative vorticity (equal also to the relative circulation)
is constant in time

dC

dt
=

d

dt

ˆ
S

ζ dS = 0. (38.140)
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(d) Show that the domain integrated enstrophy is constant in time for f -plane motion (β = 0)

dZ(ζ)

dt
=

d

dt

ˆ
S

ζ2 dS = 0. (38.141)

(e) Show that the domain integrated potential enstrophy is constant in time even with β ̸= 0

dZ(q)

dt
=

d

dt

ˆ
S

q2 dS = 0. (38.142)

exercise 38.6: Alternative expression for the domain integrated kinetic energy
For a simply connected region, S, with static material boundary, ∂S, show that the globally
integrated kinetic energy per mass can be written

ˆ
S

K dS =
1

2

ˆ
S

u · u dS =
1

2

ˆ
S

ζ (ψb − ψ) dS =
1

2

[
ψb C −

ˆ
S

ψ ζ dS
]
, (38.143)

where u = ẑ × ∇ψ is the horizontally non-divergent velocity, ψ is the streamfunction, ψb is
the streamfunction on the boundary, and ζ = ∇2ψ is the vorticity. Hint: recall from Section
21.4.2 that the streamfunction for two-dimensional non-divergent flow is a constant on material
boundaries.

exercise 38.7: Circulation in a 2d barotropic flow
Consider a non-divergent barotropic flow on a β-plane in the presence of a biharmonic friction
operator, where the governing vorticity equation is

∂ζ

∂t
+ J(ψ, ζ + βy) = −ν∇4ζ, (38.144)

with ν > 0 a constant biharmonic viscosity with dimensions of L4 T−1. Show that the circulation
around a fixed material area, S, in the fluid evolves according to

dC

dt
= −

˛
∂S

[
ψ
∂q

∂s
+ ν

∂(∇2ζ)

∂n

]
ds, (38.145)

where s is the arc-length along the boundary of the region and n is a coordinate normal to the
boundary.

exercise 38.8: Kinematics of vorticity gradients
For many purposes it is of interest to develop equations describing the evolution of scalar
gradients. We developed a general expression in Exercise 17.4. Here, we derive a similar equation
for the gradient of relative vorticity in a non-divergent barotropic flow. For this purpose, consider
the inviscid barotropic vorticity equation on an f -plane

∂ζ

∂t
+ J(ψ, ζ) = 0. (38.146)

(a) Show that the material evolution of the vorticity gradient is given by

D(∇ζ)
Dt

= −J(∇ψ, ζ). (38.147)

(b) Show that the material evolution of the squared vorticity gradient is given by

D|∇ζ|2
Dt

= 2 J(ζ,∇ψ) · ∇ζ. (38.148)
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exercise 38.9: Angular momentum for barotropic flow in a basin
The exercise derives some equations presented in Holloway and Rhines (1991), who offer a
specialized example of the shallow water angular momentum discussed in Section 36.8.

As in Section 36.8.1, the relative angular momentum for a region of fluid is given by

L =

ˆ
dS

ˆ
(x× v) ρ dz, (38.149)

where x is the position vector and the relative angular momentum is that due to the motion of
the fluid with respect to the rigid-body. For a barotropic fluid of constant density and constant
thickness, and correspondingly a zero vertical velocity, the relative angular momentum reduces
to

L = ρH

ˆ
S

(x× u) dS, (38.150)

with u the horizontal velocity and S the horizontal region. For barotropic motion on a tangent
plane we are interested in the vertical component of the relative angular momentum

Lz = ρH

ˆ
S

ẑ · (x× u) dS. (38.151)

Show for a simply connected and bounded region, Lz can be written

Lz = 2 ρH

ˆ
S

(ψb − ψ) dS (38.152)

where ψ is the streamfunction satisfying u = ẑ ×∇ψ, and ψb is the value of the streamfunction
evaluated on the region boundary. Hint: note that ∇·x = 2 for a horizontal position vector. Also
recall from Section 21.4.2 that the streamfunction equals to a spatial constant when evaluated
along the domain boundary.

exercise 38.10: Steady axially symmetric flow
Consider a two-dimensional non-divergent velocity

v = ẑ ×∇ψ. (38.153)

Assume the streamfunction is static and depends only on the radial distance from an arbitrary
origin,

ψ = ψ(r), (38.154)

where r =
√
x2 + y2, and assume the velocity is a solution to the steady inviscid non-divergent

barotropic dynamics on an f -plane.

(a) Show that the velocity only has an angular component

v = vφ φ̂, (38.155)

where φ̂ is the angular unit vector oriented counter-clockwise from the x̂ axis.16 Express
vφ in terms of the streamfunction ψ. Hint: see Figure 4.2 and Section 4.22 for a reminder
of polar coordinates.

(b) Write the relative vorticity in terms of the streamfunction using polar coordinates.

16The azimuthal angular coordinate, φ, that appears in v = vφ φ̂, is not the same as the density normalized
pressure, φ = p/ρ, defined by equation (38.2) and used throughout this chapter.
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(c) Consider the circulation

C =

‰
∂S
v · dr, (38.156)

where S is a circular region in the x-y plane centered at r = 0. Express the circulation in
terms of vφ and the radius of the circle.

(d) Write the pressure gradient acceleration in terms of vφ, f , and r. Hint: remember that φ̂
is a function of the polar angle φ.

(e) Interpret the steady balance of accelerations in terms of the balanced dynamics in Chapter
32.

(f) Why is this axial symmetric solution only valid for an f -plane? Hint: show that if β ̸= 0
that there is an inconsistency in the velocity equation.

exercise 38.11: Galilean transformation of PV advection and the APV method
In Section 17.5 we established the invariance of the material time derivative operator under a
Galilean transformation

x = x+U t and u = u+U , (38.157)

where U is a constant. Here we study the Galilean transformation properties of the non-divergent
barotropic model on a β-plane.

(a) Determine the Galilean transformation properties of the potential vorticity equation

∂q

∂t
+ u · ∇q = ∂q

∂t
+ J(ψ, q) = 0, (38.158)

where q = ζ + f , ẑ × ψ = u, and J is the Jacobian operator.

(b) Determine the Galilean transformation properties of the relative vorticity equation (38.39)

∂ζ

∂t
+ u · ∇ · ζ = −β v. (38.159)

Discuss why there is Galilean invariance only for zonal Galilean boosts, U = x̂U .

(c) An Euler forward time stepping scheme for the PV equation leads to

qn+1 = qn −∆tun · ∇qn, (38.160)

where ∆t is the discrete time step and the integer n represents the discrete time label.
Inspired by this time discrete expression, Sadourny and Basdevant (1985) proposed the
anticipated potential vorticity (APV) method for parameterizing subgrid scale processes.
The simplest form of APV is given by

∂q

∂t
= −u · ∇[q − τ u · ∇q] = −J [ψ, q − τ J(ψ, q)], (38.161)

with τ a constant time scale. From the time discrete expression (38.160), we see that
the APV method makes use of an estimate for the future value of PV in computing the
advection operator, thus motivating the term “anticipated” in the method’s name.

Show that τ ̸= 0 breaks Galilean invariance for the equation (38.161). Provide a discussion
of why invariance is broken. Hint: Vallis and Hua (1988) offer a technical reason for why
Galilean invariance is broken, making use of the streamfunction and Jacobian form. You
do not necessarily need to follow their approach. Rather, it is sufficient to merely note
how velocity appears in the APV operator.
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exercise 38.12: Elements of the Fofonoff gyre
A Fofonoff gyre is an unforced inviscid solution in a flat bottom bounded domain with a rigid
lid. For a single layer of homogeneous fluid with constant thickness, the absolute vorticity is
materially invariant, D(ζ + f)/Dt = 0. An explicit solution is derived in Section 19.5.3 of Vallis
(2017) for quasi-geostrophic flow using the method of matched asymptotics. We depict elements
of a double Fofonoff gyre in Figure 38.9. Provide a narrative for this flow based on material
conservation of absolute vorticity. In particular, discuss how the flow enters and leaves the side
boundaries and conversely how it leaves and enters the interior region. We are not concerned
with how this flow is established. Instead, assume the flow exists and discuss how its existence
is consistent with D(ζ + f)/Dt = 0. Hint: recall our discussion of Figure 38.3.

x
y

f > 0

ζ > 0 ζ > 0

ζ < 0ζ < 0

ζ = 0

Figure 38.9: A Fofonoff gyre is an unforced inviscid flow in a bounded domain where D(ζ + f)/Dt = 0. We here
depict elements of this double-gyre flow in the northern hemisphere as part of Exercise 38.12.

exercise 38.13: Pressure equation with w ̸= 0
Equation (38.73) or equation (38.76) provide equivalent expressons for the pressure Poisson
equation with ∇η = 0 and, correspondingly, with w = 0. However, in Section 38.1.4 we
considered the possibility of ∇η = ∇ηb, thus providing a solution with w ̸= 0. In this case,
derive the Poisson equation for pressure as decomposed according to φ = g η + φ′.
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Chapter 39

SHALLOW WATER VORTICITY AND POTENTIAL VORTICITY

In this chapter we study vorticity and potential vorticity within the shallow water system. We
start by deriving the evolution equation for vorticity by taking the curl of the velocity equation.
Combining vorticity evolution with mass continuity then renders the evolution equation for
potential vorticity. Potential vorticity is a material invariant for inviscid shallow water motion,
thus providing a mechanical constraint on the fluid flow. After developing the basic concepts and
equations, we consider a variety of flow regimes and case studies, mostly with an ocean focus.
These case studies illustrate where the study of vorticity, potential vorticity, and circulation
enhances our understanding of geophysical fluid mechanics.

chapter guide

The shallow water fluid offers a fruitful conceptual model to introduce the dynamics of
vorticity and potential vorticity while requiring a relatively modest level of mathematical
sophistication. Even so, we require vector calculus identities for Cartesian coordinates
as detailed in Chapter 2. We also require an understanding of shallow water mechanics
from Chapters 35 and 36, as well as the vorticity kinematics introduced in Chapter 37.
The concepts and methods developed in this chapter are fundamental to the remaining
chapters in this part of the book.
As anticipated in Section 38.2.3, the form of potential vorticity encountered here is
sometimes referred to as Rossby potential vorticity or shallow water potential vorticity. Its
connection to the more general Ertel potential vorticity (Chapter 41) is postponed until
Chapter 66, where we study the Boussinesq ocean equations using isopycnal coordinates.
As we see there, the shallow water equations provide a discrete representation of the
isopycnal equations. Correspondingly, the Ertel potential vorticity expressed using
isopycnal coordinates has its discrete form given by shallow water potential vorticity.

39.1 Shallow water vorticity equation . . . . . . . . . . . . . . . . . . . . . . . 1084
39.1.1 Vorticity equation for a single layer . . . . . . . . . . . . . . . . . 1085
39.1.2 Vorticity equation for N -layers . . . . . . . . . . . . . . . . . . . 1085
39.1.3 Vorticity flux divergence and curl of nonlinear advection . . . . . 1086

39.2 Potential vorticity for a rotating cylinder . . . . . . . . . . . . . . . . . . 1086
39.2.1 Mass conservation . . . . . . . . . . . . . . . . . . . . . . . . . . 1087
39.2.2 Angular momentum conservation . . . . . . . . . . . . . . . . . . 1087
39.2.3 Material invariance of potential vorticity . . . . . . . . . . . . . . 1088
39.2.4 Connecting angular momentum and vorticity . . . . . . . . . . . 1088
39.2.5 Comments and further study . . . . . . . . . . . . . . . . . . . . 1089

39.3 Shallow water (Rossby) potential vorticity . . . . . . . . . . . . . . . . . 1089
39.3.1 Mass conservation plus the vorticity equation . . . . . . . . . . . 1090
39.3.2 Motivating the name . . . . . . . . . . . . . . . . . . . . . . . . . 1090

1083



39.1. SHALLOW WATER VORTICITY EQUATION

39.3.3 Mass conservation + Kelvin’s circulation theorem . . . . . . . . . 1091
39.3.4 A fluid column with constant f ̸= 0 . . . . . . . . . . . . . . . . . 1092
39.3.5 Material invariance of an arbitrary function of PV . . . . . . . . 1094
39.3.6 N -layer potential vorticity . . . . . . . . . . . . . . . . . . . . . . 1094
39.3.7 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1094

39.4 Potential vorticity with non-conservative processes . . . . . . . . . . . . 1094
39.4.1 Material time evolution of potential vorticity . . . . . . . . . . . 1094
39.4.2 The potential vorticity flux . . . . . . . . . . . . . . . . . . . . . 1095

39.5 Example implications of material PV invariance . . . . . . . . . . . . . . 1096
39.5.1 Topographic beta effect . . . . . . . . . . . . . . . . . . . . . . . 1096
39.5.2 Planetary geostrophic potential vorticity and f/H contours . . . 1097
39.5.3 Spin up of converging flow . . . . . . . . . . . . . . . . . . . . . . 1099
39.5.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1099

39.6 Circulation with non-conservative processes . . . . . . . . . . . . . . . . 1100
39.6.1 Circulation around a closed streamline in steady flow . . . . . . . 1101
39.6.2 Circulation from wind stress and Rayleigh drag . . . . . . . . . . 1101

39.7 A primer on steady ocean gyres . . . . . . . . . . . . . . . . . . . . . . . 1102
39.7.1 Steady and large-scale vorticity balance . . . . . . . . . . . . . . 1102
39.7.2 Planetary geostrophic flow and the Sverdrup balance . . . . . . . 1103
39.7.3 Taylor-Proudman, Sverdrup balance, and f/h invariance . . . . . 1104
39.7.4 Sverdrup flow in a closed domain with anti-cyclonic wind stress . 1104
39.7.5 Western intensification and the role of beta . . . . . . . . . . . . 1105
39.7.6 A role for bottom pressure torques . . . . . . . . . . . . . . . . . 1107
39.7.7 Properties of area integrated bottom pressure torques . . . . . . 1110
39.7.8 Advection-diffusion of the steady streamfunction . . . . . . . . . 1111
39.7.9 Comments and further study . . . . . . . . . . . . . . . . . . . . 1111

39.8 Column vorticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1112
39.8.1 Formulating the column vorticity equation . . . . . . . . . . . . . 1113
39.8.2 Summary of the column vorticity equation . . . . . . . . . . . . . 1114
39.8.3 Steady linear column vorticity balance and the island rule . . . . 1115
39.8.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1117

39.9 Free surface patterns in steady ocean gyres . . . . . . . . . . . . . . . . . 1117
39.9.1 Formulating the free surface equation . . . . . . . . . . . . . . . . 1117
39.9.2 Advecting the free surface . . . . . . . . . . . . . . . . . . . . . . 1117
39.9.3 Rayleigh drag and free surface diffusion . . . . . . . . . . . . . . 1119
39.9.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1119

39.10 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1119

39.1 Shallow water vorticity equation

In this section we formulate the vorticity equation for the shallow water fluid, starting with
a single layer and then extending to multiple layers. We sometimes make use of the vertical
component to the absolute vorticity from equation (35.108)

ω∗
a = (ζ + f) ẑ = ζa ẑ, (39.1)

which is the sum of the relative vorticity of the horizontal flow, ω∗ = ζ ẑ, plus the rigid-body
vorticity, f ẑ, due to motion of the rotating reference frame (recall Section 37.6.1). The absolute
vorticity appears in the vector-invariant velocity equation (35.113), which is valid for each of the
layers in a shallow water fluid

∂tu+ ω∗
a × u = −∇(p/ρref + u · u/2). (39.2)

This equation forms the starting point for deriving the shallow water vorticity equation.
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39.1.1 Vorticity equation for a single layer
We make use of the vector identity from Section 2.3.4 to express the curl of the Magnus
acceleration plus Coriolis acceleration in the form

∇× (ω∗
a × u) = ω∗

a (∇ · u) + (u · ∇)ω∗
a − u (∇ · ω∗

a)− (ω∗
a · ∇)u (39.3a)

= ω∗
a (∇ · u) + (u · ∇)ω∗

a , (39.3b)

so that
ẑ · [∇× (ω∗

a × u)] = ∇ · (u ζa) (39.4)

Equation (39.3b) required setting

∇ · ω∗
a = ∇ · ω∗ +∇ · (f ẑ) = 0, (39.5)

which follows since this expression involves the divergence of a curl (first right hand side term)
and since f has no z dependence. We furthermore set

(ω∗
a · ∇)u = ζa ∂zu = 0, (39.6)

which follows since the horizontal velocity in a shallow water fluid is depth independent within a
layer (see Section 35.2).

Applying the curl operator, ẑ · (∇×), onto the vector-invariant velocity equation (39.2)
annihilates the gradient of pressure and kinetic energy, with the identity (39.4) leading to the
flux-form evolution equation for absolute vorticity

∂tζa +∇ · (u ζa) = 0. (39.7)

This equation says that the vertical component to the absolute vorticity, ζa, at a point in the
inviscid shallow water fluid changes according to the horizontal convergence of vorticity advected
to that point

∂tζa = −∇ · (u ζa). (39.8)

We can write the vorticity equation (39.7) in the material form

Dζa
Dt

= −ζa∇ · u, (39.9)

where the material time derivative for the shallow water fluid includes advection just by the
horizontal flow

D

Dt
=

∂

∂t
+ u · ∇ =

∂

∂t
+ u ∂x + v ∂y. (39.10)

The material evolution equation (39.9) means that the absolute vorticity of a shallow water fluid
column, moving with the horizontal flow, changes according to the horizontal convergence of the
fluid flow as multiplied by the absolute vorticity. For comparison, recall the horizontally non-
divergent barotropic fluid has ∇ · u = 0, so that the absolute vorticity in that flow is materially
invariant (see equation (38.40)). In contrast, the shallow water fluid supports horizontal flow
convergence, and with the flow convergence providing a source to the vorticity.

39.1.2 Vorticity equation for N -layers
The previous results for a single layer are readily extended to N -layers, simply because the
velocity for layer-k evolves according to equation (39.2), now with a subscript k to denote the
layer

∂tuk + (f + ζk) ẑ × uk = −∇(pk/ρref + uk · uk/2), (39.11)
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where ζk = ẑ · (∇×uk) is the vertical component to the layer-k relative vorticity. Taking the curl
and making use of the mathematical identities used for single layer in Section 39.1.1 renders the
vorticity equation for layer-k

∂tζak +∇ · (uk ζak) = 0⇐⇒ Dkζak
Dt

= −ζak∇ · uk (39.12)

where
ζak = f + ζk (39.13)

is the vertical component to the absolute vorticity of layer-k. Hence, the vorticity equation for
an arbitrary layer in a stacked shallow water model is the same as that for a single shallow water
layer.

39.1.3 Vorticity flux divergence and curl of nonlinear advection

We revisit the manipulations from Section 39.1.1 to explicitly identify a connection between the
nonlinear terms in the vorticity equation. Start by writing the velocity equation in the advective
form and the vector invariant form

∂tu+ (u · ∇)u+ f ẑ × u = −g∇η (39.14a)

∂tu+ (f + ζ) ẑ × u = −∇ (g η + u · u/2) . (39.14b)

Taking their curl yields two expressions of the vorticity equation

∂tω
∗ +∇× [(u · ∇)u] +∇× [f ẑ × u] = 0 (39.15a)

∂ω∗

∂t
+∇× [(f + ζ) ẑ × u] = 0, (39.15b)

whose equality leads to
∇× [(u · ∇)u− ζ ẑ × u] = 0. (39.16)

Making use of the identity
ẑ · [∇× (ζ ẑ × u)] = ∇ · (u ζ) (39.17)

renders the relation
ẑ · ∇ × [(u · ∇)u] = ∇ · (u ζ). (39.18)

We thus see that the divergence of the advective vorticity flux (right hand side) equals to the
curl of the nonlinear advection (left hand side). This identity holds for each layer in an N -layer
shallow water model.

39.2 Potential vorticity for a rotating cylinder

To introduce the concept of shallow water potential vorticity, consider a fluid cylinder of constant
mass M , constant density ρ, variable radius R, and variable height h, and assume the cylinder
rotates about its central axis. Furthermore, assume the fluid particles within the cylinder rotate
as a rigid-body, meaning there are no strains in the fluid, and yet allow the cylinder radius
and height to change. This analysis offers a useful (albeit incomplete) conceptual picture for a
coherently rotating column of a shallow water layer, in which time derivatives in the following
are interpreted as material derivatives.
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39.2.1 Mass conservation
With a constant density, mass conservation for the material cylinder means that its volume is
fixed. Hence, mass conservation constrains the relative changes to the radius and height of the
cylinder. Namely, a materially constant cylinder mass

M = π R2 h ρ (39.19)

implies
2

R

DR

Dt
= −1

h

Dh

Dt
. (39.20)

That is, mass conservation means that the relative height decreases as twice the relative radius
increases. So if the cylinder is squashed (h decreases) then it thickens (R increases). Conversely,
the cylinder thins (R decreases) as it extends (h increases).

39.2.2 Angular momentum conservation
A second constraint arises from angular momentum conservation. Choose the center of mass
coordinate axes through the center of the cylinder, with the z-axis along the central line of the
cylinder and with z = 0 at the cylinder mid-point. The angular rotation vector is thus given by

Ω = Ω ẑ. (39.21)

With this axis orientation, rotation occurs about the center of mass so that the angular
momentum of the center of mass vanishes. The moment of inertia tensor for a cylinder with this
axis orientation is given by1

Imn = δmn
MR2

2
. (39.22)

The moment of inertia is a measure of the rotational inertia of a moving continuous body. For
the cylinder it is directly related to the cylinder mass (assumed fixed here) and the radius (which
can change). Notably, the moment of inertia about the central vertical axis is not a function of
the cylinder height. The reason is that the moment measures the inertia relative to the rotational
axis, which is here along the central vertical axis. The angular momentum for the cylinder is
thus given by

L =
MR2

2
Ω ẑ. (39.23)

The familiar ice skater example occurs when the cylinder radius changes and thus changes
the moment of inertia (e.g., the ice skater’s arms are brought in toward the central axis of the
body or out away from the body). Maintaining constant angular momentum and constant mass
means that the angular velocity, Ω, increases in magnitude (rotates faster) when the cylinder
radius decreases, and vice versa. Explicitly for the cylinder we have dL/dt = 0 and dM/dt = 0
thus rendering

2

R

DR

Dt
= − 1

Ω

DΩ

Dt
. (39.24)

We see that reducing the moment of inertia for a constant mass body by bringing its mass
distribution towards the central axis (converging mass) leads, through angular momentum
conservation, to an increase in rotation speed. The opposite occurs when mass diverges from a
region, thus reducing the rotation speed.

Although the angular momentum constraint means that the spin rate changes when changing
the moment of inertia, it does not impose a preferred direction. For example, no matter what

1See Marion and Thornton (1988) or other classical mechanics texts for a discussion of the moment of inertia
for a variety of bodies.
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Figure 39.1: Illustrating the conservation of angular momentum for a spinning constant mass cylinder of
shallow water fluid rotating around its central axis. Fluid particles within the cylinder are assumed to rotate
as a rigid-body, meaning there are no strains in the fluid, and yet the cylinder radius and height are allowed to
change. The moment of inertia (relative to the central axis) for the left cylinder is larger since more of its mass is
distributed away from the central axis than in the right configuration. If the initial spin for the left cylinder is
counterclockwise, then the two configurations have identical angular momentum if the right cylinder spins more
rapidly than the left, since the moment of inertia for the right cylinder is smaller. This example exemplifies the
familiar ice skater experience, whereby the skater’s spin rate increases when bringing arms (mass) inward towards
the central axis of the body (depicted by the inward arrows on the right panel), whereas the skater’s rotation
slows when extending arms outward (depicted by the outward arrows on the left panel).

direction a skater is rotating, decreasing the moment of inertia increases the spin rate in that
particular direction. Yet when placing the spinning column on a rotating planet, the planetary
rotation breaks the symmetry and thus prescribes the direction for the spin changes. The reason
is that planetary rotation contributes to the spin of the column, even if the column has no spin
relative to the rotating planetary reference frame. We encounter this additional part of the story
in Section 39.3.

39.2.3 Material invariance of potential vorticity

Combining angular momentum conservation (39.24) with mass conservation (39.20) leads to the
material conservation law

D(Ω/h)

Dt
= 0. (39.25)

Equation (39.25) means that the potential vorticity is constant for a material fluid column, with
potential vorticity for the cylinder given by

Q ≡ Ω/h. (39.26)

For example, if the column thickens then the rotational velocity increases in order to maintain
Q = Ω/h constant. Equivalently, if the column cross-sectional area decreases, the column
thickness increases according to volume conservation, which in turn results in an increase in the
spin according to angular momentum conservation.

39.2.4 Connecting angular momentum and vorticity

When allowing the shallow water fluid to exhibit motion that is more general than a rigid-body
cylinder rotation (i.e., when allowing for strains in the fluid), then the angular rotation rate
appearing in the potential vorticity (39.26) is generalized to the absolute vorticity, and we
consider this generalization in Section 39.3. Furthermore, as shown in Section 37.6, the vorticity
equals to twice the rotation rate, 2Ω. Hence, the numerator for the potential vorticity of the
rigid-body rotating cylinder equals to one-half the vorticity.
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39.2.5 Comments and further study

The discussion in this section is motivated by Section 2.4 of Salmon (1998). The rotating
cylinder succintly identifies the two mechanical properties contributing to the potential vorticity
conservation law (39.25): a kinematic property (mass conservation) and a dynamic property
(angular momentum conservation). For the rotating cylinder, the implications of potential
vorticity conservation are well gleaned from the separate mass and angular momentum con-
servation principles. Hence, potential vorticity conservation lends little novel insight for the
cylinder. However, the material invariance of potential vorticity is of fundamental use for studies
of rotating and stratified fluids where the flow generally has strains that make vorticity distinct
from angular momentum (Section 37.9).

Another important element missing from this discussion is the beta effect, which accounts for
the changes in planetary vorticity when moving on a rotating spherical planet. We encounter
this effect in the following sections.

39.3 Shallow water (Rossby) potential vorticity

We now consider the potential vorticity for a single layer of shallow water fluid. The form of
the shallow water potential vorticity is sometimes referred to as the Rossby potential vorticity.
The derivation here makes use of fluid mechanical equations rather than those from rigid-body
mechanics, thus allowing for the added feature of strains in the fluid that distinguish vorticity
from angular momentum. We present two derivations: one based on manipulations of the mass
and momentum equations, and one based on the small aspect ratio limit of Kelvin’s circulation
theorem, with Kelvin’s theorem more thoroughly studied in Chapter 40.

Figure 39.2 summarizes key elements leading to potential vorticity conservation for a shallow
water fluid layer. Namely, as shown in this section, shallow water potential vorticity conservation
arises from combining the kinematic constraint of mass conservation (material invariance of hA)
with either the vorticity equation or Kelvin’s circulation theorem for a small aspect ratio fluid.

In the absence of non-conservative processes, we show that shallow water potential vorticity
for a material column of fluid remains constant. We often refer to this conservation property as
material invariance, since the property remains invariant (constant) when following material
fluid columns. This terminology was introduced in Section 17.4.5.

h

A

ω

hA = constant
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Figure 39.2: Illustrating the material invariance of potential vorticity for a layer of shallow water fluid column.
Material invariance results from merging mass conservation (material invariance of the column volume, hA), to
either the vorticity equation or Kelvin’s circulation theorem for a small aspect ratio fluid (material invariance of
ζ A).
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39.3.1 Mass conservation plus the vorticity equation
To derive the potential vorticity equation, we here make use of the vorticity equation (39.9) and
combine it with mass conservation.

Shallow water vorticity and vortex stretching

Mass conservation in the form of the material thickness equation (35.20) leads to the following
expression for the divergence of the horizontal velocity

∇ · u = −1

h

Dh

Dt
. (39.27)

Making use of this result in the vorticity equation (39.9) allows us to eliminate the horizontal
convergence

Dζa
Dt

= −ζa∇ · u =
ζa
h

Dh

Dt
. (39.28)

This equation says that material changes in shallow water absolute vorticity arise only from
material changes in the layer thickness; i.e., absolute vorticity increases in magnitude if the
column stretches and decreases if the column compresses. We refer to this process as vortex
stretching.

We see in Section 40.5.3 that vorticity in continuously stratified fluids is affected by vortex
stretching and vortex tilting, as well as torques from baroclinicity. In contrast, equation (39.28)
says that the material evolution of absolute vorticity for a shallow water fluid is affected only
through vortex stretching. This behavior is a result of the depth independence of the horizontal
velocity within a shallow water layer and the associated vertical columnar motion of fluid within
the layer. On a related note, we see in Section 39.3.3 that vortex tubes in a shallow water layer
are nearly vertical, so that we are only concerned with the vertical component of shallow water
vorticity. Correspondingly, shallow water vortex tubes never close.

Material invariance of shallow water potential vorticity

Equation (39.28) can be written as an expression of the material invariance of the shallow water
potential vorticity

DQ

Dt
= 0, (39.29)

where

Q =
ζa
h

=
ζ + f

h
(39.30)

is the shallow water potential vorticity. As defined, shallow water potential vorticity is the ratio
of absolute vorticity to the thickness of the fluid layer. The material conservation law (39.29) says
that this ratio remains constant for the shallow water layer in the absence of non-conservative
processes such as friction.

39.3.2 Motivating the name
Material invariance of the shallow water potential vorticity in equation (39.30) is most practically
a statement about how the relative vorticity, ζ, changes when changing column thickness or
latitude. That is, by maintaining Q fixed, ζ must change when either the column thickness, h,
changes or when the column moves meridionally and thus alters the planetary vorticity, f . By
focusing on relative vorticity we are offered insights into how the fluid motion is constrained and
thus a means to predict changes in that motion. In turn, these changes in ζ motivate the name
“potential vorticity” as we now see.

page 1090 of 2158 geophysical fluid mechanics



39.3. SHALLOW WATER (ROSSBY) POTENTIAL VORTICITY

Potential vorticity measures the ability for a shallow water fluid column to either spin up or
spin down (change its relative vorticity) relative a standard configuration. For example, let the
standard configuration be defined by an arbitrary standard thickness, hs, at the equator (where
f = 0). Now move an off-equatorial shallow water fluid column with zero relative vorticity to the
equator and stretch/compress the column to the standard thickness. Material invariance of the
column’s potential vorticity allows us to deduce the column’s relative vorticity at the equator,
given information about the initial column thickness and initial Coriolis parameter (see Figure
39.3). Hence, potential vorticity, as an invariant material property, provides the “potential” for
a fluid column to manifest a particular value of the relative vorticity when moved and stretched
into a standard configuration. In this manner, the use of “potential” in “potential vorticity” is
directly analogous to the use of “potential” in “potential temperature” as described in Section
23.3, or gravitational potential energy as discussed in Section 26.2.

f + 0
h

= Q
0 + ⇣

hs

= Q
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Figure 39.3: Left panel: an arbitrary shallow water column with zero relative vorticity and potential vorticity
Q = f/h, with f > 0 assumed for this figure (northern hemisphere). Right panel: the same fluid column moved
to the equator (where f = 0) and stretched to have the standard thickness, hs > h. The relative vorticity of the
column at the equator is given by ζ = f (hs/h), where f is the Coriolis parameter at the original latitude where
f > 0. Potential vorticity thus provides a means to deduce the relative vorticity that can be realized by moving
any particular configuration to a standard location and with a standard thickness. This property motivates the
“potential” used in the name.

39.3.3 Mass conservation + Kelvin’s circulation theorem
Although we have yet to discuss Kelvin’s theorem (Section 40.2), we here invoke it to illustrate
another way to derive the material invariance of shallow water potential vorticity. As we see,
this derivation provides a direct analog to the rotating cylinder discussed in Section 39.2.

When applied to an infinitesimal circuit in an inviscid and constant density fluid, Kelvin’s
theorem says that

D (ωa · n̂ δS)
Dt

= 0, (39.31)

where ωa is the absolute vorticity
ωa = ω + f ẑ, (39.32)

n̂ δS is the infinitesimal surface area enclosed by the closed circuit, with n̂ the unit outward
normal to the surface. Hence, equation (39.31) says that the projection of the absolute vorticity
onto the local normal of an area element, multiplied by that area element, remains materially
constant. This identity offers a very strong constraint on the flow.

To make use of equation (39.31) for the shallow water layer, decompose absolute vorticity
into

ωa = ẑ (ζ + f) + ωh, (39.33)
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where
ωh = −ẑ ×∇w = x̂ ∂yw − ŷ ∂xw (39.34)

is the horizontal component to the shallow water relative vorticity from equation (35.106d)
(recall the expression for ωh follows since the horizontal velocity components have no vertical
dependence within a shallow water layer: ∂u/∂z = ∂v/∂z = 0). Inserting the absolute vorticity
(39.33) into Kelvin’s theorem (39.31) leads to

D

Dt
[(ζ + f) δA+ ωh · n̂ δS] = 0, (39.35)

where the horizontal area element, δA, is the projection of the surface area element onto the
vertical direction

δA = ẑ · n̂dS. (39.36)

Shallow water fluid mechanics arises from considering a constant density fluid layer whose
flow respects the small aspect ratio limit: H/L≪ 1, with H the vertical length scale of the flow,
and L the horizontal length scale of the flow. Under this limit, the second term in equation
(39.35) is much smaller than the first. It is further reduced in size since n̂ is nearly vertical, so
that n̂ · x̂ ≈ 0 and n̂ · ŷ ≈ 0, in which case we are led to the scaling

|ωh · n̂ δS|
|(ζ + f) δA| ≪ 1. (39.37)

This result is consistent with our earlier comment in Section 39.3.1 that shallow water vortex
tubes never close. Rather, they are nearly vertical, running from the bottom of a shallow water
layer to the top. With the scaling (39.37), we find

D

Dt

[(
ζ + f

h

)
h δA

]
= 0, (39.38)

where h is the layer thickness and h δA is the volume of a fluid column extending through the
shallow water layer. Given the incompressible nature of the fluid in a shallow water layer, the
column volume is materially constant

D (h δA)

Dt
= 0, (39.39)

so that equation (39.38) yields material invariance of shallow water potential vorticity

D

Dt

[
ζ + f

h

]
=

DQ

Dt
= 0, (39.40)

where Q = (ζ + f)/h is the same shallow water potential vorticity derived above in Section
39.3.1.

39.3.4 A fluid column with constant f ̸= 0

Some of the essential features of shallow water potential vorticity material conservation are
depicted in Figure 39.4 for the case of a fluid column with constant f ̸= 0. In the left panel, the
column thickness increases (column is stretched). Volume conservation for the column means
that the column radius decreases. As the material in the column moves radially inward toward
the center, it experiences a Coriolis deflection to the right in the northern hemisphere and to
the left in the southern. Both of these deflections renders a cyclonic tendency to the relative
vorticity, creating a positive relative vorticity tendency in the northern hemisphere and negative
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relative vorticity tendency in the southern hemisphere.

An equivalent way to understand the cyclonic tendency is to consider the angular momentum
of the fluid column, assuming the column moves coherently as a rigid-body as in Section 39.2.2

As the radius of the column decreases so too does its moment of inertia. Angular momentum
conservation means that the column picks up a tendency that causes its spin to increase. The
direction of this spin increase accords with the background f of the environment. Returning to
the skater analog in Figure 39.1, we consider f to be the initial spin of the skater so that when
the moment of inertia decreases the column picks up a spin in the same direction as f ; i.e., a
cyclonic tendency.3

In both hemispheres, the Coriolis deflection, or equivalently angular momentum conservation,
creates a cyclonic relative vorticity tendency when the column stretches, thus maintaining
Q = (f+ζ)/h fixed. Again, the cyclonic relative vorticity adds to the magnitude of the planetary
vorticity to ensure that the absolute vorticity magnitude increases in accord with the column
thickness increase, thus keeping Q = ζa/h constant. The converse holds when the column is
flattened/squashed, whereby the relative vorticity picks up an anti-cyclonic tendency (negative
relative vorticity tendency in the northern hemisphere and positive relative vorticity tendency
in the southern). Doing so reduces the magnitude of the absolute vorticity in accord with the
reduced column thickness.

h

δA

convergence
divergence

h
δA

D(h δA)
Dt

= 0
D[δA ( f + ζ)]

Dt
= 0 ⟹

D[( f + ζ)/h]
Dt

= 0

cyclonic tendency

anti-cyclonic tendency
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f > 0

Figure 39.4: Material invariance for shallow water potential vorticity results from combining material invariance
of the volume of a coherent fluid column with the material invariance of the area weighted absolute vorticity. As
the cross-sectional area of the column decreases, as in a converging flow, the thickness of the fluid must increase
in order to maintain constant volume. Furthermore, potential vorticity material invariance can be maintained by
changing the fluid spin, as measured by the relative vorticity, or by changing the latitude and thus changing its
planetary vorticity (the β-effect discussed in Section 40.6). We here depict the case with f > 0 constant (so that
β = 0). Flow converging toward the center of the column picks up a Coriolis acceleration that creates a cyclonic
tendency in the relative vorticity, just like the spinning cylinder in Figure 39.1. Equivalently, as the radius of
the column decreases so too does its moment of inertia so that the column must pick up a cyclonic tendency
to conserve angular momentum. Conversely, as the cross-sectional area increases, the diverging flow creates an
anti-cyclonic tendency in the relative vorticity.

2Recall that in Section 39.2, the column rotates as a rigid-body, meaning there is no strain in the fluid, and
yet the radius and thickness are allowed to change.

3The connection between the Coriolis acceleration and angular momentum conservation was discussed for
particle mechanics in Section 14.6.

CHAPTER 39. SHALLOW WATER VORTICITY AND POTENTIAL VORTICITY page 1093 of 2158



39.4. POTENTIAL VORTICITY WITH NON-CONSERVATIVE PROCESSES

39.3.5 Material invariance of an arbitrary function of PV
The material invariance of shallow water potential vorticity, equation (39.29), means that any
function, F (Q) is also materially constant. We see this property through the chain rule

DF

Dt
=

dF

dQ

DQ

Dt
= 0. (39.41)

Since F is arbitrary, there are an infinite number of material invariants corresponding to distinct
functions F . This result holds for all materially invariant scalar properties of the fluid.

39.3.6 N -layer potential vorticity
The thickness equation (35.79a) and the vorticity equation (39.12) for an N -layer shallow water
model are given by

Dkhk

Dt
= −hk∇ · uk and

Dkζak
Dt

= −ζak∇ · uk, (39.42)

where there is no implied summation over the layer index k. These forms are isomorphic to the
single layer equations so that the potential vorticity of layer-k is given by

Qk =
f + ζk
hk

, (39.43)

and for a perfect shallow water fluid this layer potential vorticity is materially constant

DkQk

Dt
=
∂Qk

∂t
+ uk · ∇Qk = 0, (39.44)

where, again, there is no implied summation over k.

39.3.7 Further study
The shallow water potential vorticity (39.30) was introduced by Rossby (1940) and as such it is
sometimes referred to as the Rossby potential vorticity. Non-rotating shallow water potential
vorticity, ζ/h, is illustratated in this video from Prof. Shapiro at around the 11 minute mark.
Note that he does not use the term “potential vorticity”, instead invoking mass conservation
and angular momentum conservation to describe the motion.

39.4 Potential vorticity with non-conservative processes
In this section we consider the role of a non-conservative acceleration, F , with this term arising
from friction and boundary stresses (Section 35.6.5). Additionally, we allow for the presence
of a boundary volume source, w(η̇) (as in precipitation minus evaporation), thus changing the
volume in the layer. We introduced such processes in Section 35.6, in which case the shallow
water equations take on the form

Du

Dt
+ f ẑ × u = −g∇η + F and

Dh

Dt
+ h∇ · u = w(η̇). (39.45)

39.4.1 Material time evolution of potential vorticity
In the presence of non-conservative forces, the absolute vorticity equation (39.7) becomes

∂tζa +∇ · (u ζa) = ẑ · (∇× F ) =⇒ Dζa
Dt

+ ζa∇ · u = ẑ · (∇× F ), (39.46)
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so that vorticity is now affected by the curl of F . As before, we make use of the thickness
equation to replace the horizontal divergence according to

∇ · u =
1

h

[
−Dh

Dt
+ w(η̇)

]
. (39.47)

The presence of w(η̇) modifies the divergence of the horizontal velocity beyond that for a
conservative fluid. We are thus led to the potential vorticity equation

h
DQ

Dt
= −Qw(η̇) + ẑ · (∇× F ). (39.48)

Hence, with w(η̇) ≠ 0 and/or ẑ · (∇ × F ) ̸= 0, shallow water potential vorticity is no longer
materially invariant.

39.4.2 The potential vorticity flux

Deriving the flux-form equation

We can convert the potential vorticity equation (39.48) into a flux-form conservation equation
by making use of the thickness equation

h
DQ

Dt
= h

[
∂Q

∂t
+ u · ∇Q

]
+Q

[
∂h

Dt
+∇ · (hu)− w(η̇)

]
=
∂(hQ)

∂t
+∇·(uhQ)−Qw(η̇), (39.49)

thus rendering
∂t(hQ) +∇ · (huQ) = ẑ · (∇× F ). (39.50)

As a final step, make use of the identity

ẑ · (∇× F ) = −∇ · (ẑ × F ), (39.51)

so that the thickness weighted potential vorticity equation (39.50) can be written

∂t(hQ) = −∇ · (hQu+ ẑ × F ). (39.52)

Note how the volume source term, w(η̇), does not explicitly appear in the flux-form equation
(39.52) since the effects from w(η̇) are captured by the divergence, ∇ ·u, as per equation (39.47).

For the shallow water fluid, the thickness weighted potential vorticity equals to the absolute
vorticity

hQ = ζa. (39.53)

Consequently, the flux-form conservation form of the potential vorticity equation (39.52) is
identical to equation (39.46) for the absolute vorticity

∂t(hQ) = −∇ · (hQu+ ẑ × F )⇐⇒ ∂tζa = −∇ · (ζa u+ ẑ × F ). (39.54)

Potential vorticity flux vector

It is remarkable that even with non-conservative forcing, the thickness weighted potential vorticity
(equivalently, the absolute vorticity) has its Eulerian evolution determined by the convergence of
a flux,

JQ = hQu+ ẑ × F . (39.55)

Observe that this potential vorticity flux is oriented in the horizontal direction. As detailed in
Chapters 42 and 66, the potential vorticity flux never crosses the interface between two shallow
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water layers, even in the presence of non-conservative processes such as mixing and friction. This
result is a special case of the more general impermeability theorem that holds for continuously
stratified fluids (Section 42.2).

A kinematic expression for the potential vorticity flux vector

The flux convergence evolution for the potential vorticity equation (39.54) is a kinematic result
of the definition of potential vorticity. Namely,

hQ− f = ζ = ∇ · (u× ẑ) (39.56)

so that
∂t(hQ) = ∇ · (∂tu× ẑ) ≡ −∇ · Jkin, (39.57)

where we defined the kinematic potential vorticity flux vector

Jkin ≡ −∂tu× ẑ. (39.58)

We can relate the kinematic potential vorticity flux vector to JQ through the following. Take
the cross product of the vector invariant velocity equation (39.2) with ẑ to find

∂tu× ẑ + ζa u = −∇(g η + u · u/2)× ẑ + F × ẑ. (39.59)

Now write
ζa u = hQu = JQ − ẑ × F (39.60)

to have
Jkin = JQ +∇× [ẑ (g η + u · u/2)]. (39.61)

Since the two potential vorticity fluxes differ by a curl; i.e., a rotational term, their divergences
are identical

∇ · Jkin = ∇ · JQ, (39.62)

so that their convergence leads to the same evolution of hQ. Stated more formally, Jkin and JQ

differ by a gauge, with the gauge function given by g η + u · u/2.

39.5 Example implications of material PV invariance
The material invariance of shallow water potential vorticity constrains the shallow water motion
by stating that f, h, ζ cannot change independently of the other. Rather, the combination
Q = (f + ζ)/h must remain materially invariant (in the absence of non-conservative processes).
There are a variety of situations that induce changes in one or two of the terms, with the third
term constrained to ensure Q remains unchanged. We here consider some thought experiments
to garner experience with shallow water PV-thinking.

39.5.1 Topographic beta effect
Changes in the topography affect the potential vorticity by changing the thickness of a fluid
column via (see Figure 35.1)

h = H +∆η −∆ηb, (39.63)

with H = h the area mean layer thickness, ∆η = η − η the deviation of the free surface from
its area mean, and ∆ηb = ηb − ηb the deviation of the bottom from its area mean. For relative
vorticity, we note that spatial changes in the topography act to drive a vertical velocity at the

page 1096 of 2158 geophysical fluid mechanics



39.5. EXAMPLE IMPLICATIONS OF MATERIAL PV INVARIANCE

layer bottom as per equation (35.29),

w =
Dηb
Dt

at z = ηb, (39.64)

which then leads to vortex stretching and hence to a change in relative vorticity. In this subsection
we highlight the analog between topographic slopes and planetary beta to thus motivate the
term topographic beta effect.

To mathematically exhibit the topographic beta effect, consider a fluid column whose vorticity
is dominated by planetary vorticity and with bottom topography having a small and linear slope
in the meridional direction

∆ηb = δ y, (39.65)

where |δ| ≪ 1 is the topographic slope. Assuming the free surface undulations are small relative
to the resting layer thickness, ∆η ≪ H, we can expand the potential vorticity according to

Q =
f + ζ

h
(39.66a)

=
fo + β y + ζ

H +∆η − δ y (39.66b)

≈ fo + β y + ζ

H

[
1−H−1 (∆η − δ y)

]
(39.66c)

≈ fo + β y + ζ

H
− fo
H2

(∆η − δ y). (39.66d)

Setting DQ/Dt = 0 and rearranging leads to the material evolution of relative vorticity

Dζ

Dt
= −v (β + foδ/H) +

fow(η)

H
. (39.67)

The second term on the right hand side is the vortex stretching associated with vertical motion
at the top of the layer, where

w(η) =
D(∆η)

Dt
=

Dη

Dt
, (39.68)

according to the surface kinematic boundary condition (35.37). The first term on the right hand
side is vortex stretching arising from both planetary beta and topographic slopes. It is written
in a form revealing the parallels between these two contributions, and it is readily generalized to
the following for arbitrary topography

βeff = (H − ηb)∇[f/(H − ηb)] ≈ β ŷ + (fo/H)∇ηb. (39.69)

One of the more prominant roles for topographic beta is in supporting topographic Rossby waves,
which are analogous to the Rossby waves supported by planetary beta (see Section 54.3). We
also encounter the topographic beta effect in Section 43.6.1 in our study of the quasi-geostrophic
shallow water model.

39.5.2 Planetary geostrophic potential vorticity and f/H contours

As introduced in Section 31.5, planetary geostrophy (PG) is used to study the large-scale laminar
ocean circulation where relative vorticity is ignored. Furthermore, as shown in Section 43.4, the
inviscid and adiabatic PG system materially preserves the PG potential vorticity, Q = f/h, so
that

D(f/h)

Dt
= 0. (39.70)
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Consequently, fluid particles respecting the inviscid planetary geostrophic equations follow
contours of constant f/h. These contours are referred to as geostrophic contours since the flow
is under geostrophic balance. In Section 39.7.3 we offer a geometrical interpretation of Q = f/h
material invariance in terms of the Taylor-Proudman effect.

Example f/H contours

If we assume the free surface undulations are negligible compared to the bottom topography (a
useful assumption for planetary geostrophic flow), then shallow water columns follow contours of
constant f/H, where z = −H(x, y) = ηb(x, y) is the vertical position of the bottom topography.
In Figure 39.5 we illustrate f/H contours for a topographic seamount (bump), a topographic
depression (bowl), and a shelf/slope along the western boundary. We see that f/H contours
are diverted equatorward when depth decreases, whereas they are diverted poleward when
encountering deeper water. Furthermore, those contours near to either a bump or bowl are
closed, so that fluid columns following these contours are trapped around the topographic feature.

For the shelf/slope region in Figure 39.5, the f/H contours are horizontal where the
topography is flat, which for this example is on the shelf and in the open ocean, whereas
they are steered toward the equator as they pass from the shelf toward the coast. In this example,
the difference between the shelf and deep ocean is only around 200 m, so that this example
corresponds to upper ocean columns interacting with the continental slope. Part of the reason
for choosing this geometry is that thicker fluid columns from the open ocean are unable to
reach the continental shelf. The reason is that thick columns, as they reach the slope, have
their f/H contours reach the equator along the slope before they reach the shelf. That is, the
f/H contours for thick open ocean columns are almost entirely southward when reaching the
continental slope, so that they cannot climb to shallower depths on the shelf.
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f/H contours for a southern hemisphere Gaussian bump
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f/H contours for a southern hemisphere Gaussian bowl
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f/H contours for a northern hemisphere tanh shelf on the west

Figure 39.5: When a shallow water fluid is governed by the inviscid and adiabatic planetary geostrophic equations
and there is no external forcing, then shallow water fluid columns maintain fixed planetary geostrophic potential
vorticity, D(f/h)/Dt = 0. Ignoring free surface undulations relative to changes in the bottom depth means
that f/H remains fixed following the inviscid geostrophic flow, where z = −H(x, y) = ηb(x, y) is the bottom
topography. We illustrate these geostrophic contours for three topographic features: a Gaussian seamount or
bump and a Gaussian bowl, both in the southern hemisphere; and a western boundary continental slope and shelf
in the northern hemisphere. Contours of f/H follow lines of constant latitude when H is constant, f/H contours
are steered equatorward when moving into a region of shoaling water (H decreases), and steered poleward when
moving into deeper water (H increases). Futhermore, note that contours near the seamount and bowl can close,
in which case the associated geostrophic contours are trapped next to the topographic features.

How planetary β affects f/H contours

The shelf example in Figure 39.5 reveals that for a given change in depth, the latitudinal diversion
of an f/H contour is larger in magnitude for poleward contours relative to equatorward contours.
We here show that this property of the f/H contours arises from planetary β.
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For this purpose, consider a particular f/H contour, on which the latitude and depth change
so as to keep f/H fixed so that

δ(f/H) = 0, (39.71)

where δ is a differential operator following the f/H contour. With f = 2Ω sinϕ, the constraint
(39.71) relates deviations in latitude, δϕ, to deviations in depth, δH, along an f/H contour

δϕ = (δH/H) tanϕ =
f/H

2Ω cosϕ
=

f

H

δH

Re β
=⇒ δϕ

δH
=

f

H

1

Re β
, (39.72)

where we introduced planetary β according to

β = ∂yf = (2Ω/Re) cosϕ. (39.73)

For a particular f/H contour, we see that δϕ/δH is proportional to β−1. Consequently, the
magnitude of δϕ/δH increases moving poleward, as β decreases toward zero.

39.5.3 Spin up of converging flow
Consider the flow shown in Figure 39.6, whereby mass in the shallow water layer converges
into a region. Just as described in the potential vorticity derivation Figure 39.4, increasing the
column thickness, without substantially altering the planetary vorticity (e.g., f -plane), requires
∂ζ/∂t > 0 in order to maintain Q = (ζ + f)/h materially constant. Following our discussion
of the rotating column in Section 39.2, note that convergence of mass reduces the moment of
inertia relative to the center of the region. Angular momentum conservation requires the fluid to
rotate faster thus picking up a positive relative vorticity. This dynamical process is embedded in
the material invariance of potential vorticity. Finally, note that the opposite occurs in a region of
diverging fluid, whereby potential vorticity material invariance implies that the relative vorticity
has a negative tendency (∂ζ/∂t < 0) (see also Figure 39.4).

convergence convergence

stretching

f + ⇣

h
= constant
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Figure 39.6: Illustrating the implications of potential vorticity material invariance for a shallow water fluid on
an f -plane. If mass converges into a region, thus stretching the fluid column, then potential vorticity material
invariance implies the relative vorticity increases, ∂ζ/∂t > 0. This result is directly analogous to the rotating
cylinder example considered in Figures 39.1 and 39.4. Namely, converging a region of constant mass reduces its
moment of inertia so that angular momentum conservation leads to an increase in spin.

39.5.4 Further study
Section 4.5 of Holton and Hakim (2013) discusses the case of flow over topography where the full
shallow water potential vorticity is materially invariant, D(f + ζ)/Dt = 0. In that case there is
a dramatic difference between easterly and westerly flows. In the northern hemisphere, westerly
winds (eastward flow) deflects over the topography and downstream it undulates as topographic
leewaves. A rotating tank offers a useful controlled setting to observe leewaves, such as shown
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near the 20 minute mark in this video from Prof. Fultz. Easterly winds (westward flow) do
not exhibit a wavelike pattern, instead following a trajectory similar to the f/H contours of
planetary geostrophic case, though modified by relative vorticity. In general, the study of flow
near topography, either in the shallow water or continuously stratified, introduces a wealth of
dynamical behaviors where material invariance of potential vorticity provides an important tool
to help unravel mechanisms.

39.6 Circulation with non-conservative processes

We follow the discussion in Section 39.4 to study the evolution of circulation in the presence of
non-conservative processes such as dia-surface transport and boundary stresses (Section 35.6).
For this purpose, consider the velocity circulation around a closed horizontal area, S (see Figure
39.7)

C =

ˆ
S

ζ dS =

‰
∂S
u · t̂dℓ. (39.74)

In this equation, t̂ dℓ is the vector line increment around the contour, and t̂ is the tangent vector
orienting the contour integral in a counterclockwise direction. We assume the circulation contour
extends vertically through the non-vanishing fluid layer4 so that the unit outward normal, n̂, to
the contour is strictly horizontal, as is the tangent vector, t̂. We now seek an evolution equation
for this circulation by making use of the vorticty equation (39.54).

n̂
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@S

Figure 39.7: Illustrating the calculation of circulation around the contour, ∂S, of a static horizontal area, S,
within a layer of shallow water fluid. The circulation theorem (39.78) provides the means to compute the time
changes in circulation as a function of the advection of absolute vorticity crossing the contour plus the circulation
of friction. Note that the contour has a vertical extent throughout the shallow water layer, so that the unit
outward normal, n̂, and the unit tangent direction, t̂, are both horizontal vectors.

To develop an evolution equation for C, integrate the vorticity equation (39.54) over the area
S to yield

ˆ
S

∂ζ

∂t
dS =

ˆ
S

[−∇ · (ζa u+ ẑ × F )] dS = −
˛
∂S

[ζa u+ ẑ × F )] · n̂dℓ, (39.75)

where
¸
symbolizes an integral around the contour. To reach this equation we used the divergence

theorem on the right hand side, with n̂ the horizontal unit outward normal vector along the
contour, ∂S, and dℓ is the line increment along the contour. We also set ∂f/∂t = 0 as part of

4The case of a vanishing layer thickness, such as occurs when allowing for sloped side boundaries as per a
seashore, is handled by studying the thickness weighted velocity equation and the corresponding column vorticity.
We consider this topic in Section 39.8.
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the time derivative of the absolute vorticity. The non-conservative forcing term can be written

(ẑ × F ) · n̂ = (n̂× ẑ) · F = −t̂ · F , (39.76)

thus leading to ˆ
S

∂ζ

∂t
dS = −

˛
∂S
ζa u · n̂dℓ+

‰
∂S
F · t̂dℓ, (39.77)

where


is the counter-clockwise oriented closed contour integral. We next assume the area S is
constant in time, so that the Eulerian time derivative can be pulled across the integral to render

dC

dt
= −

˛
∂S
ζa u · n̂dℓ+

‰
∂S
F · t̂dℓ. (39.78)

The first term on the right hand side arises from the horizontal advection of absolute vorticity
across the contour. This term is not oriented and so the integral sign has no arrow. The second
term arises from the counter-clockwise oriented circulation of any non-conservative accelerations.
We refer to equation (39.78) as a circulation theorem. It has many uses under specific cases,
some of which are described in the remainder of this chapter.

39.6.1 Circulation around a closed streamline in steady flow

As a particular example of the circulation theorem (39.78), consider a steady flow in the absence
of boundary volume sources (w(η̇) = 0). In this case, the thickness equation (35.19) reduces
to ∇ · (hu) = 0 so that we can introduce a transport streamfunction, Ψ (with dimensions of
L3 T−1)

hu = ẑ ×∇Ψ. (39.79)

In a bounded domain, the streamlines (contours of constant Ψ) are closed. Furthermore, the unit
outward normal to a closed streamline is perpendicular to the velocity, u · n̂ = 0. We thus see
that the steady state expression of the circulation theorem (39.78), computed around a closed
streamline, leads to the following constraint on the non-conservative forces

‰
streamline

F · t̂dℓ =
ˆ

streamline area

(∇× F ) · ẑ dS = 0, (39.80)

where the second equality follows from Stokes’ theorem applied over the area bounded by the
streamline. Equation (39.80) provides a constraint on the non-conservative forcing that must be
satisfied to enable a steady flow. For example, when integrated around a closed streamline, the
wind stress forcing must balance dissipation. If the constraint (39.80) is not satisfied, then the
flow cannot reach a steady state. Although we may not know explicit details of the streamlines,
we can still make use of this constraint if we assume the flow is steady. The analysis in Section
39.7 offers an example application of these ideas for studies of circulation in steady ocean gyres.

39.6.2 Circulation from wind stress and Rayleigh drag

A particularly simple form for the non-conservative acceleration is given by

F = −γ u+ τwind/(h ρ) ≡ −γ u+ F wind. (39.81)

The first term is referred to as Rayleigh drag with γ > 0 a constant with dimensions of inverse
time.5 Rayleigh drag damps all flow to rest with γ−1 the e-folding time for the damping. The

5See Section 33.2.4 for more discussion of Rayleigh drag in the context of Ekman mechanics.
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second term in equation (39.81) is the acceleration on the layer from wind stress,

F wind =
τwind

h ρ
, (39.82)

with this form following from the discussion of boundary stresses in Section 35.6.5. Namely,
homogeneity of the shallow water layer renders the contact stress from winds into a body stress
applied throughout the layer.

Plugging the acceleration (39.81) into the time dependent circulation theorem (39.78) leads
to

(d/dt+ γ)C = −
ˆ
∂S
ζa u · n̂dℓ+

‰
∂S
F wind · t̂ dℓ. (39.83)

Specializing to a steady state and choosing the contour as a closed streamline (along which
u · n̂ = 0), renders

C = γ−1

‰
streamline

F wind · t̂ dℓ = (γ ρ)−1

‰
streamline

(τwind/h) · t̂dℓ. (39.84)

This equation says that velocity circulation around a closed streamline is determined by wind
stress circulation around that streamline plus knowledge of the Rayleigh drag damping time
scale γ−1. This result supports our expectation that the steady circulation around a closed
streamline is oriented with the same sense as the applied wind stress.

39.7 A primer on steady ocean gyres
Large-scale gyres are a prominent feature of ocean circulation, with the North Atlantic and
North Pacific middle-latitude gyres two canonical examples. It is particularly remarkable that
ocean gyres are not symmetric in the east-west direction, with a prominent western side where
poleward flow is stronger than the more sluggish equatorward flow in the interior. As shown in
this section, gyre zonal asymmetry is not a response to the wind forcing, with the asymmetry
found even without any zonal variations in the boundary forcing. Instead, it is a manifestation
of the beta effect present for flow on a rotating spherical planet (or idealized as the β-plane from
Section 24.5). The role of

β = ∂yf > 0 (39.85)

in western intensification was first articulated by Stommel (1948), with β encapsulating the
leading order role of the earth’s sphericity on large-scale flows in the atmosphere and ocean.

We have the basic tools in hand to understand the physical balances leading to western
intensification in steady ocean gyres. We follow the traditional approach by focusing on vorticity
balance, which offer a more direct path towards understanding western intensification than the
momentum or axial angular momentum balances used to explore channel flow in Sections 28.5
and 36.7. Furthermore, observe that with western intensification fundamentally relying on β > 0,
then the arguments given below hold for both hemispheres; i.e., gyres are western intensified in
both hemispheres and with either signed wind stress curl. So although we orient the discussion
according to a northern hemisphere anti-cyclonic gyre, the arguments hold in general.

39.7.1 Steady and large-scale vorticity balance
The steady circulation theorem (39.84) holds regardless the bottom topography or surface height
undulations. Again, it says that circulation around a closed streamline is in the same sense as
the wind circulation. However, we need more information to see how western intensification
emerges as a property of the flow in ocean gyres. For that purpose, consider the steady absolute
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vorticity equation (39.54), again in the presence of wind forcing and Rayleigh drag

∇ · (u ζa) = −γ ζ + ẑ · (∇× F wind). (39.86)

Introducting the shallow water potential vorticity, Q = ζa/h, allows us to write

∇ · (u ζa) = ∇ · (huQ). (39.87)

The steady state thickness equation (35.19) means that ∇ · (hu) = 0, so that the vorticity
equation (39.86) takes the form

hu · ∇Q = −γ ζ + ẑ · (∇× F wind). (39.88)

This equation says that in the absence of the Rayleigh friction (γ = 0) and with a zero wind stress
curl, the steady horizontal flow is aligned with potential vorticity contours. This result follows
directly from the material invariance of potential vorticity in the absence of non-conservative
processes. However, in the presence of Rayleigh drag and/or wind stress curl, the potential
vorticity is modified when following the flow so that u · ∇Q ̸= 0, in which case the circulation
does not follow Q contours.

39.7.2 Planetary geostrophic flow and the Sverdrup balance

For large-scale flow away from lateral boundaries, the flow has an absolute vorticity that is
dominated by planetary vorticity so that

Q ≈ Qpg = f/h, (39.89)

which is the potential vorticity for shallow water planetary geostrophic flow introduced in Section
39.5.2 and studied more thoroughly in Sections 31.5 and 43.4. In this flow the only means for
changing potential vorticity arise from changes to planetary vorticity (changes to f) and changes
to layer thickness, h.

Away from boundaries we also assume the Rayleigh drag term is negligible since the relative
vorticity is small. In this case, the potential vorticity equation (39.88) takes the form

hu · ∇Qpg = ẑ · (∇× F wind). (39.90)

Expanding the left hand side and introducing the planetary vorticity gradient renders the shallow
water Sverdrup balance

β v = Qpg u · ∇h+ ẑ · (∇× F wind) shallow water Sverdrup balance. (39.91)

This balance states how horizontal advection of layer thickness (first right hand side term) plus
the wind stress curl (second term) balance meridional motion for flow on a rotating sphere (beta
effect on left hand side). Gradients in the layer thickness arise from free surface undulations as
well as gradients in the bottom topography (see Figure 35.1). The traditional Sverdrup balance
arises when we assume the flow takes place over a flat bottom and the free surface undulations
are negligible, in which case ∇h = 0 so that

β v = ẑ · (∇× F wind) traditional Sverdrup balance. (39.92)

This balance is also suited to a stratified ocean in regions where the upper ocean flow does not
interact with the bottom, such as in regions far from the continental shelves, or in regions where
vertical stratification (i.e., the pynocline) shields the upper ocean flows from bottom topography.
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39.7.3 Taylor-Proudman, Sverdrup balance, and f/h invariance
Material invariance of planetary geostrophic potential vorticity, Qpg = f/h, has a geometric
interpretation in terms of the Taylor-Proudman vertical stiffening discussed in Section 31.5.3.
As shown in Figure 39.8, since Qpg is materially conserved then so is the stiffness distance,
hstiff = h/ sinϕ = 2Ω/Qpg, where we wrote the Coriolis parameter as f = 2Ω sinϕ. Material
invariance of hstiff manifests the Taylor-Proudman effect, whereby geostrophically balanced fluid
columns are stiffened in the direction of the rotation axis. Here, the rotation axis is the planetary
axis through the poles.

Vertical fluid columns respecting the planetary geostrophic balance are stiffened in a direction
that parallels the planetary rotation axis. As a result, processes that cause the layer thickness,
h, to squash/compress must occur with equatorward movement, whereas expansion/stretching
of layer thickness occurs with poleward movement. Figure 39.8 provides a geometric lens for
understanding the shallow water Sverdrup balance (39.91) discussed in Section 39.7.2, with
boundary stresses and nonlinear advection leading to changes in layer thickness and so leading
to meridional motion. This geometrical view makes it clear that Sverdrup balance requires
planetary curvature.
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Figure 39.8: This figure depicts a homogeneous layer of shallow water fluid (light gray shell; not drawn to
scale!) covering a rotating planet, with h the fluid layer thickness. Material invariance of planetary geostrophic
potential vorticity, Qpg = f/h = 2Ω sinϕ/h, also means that the distance, hstiff = h/ sinϕ = 2Ω/Qpg, is materially
conserved. Material conservation of hstiff reflects the vertical stiffening along the rotational axis that occurs for
geostrophic flows as per the Taylor-Proudman effect (Section 31.5.3). Processes that change the layer thickness
correspond to meridional movement of the fluid column in such a manner to maintain material invariance of hstiff.
Namely, a process that causes h to squash/compress leads to equatorward movement whereas expanding/stretching
h leads to poleward movement. This constrained motion extends to multiple shallow water layers, yet with the
interior interfaces allowed to expand or contract. This figure is inspired by Figure 1 of Rhines (1980).

39.7.4 Sverdrup flow in a closed domain with anti-cyclonic wind stress
Consider a closed northern hemisphere middle latitude β-plane domain driven by an anti-cyclonic
wind stress

ẑ · (∇× F wind) < 0 northern hemisphere anti-cyclonic wind stress. (39.93)

This situation is depicted in Figure 39.9, where we also illustrate a commonly used wind stress
profile that is purely zonal and has a co-sinusoidal meridional structure that is symmetric about
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the central latitude of the domain

F wind = −x̂A cos[π (y − y0 + L/2)/L] (39.94a)

ẑ · (∇× F wind) = −(π A/L) sin[π (y − y0 + L/2)/L]. (39.94b)

In these equations, A > 0 is the magnitude of the wind stress acceleration applied to the layer,
and the domain extends meridionally from y0 − L/2 ≤ y ≤ y0 + L/2 with y = y0 the central
latitude. This wind stress has westerlies on the poleward side of the domain and easterlies (trade
winds) on the equatorward side so that ẑ · (∇× τ ) < 0 throughout the domain.

The Sverdrup balance (39.92) indicates that an anti-cyclonic wind stress curl drives an
equatorward Sverdrup flow. We emphasize that this flow is not the result of meridional winds
pushing the fluid to the south. Instead, it arises in response to the constraints of vorticity
balance with an anti-cyclonic wind stress curl in the presence of the beta effect. Indeed, for the
idealized wind stress (39.94a) there is no meridional wind component. Although fluid satisfying
Sverdrup balance flows south, all the fluid in the domain cannot be moving to the south. Rather,
volume conservation requires a poleward return flow somewhere outside the region of Sverdrup
balance.
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Figure 39.9: Illustrating the southward Sverdrup flow in response to an anti-cyclonic wind stress forcing in a
bounded northern hemisphere domain. A northward return flow is required to satisfy volume conservation. As
seen in Section 39.7.5, a linear vorticity balance between beta, winds, and friction lead to a western boundary
return flow and corresponding western intensification. An analogous eastern intensification is not dynamically
allowed.

39.7.5 Western intensification and the role of beta
Volume conservation is a kinematic constraint that requires a return flow on either the eastern or
western side of the domain, outside the region of Sverdrup balance. But what side? We offer the
following arguments for the western side, with these arguments representing the basic elements
to the Stommel model.

Inertial entry into a boundary layer region

Recall the discussion of Figure 38.4 where we considered how inviscid flow of a two-dimensional
non-divergent fluid over a flat bottom region materially preserves absolute vorticity in the
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presence of a meridional barrier. To materially preserve absolute vorticity (and ignoring free
surface undulations relative to the depth of the fluid), the flow can deviate meridionally, either
northward or southward, when encountering a western wall. In contrast, such meridional
deviation is prohibited for absolute vorticity preserving flow that encounters an eastern wall.
So in referring to Figure 39.9, southward flow can make a turn westward towards the western
boundary, enter the boundary layer, and move northward within the boundary layer. It cannot
do so for the eastern side. The central limitation of this argument concerns the presence of
dissipation in the boundary, in which absolute vorticity is no longer materially preserved. Even
so, the argument offers a useful first suggestion for the flow favoring the western side.

Steady vorticity balance and a role for dissipation

Even if the western side is the preferred region for the return flow, we still need an argument for
intensification of that flow. To develop an argument, recall that the return flow region is not in
Sverdrup balance. To see what terms can break that balance, consider again the steady vorticity
balance (39.88). Continuing to assume a flat bottom and rigid lid surface leads to

β v = −γ ζ + ẑ · (∇× F wind), (39.95)

where we dropped the nonlinear advection term u · ∇ζ (the “inertial” term) since we wish to
determine whether a linear balance can give rise to western intensification (we return to this
assumption in Section 39.7.9). The Rayleigh drag on the right hand side breaks the Sverdrup
balance in regions where the relative vorticity is nontrivial. Since we know there must be a
return flow somewhere in the domain, we know there must be a region where dissipation is
sufficiently strong to break Sverdrup balance.

What is required for the steady and linear dissipative vorticity balance (39.95) to be main-
tained in the northward return flow region? To answer this question, expose the signs on the
terms in equation (39.95)

β v︸︷︷︸
positive

+ γ ζ︸︷︷︸
unspecified

= ẑ · (∇× F wind).︸ ︷︷ ︸
negative

(39.96)

We have β v > 0 since we are concerned with the region of northward return flow, and ẑ · (∇×
F wind) < 0 by assumption of anti-cyclonic wind stress over the full domain. Hence, for the
balance (39.96) to be realized requires ζ < 0, with the value large enough to balance both the
winds and the meridional advection of planetary vorticity

γ ζ︸︷︷︸
negative

= −β v︸ ︷︷ ︸
negative

+ ẑ · (∇× F wind).︸ ︷︷ ︸
negative

(39.97)

For anti-cyclonic gyre flow, as required by the circulation condition (39.84), the only way to
realize ζ < 0 of sufficient magnitude is to have an intensified flow along the western side of the
gyre. In this region, ζ ≈ ∂v/∂x < 0 can become sufficiently large in magnitude. Furthermore,
since the wind stress is applied throughout the domain, all streamlines feel the winds and must
pass through the western boundary region where vorticity is enhanced and Rayleigh drag is able
to balance the winds and planetary advection. The required boundary current flow is depicted
in Figure 39.9.

The importance of beta

In the absence of beta, there would be no interior region in Sverdrup balance driving southward
flow. The flow would thus only be subject to the circulation condition (39.84) whereby linear
flow can symmetrically dissipate the wind stress. Hence, the beta effect is the fundamental
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element that causes poleward flow to intensify along the western side of the gyre in response to
the equatorward interior flow.

Western intensification regardless the sense for the wind stress curl

The steady circulation theorem (39.84) means that the flow circulation is in the same sense as
the wind circulation. The arguments offered above for western intensification focused on the
anti-cyclonic winds, as per the middle latitude gyres in the northern hemisphere Atlantic and
Pacific oceans. What if the winds were cyclonic? In that case, the steady circulation theorem
(39.84) means that the circulation is also cyclonic. Even so, the arguments based on the beta
effect still result in western intensification. Namely, with cyclonic winds the interior Sverdrup
flow is northward, so that the return flow must be southward. For this case, equation (39.97)
now takes the form

γ ζ︸︷︷︸
positive

= −β v︸ ︷︷ ︸
positive

+ ẑ · (∇× F wind).︸ ︷︷ ︸
positive

(39.98)

Again, we find that vorticity arguments lead to western intensifiction of the cyclonic gyre.

The Stommel equation for the streamfunction

By assuming a rigid lid and homogeneous fluid layer, the fluid velocity is horizontally non-
divergent and so it can be written in terms of a streamfunction

∇ · (hu) = h∇ · u = 0 =⇒ u = ẑ ×∇ψ = h−1 ẑ ×∇Ψ, (39.99)

where Ψ is the streamfunction for the thickness weighted velocity from equation (39.79). Intro-
ducing the streamfunction into the linearized vorticity balance (39.95) leads to

(γ∇2 + β ∂x)ψ = ẑ · (∇× F wind). (39.100)

We encountered this linear partial differential equation in Section 38.6.4 when studying the
beta plume. The two problems describe steady gyre circulations in the presence of Rayleigh
drag, the beta effect, and wind stress curl. For the beta plume we ignored boundaries and
solved for the free space Green’s function shown in Figure 38.7. Here, the western boundary is a
fundamental feature of the problem, with further analysis prompting the use of rudimentary
boundary layer theory to match the interior Sverdrup solution to the boundary region. That
analysis is summarized in Section 19.1.3 of Vallis (2017).

39.7.6 A role for bottom pressure torques
Recall the shallow water Sverdrup balance (39.91), here with the addition of Rayleigh drag

β v = Qpg u · ∇h− γ ζ + ẑ · (∇× F wind). (39.101)

For the right hand side, we have thus far considered a flat bottom and ignored free surface
undulations, in which case ∇h = 0. In this case, the only way to balance meridional motion on
a beta plane is to invoke non-conservative processes either from wind stress or Rayleigh drag.

Spatial variations in the bottom topography open up the possibility for an inviscid balance

β v = Qpg u · ∇h, (39.102)

or more generally a balance where frictional vorticity sinks are unimportant except for regions
very close to the boundary. For example, consider northward flow in the northern hemisphere
along a shallow western continental shelf. Assume the bottom topography only has variations in
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the zonal direction, with ∂xh > 0 reflecting deeper water to the east of the shelf. The inviscid
vorticity balance (39.102) thus takes the form

β v = (f/h)u ∂xh. (39.103)

Since β v > 0 and (f/h) ∂xh > 0, we must have u > 0. Hence, flow departs from purely northward
motion by leaving the shelf and moving into deeper waters. This behavior is also revealed by
the western shelf example in Figure 39.5, where the f/H contours deviate from contours of
constant depth when there is a nonzero β. As examined in this section, the bottom pressure
torque, arising from bottom topographic form stress, plays the lead role in the corresponding
vorticity balance.

Curl of the form stresses

In the present analysis, we are only concerned with that portion of u · ∇h directly arising from
pressure gradients. We thus consider just the geostrophic flow to arrive at

u · ∇h = (g/f)∇h · (ẑ ×∇η) = (g/f) ẑ · (∇η ×∇h). (39.104)

It is this term that contains the various pressure torques arising from form stresses. But before
unpacking those torques, briefly return to the above shelf example and note that with ∇h = x̂ ∂xh
then there is a nonzero u · ∇h only with a nonzero ∂yη, which in turn means there is a nonzero
zonal geostrophic flow. As noted above, this zonal flow is a consequence of the sloping bottom
topography.

Pressure torques

Returning to the general situation, we determine the expressions for the pressure torques
contained in the term u · ∇h by making use of the hydrostatic relation pb = pa + ρ g h, and the
layer thickness, h = η − ηb (see Figure 35.1), in which case

u · ∇h = (g/f) ẑ · (∇η ×∇h) (39.105a)

= 1/(ρ f) ẑ · [∇× (pa∇η) +∇η ×∇pb] (39.105b)

= 1/(ρ f) ẑ · [∇× (pa∇η)−∇× (pb∇ηb) +∇h×∇pb] (39.105c)

= 1/(ρ f) ẑ · [∇× (pa∇η)−∇× (pb∇ηb) +∇pb ×∇pa/(ρ g)] . (39.105d)

The first and second terms are the curls of the pressure form stresses applied to the surface
(atmospheric) and bottom boundaries (Section 28.2), respectively, which we refer to as the
atmospheric and bottom pressure torques. The third term is a torque arising from misalignment
of the applied pressure and bottom pressure. Inserting equation (39.105d) in the vorticity
balance (39.101) leads to the steady balance

β ρh v = ẑ · [∇× (pa∇η)−∇× (pb∇ηb) +∇pb ×∇pa/(ρ g)] + ρ h [−γ ζ + ẑ · (∇× F wind)] .
(39.106)

We consider a few special cases to see how the pressure torques affect the meridional flow in a
gyre circulation, with a focus on bottom pressure torque since this term is generally far larger
than those torques involving the atmospheric pressure.

Inviscid balance between meridional flow and bottom pressure torque

In the absence of friction and wind forcing, and with a uniform atmospheric pressure (∇pa = 0),
then β times the depth integrated meridional mass transport in equation (39.106) is balanced
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by the bottom pressure torque (i.e., curl of the topographic form stress)

β ρh v = −ẑ · (∇× pb∇ηb) linear inviscid and unforced. (39.107)

Again consider the example of northward flow along a western continental shelf. In this case,
∇ηb = x̂ ∂xηb < 0, so that the balance (39.107) reduces to

β ρh v = ∂ypb ∂xηb. (39.108)

This balance says that if the bottom depth increases eastward away from the shelf, so that
∂xηb < 0, then northward flow corresponds to a northward decrease in the bottom pressure,
∂ypb < 0. That is, the northward flow is directed down the bottom pressure gradient.

Association rather than causality

The inviscid planetary geostrophic balance (39.107) does not express causality. Rather, it
expresses a balance or association that is maintained by steady linear flows in the presence of
sloping topography. Hence, it is incorrect to say that bottom pressure torque gives rise to (i.e.,
causes) inviscid planetary geostrophic flow. Rather, the balance (39.107) says for planetary
geostrophic flow, there is no bottom pressure torque without a meridional flow, and conversely
there is no meridional flow without bottom pressure torque.

Vanishing topographic form stress curl for geostrophic f -plane motion

From the balance (39.107), we find that a linear inviscid and unforced geostrophic flow on an
f -plane satisfies

ẑ · (∇× pb∇ηb) = ẑ · (∇pb ×∇ηb) = 0 β = 0. (39.109)

When we can ignore the applied surface pressure, pa = 0, then the bottom pressure is given
by pb = g ρ h = g ρ (η − ηb), in which case ẑ · (∇pb ×∇ηb) = ẑ · (∇η ×∇ηb). Evidently, linear
inviscid and unforced geostrophic flow on an f -plane means that ẑ · (∇η ×∇ηb) = 0. That is,
isolines of surface height align with isolines of bottom topography. Conversely, surface height
contours that deviate from bottom topography contours signal the role of friction and/or β
acting on the planetary geostrophic flow.

Local generation of bottom pressure torque

The beta effect provides an inviscid means to balance a misalignment between the surface height
and the bottom topography, with misalignment required to generate a nonzero topographic form
stress curl, which we have been referring to as the bottom pressure torque. We discussed an
analogous misalignment is Section 36.7 when studying the force balances in a steady zonally
re-entrant channel with bottom topography. Wind stress forcing and dissipation offer another
means to balance (η, ηb)-misalignment, as seen merely by rewriting the vorticity balance (39.106)
as an expression for the bottom pressure torque

ẑ · (∇× pb∇ηb) =
− β ρh v + ẑ · [∇× (pa∇η) +∇pb ×∇pa/(ρ g)] + ρ h [−γ ζ + ẑ · (∇× F wind)] . (39.110)

In our discussion of western intensification in Section 39.7.5, we ignored the role of bottom
pressure torque. However, as seen by this balance, bottom pressure torque plays a role when
topography and surface height are misaligned, with that role in some locations more important
than friction. Ssee Becker and Salmon (1997), Hughes (2000), Hughes and de Cueves (2001),
Jackson et al. (2006) and Patmore et al. (2019) for examples.
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39.7.7 Properties of area integrated bottom pressure torques
Consider a simply connected fluid domain bounded by an isobath. Stokes’ theorem reveals that
the integral of the bottom pressure torque, ẑ · (∇× pb∇ηb), vanishes when computed over the
area bounded by any isobath

ˆ
S

ẑ · (∇× pb∇ηb) dS =

‰
∂S
pb∇ηb · t̂dℓ = 0. (39.111)

The integrand for the line integral vanishes pointwise since, by construction, the boundary, ∂S,
is determined by an isobath so its the tangent vector, t̂, is orthogonal to ∇ηb. The identical
argument holds for an area bounded by an isobar of bottom pressure since, for any region,

ˆ
S

ẑ · (∇× pb∇ηb) dS = −
ˆ
S

ẑ · (∇× ηb∇pb) dS = −
‰
∂S
ηb∇pb · t̂ dℓ. (39.112)

Now if the region is bounded by an isobar, then ∇pb · t̂ = 0 at each point along the region
boundary. With a bit more work, we can show that the area integral of the bottom pressure
torque vanishes for an annular region bounded by any two isobaths or any two bottom pressure
isobars. The proof is presented in the caption to Figure 39.10.

These mathematical identities mean that bottom pressure torque plays no role in the
area integrated vorticity budget for regions bounded by isobaths or bottom pressure isobars.
In particular, taking a contour that encircles the global ocean reveals that bottom pressure
torque does not alter the global area integrated vorticity. Equivalently, topographic form
stresses integrated around a closed contour defined by an isobath or isobar do not alter the
circulation around that contour. Evidently, topographic form stress cannot spin-up or spin-down
the circulation around a contour determined by isobaths or bottom pressure isobars. Other
processes, such as flow nonlinearities, viscous friction, and/or boundary stresses, must play role
in determining the circulation since their contour integrals are unconstrained. As studied by
Stewart et al. (2021), these very special properties of bottom pressure torque and topographic
form stress introduce a variety of nuances when interpreting the area integrated vorticity budget.
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Figure 39.10: Stokes’ theorem is generally applicable in a simply connected region. However, an annulus region,
S, is not simply connected since it has a hole. To apply Stokes’ theorem over an annulus we imagine snipping the
outer contour, ∂S1, and inner contour, ∂S2, and then connecting the two ends of the snipped contours as shown
here. In this manner we convert the non-simply connected annulus into a simply connected region, over which we
can apply Stokes’ theorem in the naive manner. Importantly, we see that the the two segments connecting the
inner and outer contour are traversed in opposite directions when performing the contour integral. Assuming all
functions are smooth, we can take the limit as these two contours get infinitesimally close, in which they cancel
identically. This limit also recovers the connected outer and inner contours. If the outer and inner contours
are defined by isobaths or bottom pressure isobars, then the bottom pressure torque identically vanishes on the
contours. In this manner we have proven that the bottom pressure torque vanishes within the annulus region. We
make use of this method in Exercise 40.10 when considering the circulation in an ocean domain with islands.
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39.7.8 Advection-diffusion of the steady streamfunction6

Since the steady state flow satisfies ∇ · (hu) = 0, we can introduce a streamfunction

hu = ẑ ×∇Ψ, (39.113)

in which case the relative vorticity becomes

ζ = ẑ · (∇× u) = ∇ · (h−1∇ψ), (39.114)

and the steady vorticity equation (39.88) can be written

ẑ · (∇Ψ×∇Q) = −γ∇ · (h−1∇Ψ) + ẑ · (∇× F wind). (39.115)

Following Welander (1968), we interpret equation (39.115) as a steady advection-diffusion
equation for Ψ. Namely, introduce the horizontally non-divergent vector

u(Q) = ẑ ×∇Q, (39.116)

in which case the streamfunction equation (39.115) becomes

u(Q) · ∇Ψ = γ∇ · (h−1∇Ψ)− ẑ · (∇× F wind). (39.117)

With zero wind stress curl and zero Rayleigh drag, the contours of the steady streamfunction
are aligned with u(Q); that is, Ψ and Q contours are parallel. In the presence of Rayleigh drag,
the streamfunction deviates from the Q contours, as it does in the presence of a wind stress curl.

These results represent a mere repackaging of results found earlier. Even so, the advection-
diffusion interpretation offers complementary insights into the patterns of the steady stream-
function. Indeed, as we see in Section 39.9, the advective-diffusive interpretation proves very
useful when studying patterns of steady sea level in planetary geostrophic gyres.

39.7.9 Comments and further study

Friction is needed to close the vorticity budget in a flat bottom linear ocean

This video from SciencePrimer provides a concise summary of the dynamics of ocean gyres and
western boundary intensification due to the beta effect. Chapter 19 of Vallis (2017) provides a
lucid treatment of ocean gyre dynamics by working through the key features of the Stommel
(1948) model, as well as variants such as that from Munk (1950), who considered a viscous
closure (most important next to side boundaries) rather than the Rayleigh drag used by Stommel.
The Stommel model and its variants are themselves very idealized renditions of the ocean gyres
occuring in Nature. Notable further factors become important in studying Nature’s gyres, such
as topography (briefly discussed in Section 39.7.6), flow nonlinearities and instabilities (recall
we dropped the inertial term in Section 39.7.5, thus focusing on linear balances), turbulent
boundary layers, and coupled air-sea processes. Each of these processes render the study of
western boundary currents one of the most complex and timeless areas of physical oceanography.

Distinguishing beta-induced western boundary currents from frictional boundary layers

Western intensification of the gyre, implied by β > 0, is distinct from a frictional boundary layer,
implied by a no-slip side boundary (e.g., Section 25.8). Namely, a frictional western boundary
layer, supported by a no-slip solid earth boundary, leads to cyclonic flow within the boundary

6We study the physics of advection and diffusion in Chapter 69. For Section 39.7.8 we only require a few
basic features of this equation.
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layer. In contrast, as discussed in this section, planetary β-induced western intensification gives
rise to anti-cyclonic flow in the western boundary current. This distinction emphasizes the
importance of the side boundary condition, be it no-slip, free-slip, or partial slip. Namely, the
free-slip boundary does not support the cyclonic boundary layer of the no-slip. As explored
in Kiss (2002) and Kiss (2004), these distinct boundary conditions lead to distinct boundary
current properties, with impacts on the dynamics of how the boundary current separates from
the side.

Topographic form stress reduces the fundamental role of friction

Friction plays a central role in the Stommel and Munk models of western intensification. As
described in Chapter 19 of Vallis (2017), there have been attempts to produce an inviscid (and
unforced) gyre solution, with the study from Fofonoff (1954) of particular note. We consider
elements of the Fofonoff gyre in Exercise 38.12. Additionally, we raised the importance of sloping
sides in Section 39.7.6 and in the earlier discussion of axial angular momentum in Section 28.5.
Sloping sides enable bottom topographic form stress and bottom pressure torques to dominate
over bottom turbulent stresses and turbulent torques. In so doing, sloping sides play a leading
role in gyre balances, though we did note in the discussion surrounding equation (39.111) that
friction remains essential to close the vorticity balance integrated around the gyre. The role of
sloping sides for gyre circulations was emphasized by Hughes (2000), Hughes and de Cueves
(2001), with Stewart et al. (2021) identifying further nuances related to the integrated properties
in Section 39.7.7.

Flow nonlinearities also reduce the role of friction

Furthermore, we ignored the role of nonlinearities, which generally require the use of numerical
models to investigate. Indeed, one of the first numerical simulations was from Bryan (1963), who
showed that western boundary currents in a flat bottom gyre generally experience hydrodynamical
instabilities when the flows become strong enough. Becker and Salmon (1997) and Becker (1999)
further studied the case of a nonlinear gyre circulation in the presence of a sloping side shelf,
thus allowing for the role of both nonlinearities and topographic form stress in the vorticity
balance. These, and many other, studies allow for inviscid contributions to the vorticity balance,
thus alleviating the need for invoking strong frictional effects found in the models of Stommel
and Munk.

39.8 Column vorticity
Throughout this chapter we have focused on vorticity as defined by the curl of the horizontal
velocity, ζ = ẑ · (∇×u). Since flow within a shallow water layer moves in coherent and extensible
vertical columns (Section 35.2), the shallow water vorticity measures the spin of a shallow water
column.

We can also measure the column spin by considering the curl of the thickness weighted
velocity

Σ = ẑ · ∇ × (hu) = h ζ + ẑ · ∇h× u. (39.118)

We refer to Σ as the column vorticity, though note that it has the dimensions of a velocity due
to the thickness weighting. In addition to the thickness weighted relative vorticity, the column
vorticity measures the misalignment between the layer thickness gradient and the velocity, with
ẑ · ∇h × u generally nonzero especially for geostrophic flows. Hence, the second term offers
an extra measure of the spin for the fluid column beyond the relative vorticity measure.7 The

7Exercise 39.8 offers a particular example of a geostrophic flow that is aligned perpendicular to ∇h, as found
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layer thickness factor ensures that Σ directly probes stresses acting at the layer interfaces, as
well as stresses within the fluid layer. Besides its intrinsic interest, this analysis is motivated by
studies of the depth integrated flow commonly pursued in oceanography, with examples studied
in Chapter 44. It also provides a venue for studying vorticity in those situations where the
shallow water layer thickness vanishes, such as for a shallow water layer along a sloping side
boundary.

39.8.1 Formulating the column vorticity equation
To formulate the dynamical equation for Σ, we start from the momentum equation (36.29)

∂(hu)

∂t
+∇ · (hu⊗ u) + f ẑ × (hu) = −g h∇ηeff + fnc (39.119)

where
fnc = hF (39.120)

is the thickness weighted acceleration (dimension of squared velocity) arising from non-conservative
processes, such as from horizontal strains in the presence of viscosity and the boundary transfer
of turbulent momentum such as through winds and bottom drag (see Section 35.6). For example,
recall the acceleration given by equation (39.81), which is built from Rayleigh drag plus wind
stress, in which case

fnc = −γ hu+ τwind/ρ = −γ hu+ hF wind. (39.121)

Taking the vertically projected curl of equation (39.119) leads to

∂tΣ+ ẑ · ∇ × [∇ · (hu⊗ u)] +∇ · (f hu) = −g ẑ · (∇h×∇ηeff) + ẑ · (∇× fnc). (39.122)

Let us now examine each of these terms and offer physical interpretations.

Frictional torques and boundary pressure torques

The term ẑ · (∇×fnc) in equation (39.122) provides a torque from boundary stresses and interior
viscous stresses. The term g∇h×∇ηeff provides a torque whenever the thickness gradients are
not aligned with the gradients in the effective surface height. We can write this term in the
equivalent form based on the following identities

ρ g∇h×∇ηeff = ρ g∇h×∇η +∇h×∇pa (39.123a)

= −∇pa ×∇η +∇pb ×∇η +∇(pb − pa)×∇pa/(ρ g) (39.123b)

= −∇pa ×∇η +∇pb ×∇[η + pa/(ρ g)] (39.123c)

= −∇pa ×∇η +∇pb ×∇[ηb + h+ pa/(ρ g)] (39.123d)

= −∇pa ×∇η +∇pb ×∇ηb (39.123e)

= ∇× (−pa∇η + pb∇ηb), (39.123f)

where we made use of the hydrostatic relation pb = pa + ρ g h. We thus see that −g∇h×∇ηeff =
ρ−1∇× (pa∇η− pb∇ηb) arises from pressure torques acting on the surface and bottom interfaces
of the shallow water layer. These torques spin the column if there is a misalignment between
the boundary pressure gradients and the boundary surface slopes. Notably, it is commonly the
case that the torque associated with the applied surface pressure is far smaller than that from
the bottom pressure, in which case

−g∇h×∇ηeff ≈ −ρ−1∇× (pb∇ηb) = −ρ−1∇pb ×∇ηb. (39.124)

in a geostrophic shallow water front.
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Torque from the nonlinear transport

The nonlinear term ẑ · ∇ × [∇ · (hu⊗ u)] can be written

ẑ · ∇ × [∇ · (hu⊗ u)] = ẑm ϵmst ∂s[∂n (hun ut)] (39.125a)

= ∂n ∂s[(hun) ϵmst ẑm ut] (39.125b)

= ∂n[∂s(hun) ϵmst ẑm ut + hun ζ] (39.125c)

= −∂n[ϵsmt ẑm ut ∂s(hun)] +∇ · (h ζ u), (39.125d)

which exposes the divergence of the thickness weighted advective flux of relative vorticity. Further
manipulations lead to

−∂n[ϵsmt ẑm ut ∂s(hun)] = −∂n[ϵsmt ẑm ut un ∂sh+ ϵsmt ẑm ut h ∂sun] (39.126a)

= ∂n[ẑm (ϵmst ∂shut)un − h ϵsmt ẑm ut ∂sun] (39.126b)

= ∇ · [ẑ · (∇h× u)u]− ∂n[h (ẑ × u) · ∇un] (39.126c)

= ∇ · [ẑ · (∇h× u)u] +∇ · [h (v ∂x − u ∂y)u], (39.126d)

so that the nonlinear term takes the form

ẑ · ∇ × [∇ · (hu⊗ u)] = ∇ · [Σu+ h (v ∂x − u ∂y)u] = ∇ · [Σu+ h (uclock · ∇)u]. (39.127)

The first term inside the square bracket is the advective flux of Σ. The second term is the
thickness weighted transport of u by the clockwise rotated horizontal velocity

uclock = −ẑ × u. (39.128)

39.8.2 Summary of the column vorticity equation

The above manipulations bring the Σ equation (39.122) into the flux-form

∂tΣ = −∇ · JΣ + ρ−1 ẑ · ∇ × [−pa∇η + pb∇ηb + ρfnc], (39.129)

where

JΣ ≡ [h f +Σ+ h (v ∂x − u ∂y)]u = h ζa u+ [v (∂xh+ h ∂x)− u (∂yh+ h ∂y)]u (39.130)

is the total flux of Σ. The corresponding material time derivative form of equation (39.129) is
given by

DΣ

Dt
+Σ∇ · u+∇ · [h f u+ h (v ∂x − u ∂y)u] = ρ−1 ẑ · ∇ × [−pa∇η + pb∇ηb + ρfnc]. (39.131)

The thickness equation (35.119)

Dh

Dt
= −h∇ · u+ w(η̇), (39.132)

brings equation (39.131) into the form

h
D(Σ/h)

Dt
+∇· [h f u−h ẑ ·(u×∇)u] = −Σw(η̇)

h
+ρ−1 ẑ ·∇× [−pa∇η+pb∇ηb+ρfnc], (39.133)

where we wrote
v ∂x − u ∂y = −ẑ · (u×∇). (39.134)
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39.8.3 Steady linear column vorticity balance and the island rule
To garner experience with the column vorticity equation (39.129), consider the steady state and
assume JΣ is dominated by the planetary vorticity

JΣ ≈ h f u, (39.135)

in which case the budget equation (39.129) reduces to the balance

∇ · (h f u) = ρ−1 ẑ · ∇ × [−pa∇η + pb∇ηb + ρfnc]. (39.136)

Hence, torques due to interface pressures and turbulent stresses are balanced by the divergence
of the thickness weighted advective flux of planetary vorticity. Furthermore, since ∇ · (hu) = 0
in the steady state, equation (39.136) takes the form

ρ hβ v = ẑ · ∇ × (−pa∇η + pb∇ηb + ρfnc), (39.137)

which connects to the discussion of pressure torques given in Section 39.7.6. It says that for
planetary geostrophic flow, meridional transport in the presence of β ̸= 0 is balanced by the
torques arising from atmospheric and bottom form stresses, as well as from non-conservative
processes such as wind stress, viscous friction, and bottom drag.

Formulating an integral balance

The local balance (39.136) holding for planetary geostrophic flow leads to an integral balance
through an area integral computed over an arbitrary closed domain

˛
S

∇ · (h f u) dS = ρ−1

˛
S

ẑ · ∇ × [−pa∇η + pb∇ηb + ρfnc] dS. (39.138)

Making use of Gauss’ divergence theorem on the left hand side and Stokes’ curl theorem on the
right hand side renders

˛
∂S
h f u · n̂dℓ = ρ−1

‰
∂S

[−pa∇η + pb∇ηb + ρfnc] · t̂ dℓ. (39.139)

The left hand side is a contour integral with n̂ the unit outward normal along the contour.
The right hand side is also a contour integral, yet with t̂ the unit tangent along the contour
oriented in the counter-clockwise sense. The integral balance (39.139) says that the advective
transport of planetary vorticity leaving the closed region (left hand side) is balanced by the
oriented contour integral of the pressure and turbulent stresses.

The integral balance (39.139) is a rather remarkable statement that equates the transport
leaving a region (left hand side) to pressure and turbulent stresses integrated along the region
boundary (right hand side). For example, if the contour used to compute the integrals in equation
(39.139) follows a closed streamline, on which u · n̂ = 0, then the left hand side vanishes, which
in turn means that the right hand side contour integral must also vanish. Godfrey (1989) chose
another contour, such as that depicted in Figure 39.11, and made some assumptions about the
stresses along the contour. His assumptions allow for an estimate of the transport, with this
estimate having proven quite useful for many purposes. We present the arguments next.

Assumptions about the stresses

A portion of the red contour in Figure 39.11 traverses the eastern boundary on both Island A
and Island B. As shown in Section 39.7, friction in the eastern boundary region of an ocean
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gyre is much less than the western boundary, motivating us to ignore friction (either viscous or
bottom drag) along the eastern boundary portions of the contour. Likewise, friction is generally
small for the open ocean portion along the two latitudinal lines. Hence, wind stress is the only
non-conservative process that affects the right hand side of equation (39.139).

Godfrey (1989) furthermore ignored pressure form stresses and their associated torques. This
assumption is reasonable for the atmospheric form stress, −pa∇η, which is generally quite small
(it is zero for a rigid lid approximation). However, the bottom form stress, pb∇ηb, and the
associated bottom pressure torque, can be larger than the wind stress and wind stress curl,
especially near the continential margins and with strong currents. Hence, ignoring bottom
pressure torque is an unsatisfying assumption.

The island rule
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fsouth

Figure 39.11: Illustrating the island rule with two land masses (“islands”). The red contour surrounds all of
Island A and traverses along the eastern side of both Island A and Island B. The northern contour extends along
a constant latitude line with a corresponding Coriolis parameter fnorth, whereas the southern contour has Coriolis
parameter fsouth. Ignoring any precipitation or evaporation crossing the surface, steady state volume conservation
means that the same meridional transport, T, crosses both the southern and northern contours. Godfrey’s island
rule (39.142) provides an estimate for this transport when given the wind stress along the contour.

The islands are material surfaces so that u · n̂ = 0 along those portions of the contour that
are adjacent to the coasts. Integrating along the northern latitude, with n̂ = ŷ, yields

fnorth

ˆ
ynorth

h v dx ≡ fnorth T, (39.140)

where T is the meridional transport. Ignoring any volume transport through the layer surface
(e.g., w(η̇) = 0), the steady transport crossing the northern boundary equals to that crossing the
southern boundary, so that

fsouth

ˆ
ysouth

h v dx ≡ fsouth T. (39.141)

Making use of these results in the integral balance (39.139), and following the above assumptions
about the boundary stresses, leads to Godfrey’s island rule

ρT =
1

fnorth − fsouth

‰
∂S
τwind · t̂ dℓ, (39.142)

where τwind is the wind stress, and where the minus sign on fsouth arises since n̂ = −ŷ along
the southern latitude contour. This expression provides an approximation to the flow around
Island A, noting that the only nonzero flow normal to the contour is through the two latitudinal
segments.
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39.8.4 Further study
Godfrey (1989) applied the island rule (39.142) to estimate transport around Austral-Asia, New
Zealand, and Malagasy. Further discussion of Godfrey’s island rule can be found in Tomczak
and Godfrey (1994), Pedlosky et al. (1997), and Klinger and Haine (2019).

39.9 Free surface patterns in steady ocean gyres
We here consider basic features of steady free surface patterns realized by a shallow water fluid.
The basic question is how to relate the free surface near the coast to that in the interior of an
ocean gyre. We formulate the steady linear case with sloping bottom topography.

39.9.1 Formulating the free surface equation
We make use of the steady frictional geostrophic equations, with the velocity equation given by
the linearized version of equation (39.119)

f ẑ × hu = −g h∇η + fnc. (39.143)

Here, fnc is the thickness weighted acceleration from non-conservative processes, such as the
wind stress, viscous friction, and bottom drag, with details provided in Section 39.8.1. Since the
flow is steady, the layer thickness equation (35.20) leads to the non-divergence condition

∇ · (hu) = 0. (39.144)

We now formulate a vorticity-like equation. Yet rather than taking the curl of equation (39.143),
thus emulating the work from Section 39.8, we first divide equation (39.143) by the Coriolis
parameter to write

ẑ × hu = −(g h/f)∇η + fnc/f, (39.145)

so that the curl leads to

ẑ · [∇(g h/f)×∇η] = ẑ · ∇ × (fnc/f), (39.146)

where we used the non-divergence condition (39.144). Dividing by the Coriolis parameter limits
the analysis to regions bounded away from the equator, which is not a problem for our focus
on middle or high latitude planetary geostrophic ocean gyres. We are motivated to pursue this
formulation since it supports the use of equation (39.146) next to sloping boundaries, in which
the layer thickness vanishes (h = 0) at the shoreline edge of the domain.

39.9.2 Advecting the free surface
To help interpret the conservative portion of the free surface equation (39.146), we introduce
the streamfunction8

ψ(η) ≡ −g h/f, (39.147)

so that equation (39.146) takes the form

u(η) · ∇η = −ẑ · ∇ × (fnc/f), with u(η) = ẑ ×∇ψ(η) = −ẑ ×∇(g h/f). (39.148)

8We follow the sign convention of Wise et al. (2018) by introducing ψ(η) = −g h/f in equation (39.147). The
alternative choice of ψ(η) = +g h/f is less convenient for interpreting the direction of the velocity induced by
topographic slopes. Additionally, in equation (39.155) we introduce Rayleigh drag and interpret the resulting
equation as an advective-diffusion balance. If we take ψ(η) = +g h/f then it would be an advective-anti-diffusive
balance, which is far less physically satisfying.
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The left hand side is written as the advection of the free surface by the horizontally non-divergent
velocity, u(η). That is, the velocity, u(η), advects the free surface, whereas the fluid velocity,
u, advects matter. In the absence of non-conservative forces (fnc = 0), the free surface is
aligned with isolines of h/f = 1/Qpg, or equivalently with lines of constant planetary geostrophic
potential vorticity, Qpg (recall that Qpg = f/h as defined by equation (39.89)). For free surface
contours to deviate from Qpg contours requires non-conservative forces, such as those from wind
stresses and frictional dissipation. This discussion is related to that given in Section 39.5.2 where
we introduced the notion of f/H contours for planetary geostrophic flow.

The advection operator

The layer thickness is the difference between the free surface and bottom topography, h =
η − ηb ≥ 0 (see Figure 35.1), in which case the advection operator takes on the form

∇ψ(η) ×∇η = −(g/f)∇(η − ηb)×∇η + (g h/f2)β ŷ ×∇η (39.149a)

= (g/f) [∇ηb + (hβ/f) ŷ]×∇η. (39.149b)

This result motivates decomposing u(η) into two terms

u(b) = (g/f) ẑ ×∇ηb = (g/f) (−x̂ ∂yηb + ŷ ∂xηb) (39.150a)

u(β) = ẑ × (g h β/f2) ŷ = −(g h β/f2) x̂, (39.150b)

so that the free surface equation (39.148) takes on the form

(u(b) + u(β)) · ∇η = −ẑ · ∇ × (fnc/f). (39.151)

As so defined, u(b) arises from gradients in the bottom topography and it is directed with shallow
water to the right in the northern hemisphere and to the left in the southern hemisphere (just
as the phase velocity for a coastally trapped Kelvin wave; see Section 55.7). The velocity, u(β),
arises from the planetary vorticity gradient and is always directed to the west, just as the phase
velocity of a Rossby wave (Section 55.9). Notably, u(η) has a meridional component only so long
as there is a zonal topographic slope, ∂xηb ̸= 0.

Free surface trajectories in the absence of non-conservative forcing

In the absence of non-conservative forces the steady free surface equation (39.151) is

(u(b) + u(β)) · ∇η = 0 =⇒ [ẑ ×∇ηb − (hβ/f) x̂] · ∇η = 0. (39.152)

For the case of a flat bottom domain, so that u(b) = 0, free surface contours are purely zonal
(∂xη = 0). Conversely, on an f -plane, so that u(β) = 0, free surface contours are aligned with
the bottom topography, ẑ · (∇ηb×∇η) = 0. In the general case, the unforced steady free surface
contours are aligned according to the interplay between planetary beta and bottom topography
according to equation (39.152).

It is instructive to imagine a free surface “trajectory” as defined by integral curves of u(η).
Consider one such trajectory that moves from the interior of a northern hemisphere gyre onto the
continental shelf, such as in the example depicted in Figure 39.5. In the interior we assume the
bottom topography is nearly flat, so that u(b) ≈ 0 and the corresponding free surface trajectory
is along a constant latitude line. As we reach the continental slope, the trajectory becomes
southwestward with a trajectory slope determined by the zonal slope of the topography. Finally,
as the continental shelf is reached, which is relatively flat, the trajectory returns to a near
constant latitude contour.
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39.9.3 Rayleigh drag and free surface diffusion
The free surface equation (39.151) indicates that any non-conservative acceleration, fnc, causes
the free surface to deviate from contours of constant streamfunction, ψ(η) = −g h/f . The
dominant contribution to fnc arises from wind stress. Here, we consider the role of a thickness
weighted Rayleigh drag assumed to take the form given by equation (39.121)

fnc = −γ hug, (39.153)

where γ has dimensions of inverse time and ug is the geostrophic flow given by

ug = (g/f) ẑ ×∇η. (39.154)

Substituting into the free surface equation (39.151) leads to

(u(b) + u(β)) · ∇η︸ ︷︷ ︸
advection

= ∇ · [(γ h g/f2)∇η]︸ ︷︷ ︸
diffusion

−ẑ · ∇ × [τwind/(ρ f)].︸ ︷︷ ︸
source from ∇ × τwind/f

(39.155)

In the absence of a wind stress, the free surface satisfies a steady advective-diffusive balance.9

Evidently, the Rayleigh drag, acting as a sink to the geostrophic momentum, also acts to diffuse
the free surface and so to cause the free surface contours to deviate or spread out from contours
of constant g h/f . Notice that the diffusion coefficient,

κ = γ h g/f2 = −(γ/f)ψ(η), (39.156)

gets larger moving toward the equator. Hence, free surface contours can more readily deviate
from contours of constant ψ(η) when moving towards the equator.

39.9.4 Further study
Inspiration for this section follows from Minobe et al. (2017), Wise et al. (2018), Wise et al.
(2020a) and Wise et al. (2020b). Also note that the advection-diffusion interpretation of the
streamfunction equation follows Welander (1968), and was already introduced in Section 39.7.8
and used in Section 38.6 for the study of beta plumes. We formulated the steady linear case
following Wise et al. (2018), who considered sloping bottom topography rather than the vertical
walls assumed by Minobe et al. (2017). The transient case, which involves coastal boundary
waves, is considered by Hughes et al. (2019), Wise et al. (2020a) and Wise et al. (2020b).

39.10 Exercises
exercise 39.1: Flow near a topographic bump in a reduced gravity model
Elements of this exercise are motivated by Figure 2 from Adcock and Marshall (2000) and Figure
1 from Marshall et al. (2012), where we consider a reduced gravity model with a dynamic lower
layer and stagnant upper layer. Place a topographic bump (e.g., seamount or mountain) fully
within the lower layer as shown in Figure 39.12.

(a) Following Exercise 35.5, derive the momentum and thickness equations for a reduced
gravity model with a stagnant upper layer. Then derive the potential vorticity equation
for the dynamical layer.

9We study advection and diffusion in Chapter 69.
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(b) Now assume an f -plane. If the lower layer potential vorticity is (somehow) horizonally
homogenized (e.g., some form of mixing produces a horizontally constant potential vorticity),
draw the resulting layer interface η3/2. Assume the relative vorticity is negligible compared
to the planetary vorticity so that the flow satisfies the planetary geostrophic scaling
introduced in Section 39.5.2 and further pursued in Section 43.4. Also, ignore any non-
steady processes; we are only interested here in the steady flow.

(c) For the case of horizontally homogenized potential vorticity from the previous part, what
is the direction for a geostrophically balanced flow: cyclonic or anti-cyclonic? Hint: make
use of Exercise 35.5 for the momentum equation of an inverted reduced gravity model.

z
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<latexit sha1_base64="xzhp7x9yuM3gSIT7z0jjmcXW+KM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSPx7k3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUY3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNeat0UcZTiDc7gEDxrQhHtogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+3xo6c</latexit><latexit sha1_base64="xzhp7x9yuM3gSIT7z0jjmcXW+KM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSPx7k3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUY3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNeat0UcZTiDc7gEDxrQhHtogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+3xo6c</latexit><latexit sha1_base64="xzhp7x9yuM3gSIT7z0jjmcXW+KM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSPx7k3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUY3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNeat0UcZTiDc7gEDxrQhHtogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+3xo6c</latexit><latexit sha1_base64="xzhp7x9yuM3gSIT7z0jjmcXW+KM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSPx7k3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUY3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNeat0UcZTiDc7gEDxrQhHtogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+3xo6c</latexit>

⌘b
<latexit sha1_base64="kTGreHTN6txmy77fipOi/L/wbvE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFtKJvttF262cTdiVBC/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzslK7i8R6WTjtlSte1ZvDXSV+TiqQo94rf3X7MU8jVMQlM6bjewkFGdMkuMRpqZsaTBgfsyF2LFUsQhNk83un7plV+u4g1rYUuXP190TGImMmUWg7I0Yjs+zNxP+8TkqD6yATKkkJFV8sGqTSpdidPe/2hUZOcmIJ41rYW10+YppxshGVbAj+8surpHlR9b2qf39Zqd3kcRThBE7hHHy4ghrcQR0awEHCM7zCm/PovDjvzseiteDkM8fwB87nD0H0kBk=</latexit><latexit sha1_base64="kTGreHTN6txmy77fipOi/L/wbvE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFtKJvttF262cTdiVBC/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzslK7i8R6WTjtlSte1ZvDXSV+TiqQo94rf3X7MU8jVMQlM6bjewkFGdMkuMRpqZsaTBgfsyF2LFUsQhNk83un7plV+u4g1rYUuXP190TGImMmUWg7I0Yjs+zNxP+8TkqD6yATKkkJFV8sGqTSpdidPe/2hUZOcmIJ41rYW10+YppxshGVbAj+8surpHlR9b2qf39Zqd3kcRThBE7hHHy4ghrcQR0awEHCM7zCm/PovDjvzseiteDkM8fwB87nD0H0kBk=</latexit><latexit sha1_base64="kTGreHTN6txmy77fipOi/L/wbvE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFtKJvttF262cTdiVBC/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzslK7i8R6WTjtlSte1ZvDXSV+TiqQo94rf3X7MU8jVMQlM6bjewkFGdMkuMRpqZsaTBgfsyF2LFUsQhNk83un7plV+u4g1rYUuXP190TGImMmUWg7I0Yjs+zNxP+8TkqD6yATKkkJFV8sGqTSpdidPe/2hUZOcmIJ41rYW10+YppxshGVbAj+8surpHlR9b2qf39Zqd3kcRThBE7hHHy4ghrcQR0awEHCM7zCm/PovDjvzseiteDkM8fwB87nD0H0kBk=</latexit><latexit sha1_base64="kTGreHTN6txmy77fipOi/L/wbvE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFtKJvttF262cTdiVBC/4QXD4p49e9489+4bXPQ1gcDj/dmmJkXJlIY8rxvp7C2vrG5Vdwu7ezu7R+UD4+aJk41xwaPZazbITMohcIGCZLYTjSyKJTYCse3M7/1hNqIWD3QJMEgYkMlBoIzslK7i8R6WTjtlSte1ZvDXSV+TiqQo94rf3X7MU8jVMQlM6bjewkFGdMkuMRpqZsaTBgfsyF2LFUsQhNk83un7plV+u4g1rYUuXP190TGImMmUWg7I0Yjs+zNxP+8TkqD6yATKkkJFV8sGqTSpdidPe/2hUZOcmIJ41rYW10+YppxshGVbAj+8surpHlR9b2qf39Zqd3kcRThBE7hHHy4ghrcQR0awEHCM7zCm/PovDjvzseiteDkM8fwB87nD0H0kBk=</latexit>

h2
<latexit sha1_base64="W2HhTDZkqxeq2FbbVos3QEhx9Es=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48VTFtoQ9lsJ+3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fikrZNMMfRZIhLVDalGwSX6hhuB3VQhjUOBnXByN/c7T6g0T+SjmaYYxHQkecQZNVbyx4O8MRtUa27dXYCsE68gNSjQGlS/+sOEZTFKwwTVuue5qQlyqgxnAmeVfqYxpWxCR9izVNIYdZAvjp2RC6sMSZQoW9KQhfp7Iqex1tM4tJ0xNWO96s3F/7xeZqKbIOcyzQxKtlwUZYKYhMw/J0OukBkxtYQyxe2thI2poszYfCo2BG/15XXSbtQ9t+49XNWat0UcZTiDc7gED66hCffQAh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+5S46d</latexit><latexit sha1_base64="W2HhTDZkqxeq2FbbVos3QEhx9Es=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48VTFtoQ9lsJ+3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fikrZNMMfRZIhLVDalGwSX6hhuB3VQhjUOBnXByN/c7T6g0T+SjmaYYxHQkecQZNVbyx4O8MRtUa27dXYCsE68gNSjQGlS/+sOEZTFKwwTVuue5qQlyqgxnAmeVfqYxpWxCR9izVNIYdZAvjp2RC6sMSZQoW9KQhfp7Iqex1tM4tJ0xNWO96s3F/7xeZqKbIOcyzQxKtlwUZYKYhMw/J0OukBkxtYQyxe2thI2poszYfCo2BG/15XXSbtQ9t+49XNWat0UcZTiDc7gED66hCffQAh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+5S46d</latexit><latexit sha1_base64="W2HhTDZkqxeq2FbbVos3QEhx9Es=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48VTFtoQ9lsJ+3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fikrZNMMfRZIhLVDalGwSX6hhuB3VQhjUOBnXByN/c7T6g0T+SjmaYYxHQkecQZNVbyx4O8MRtUa27dXYCsE68gNSjQGlS/+sOEZTFKwwTVuue5qQlyqgxnAmeVfqYxpWxCR9izVNIYdZAvjp2RC6sMSZQoW9KQhfp7Iqex1tM4tJ0xNWO96s3F/7xeZqKbIOcyzQxKtlwUZYKYhMw/J0OukBkxtYQyxe2thI2poszYfCo2BG/15XXSbtQ9t+49XNWat0UcZTiDc7gED66hCffQAh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+5S46d</latexit><latexit sha1_base64="W2HhTDZkqxeq2FbbVos3QEhx9Es=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48VTFtoQ9lsJ+3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fikrZNMMfRZIhLVDalGwSX6hhuB3VQhjUOBnXByN/c7T6g0T+SjmaYYxHQkecQZNVbyx4O8MRtUa27dXYCsE68gNSjQGlS/+sOEZTFKwwTVuue5qQlyqgxnAmeVfqYxpWxCR9izVNIYdZAvjp2RC6sMSZQoW9KQhfp7Iqex1tM4tJ0xNWO96s3F/7xeZqKbIOcyzQxKtlwUZYKYhMw/J0OukBkxtYQyxe2thI2poszYfCo2BG/15XXSbtQ9t+49XNWat0UcZTiDc7gED66hCffQAh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+5S46d</latexit>

H2
<latexit sha1_base64="LKcs9sYreup9k/+DpkJyClG5PrM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj00mMF0xbaUDbbSbt0swm7G6GE/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5n/udJ1SaJ/LRTFMMYjqSPOKMGiv5zUFenw0qVbfmLkDWiVeQKhRoDSpf/WHCshilYYJq3fPc1AQ5VYYzgbNyP9OYUjahI+xZKmmMOsgXx87IpVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9FtkHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPmUbgrf68jpp12ueW/MerquNuyKOEpzDBVyBBzfQgCa0wAcGHJ7hFd4c6bw4787HsnXDKWbO4A+czx+IS459</latexit><latexit sha1_base64="LKcs9sYreup9k/+DpkJyClG5PrM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj00mMF0xbaUDbbSbt0swm7G6GE/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5n/udJ1SaJ/LRTFMMYjqSPOKMGiv5zUFenw0qVbfmLkDWiVeQKhRoDSpf/WHCshilYYJq3fPc1AQ5VYYzgbNyP9OYUjahI+xZKmmMOsgXx87IpVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9FtkHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPmUbgrf68jpp12ueW/MerquNuyKOEpzDBVyBBzfQgCa0wAcGHJ7hFd4c6bw4787HsnXDKWbO4A+czx+IS459</latexit><latexit sha1_base64="LKcs9sYreup9k/+DpkJyClG5PrM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj00mMF0xbaUDbbSbt0swm7G6GE/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5n/udJ1SaJ/LRTFMMYjqSPOKMGiv5zUFenw0qVbfmLkDWiVeQKhRoDSpf/WHCshilYYJq3fPc1AQ5VYYzgbNyP9OYUjahI+xZKmmMOsgXx87IpVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9FtkHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPmUbgrf68jpp12ueW/MerquNuyKOEpzDBVyBBzfQgCa0wAcGHJ7hFd4c6bw4787HsnXDKWbO4A+czx+IS459</latexit><latexit sha1_base64="LKcs9sYreup9k/+DpkJyClG5PrM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj00mMF0xbaUDbbSbt0swm7G6GE/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5n/udJ1SaJ/LRTFMMYjqSPOKMGiv5zUFenw0qVbfmLkDWiVeQKhRoDSpf/WHCshilYYJq3fPc1AQ5VYYzgbNyP9OYUjahI+xZKmmMOsgXx87IpVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9FtkHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPmUbgrf68jpp12ueW/MerquNuyKOEpzDBVyBBzfQgCa0wAcGHJ7hFd4c6bw4787HsnXDKWbO4A+czx+IS459</latexit>

H1
<latexit sha1_base64="8Jo2HgLYaLTAtCt+Euud53z/tUo=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRS48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST+7nfeeLaiEQ94jTlQUxHSkSCUbSS3xzk3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUa3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNcad0UcZTiDc7gED26gAU1ogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+Gxo58</latexit><latexit sha1_base64="8Jo2HgLYaLTAtCt+Euud53z/tUo=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRS48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST+7nfeeLaiEQ94jTlQUxHSkSCUbSS3xzk3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUa3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNcad0UcZTiDc7gED26gAU1ogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+Gxo58</latexit><latexit sha1_base64="8Jo2HgLYaLTAtCt+Euud53z/tUo=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRS48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST+7nfeeLaiEQ94jTlQUxHSkSCUbSS3xzk3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUa3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNcad0UcZTiDc7gED26gAU1ogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+Gxo58</latexit><latexit sha1_base64="8Jo2HgLYaLTAtCt+Euud53z/tUo=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRS48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST+7nfeeLaiEQ94jTlQUxHSkSCUbSS3xzk3mxQrbl1dwGyTryC1KBAa1D96g8TlsVcIZPUmJ7nphjkVKNgks8q/czwlLIJHfGepYrG3AT54tgZubDKkESJtqWQLNTfEzmNjZnGoe2MKY7NqjcX//N6GUa3QS5UmiFXbLkoyiTBhMw/J0OhOUM5tYQyLeythI2ppgxtPhUbgrf68jppX9U9t+49XNcad0UcZTiDc7gED26gAU1ogQ8MBDzDK7w5ynlx3p2PZWvJKWZO4Q+czx+Gxo58</latexit>

ρ1, u1, p1

ρ2, u2, p2

η1/2

η3/2

Figure 39.12: A reduced gravity model (see Section 35.3) with a stagnant upper layer and a dynamic lower layer
as in Exercise 35.5. A seamount sits fully within the lower layer.

exercise 39.2: Potential vorticity for two shallow water layers
Consider the inviscid Boussinesq two-layer shallow water model as discussed in Section 35.4.
Derive the potential vorticity equation for each layer, showing the mathematical steps used in
the derivation. Hint: the answer is given in Section 39.3.6.

exercise 39.3: Average vorticity in a shallow water layer
Consider a single layer of shallow water fluid on a rotating plane with rotation rate Ω = ẑΩ.
Assume the fluid is contained in an arbitrary horizontal region and that it has a constant total
volume given by

V =

ˆ [ˆ
dz

]
dS =

ˆ
hdS =

ˆ
(H +∆η − ηb) dS = H S, (39.157)

where S is the horizontal area of the domain, h(x, y, t) = H +∆η(x, y, t)− ηb(x, y) is the layer
thickness, H is the resting depth relative to z = 0, ∆η is the sea level deviation from resting,
and ηb is the undulation of the bottom topography (see Figure 35.1). Additionally, recall that
z = 0 is set according to ˆ

ηb dS = 0, (39.158)

and volume conservation ensures that ˆ
∆η dS = 0. (39.159)
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39.10. EXERCISES

(a) Determine the volume average of the vorticity ẑ ·ωrigid arising from the rigid-body rotation

⟨ẑ · ωrigid⟩ = V−1

ˆ
ẑ · ωrigid dV. (39.160)

(b) Determine the area average of the relative vorticity,

ζ = S−1

ˆ
ẑ · ω dS, (39.161)

in terms of the circulation around the boundary of the domain.

(c) Determine the volume average of the relative vorticity

⟨ζ⟩ = V−1

ˆ
ẑ · ω dV. (39.162)

Write the expression in terms of the area average vorticity, ζ, and the correlation, ζ ′ h′,
where primes are deviations from the area mean.

exercise 39.4: Application of the material invariance of potential vorticity
In an adiabatic shallow water fluid in a rotating reference frame, show that the potential vorticity
satisfies

D

Dt

[
ζ + f

η − ηb

]
= 0, (39.163)

where η is the height of the free surface and ηb is the height of the bottom topography (see
Figure 35.1). For both of the following questions, assume constant volume for the fluid column.
Also, assume the column rotates coherently about its axis.

(a) A cylindrical column of air at 30◦ latitude with radius 100 km expands horizontally to
twice its original radius. If the air is initially at rest, what is the mean tangential velocity
at the perimeter after the expansion?

(b) An air column at 60◦N with zero relative vorticity (ζ = 0) stretches from the surface to the
tropopause, which we assume is a rigid lid at 10 km. The air column moves zonally onto
a plateau 2.5 km high. What is its relative vorticity? Suppose it then moves southward
along the plateau to 30◦N, starting from the relative vorticity it obtained from the plateau.
What is its new relative vorticity?

exercise 39.5: Application of the material invariance of potential vorticity
An air column at 60◦N with ζ = 0 initially reaches from the surface to a fixed tropopause at
10 km height. If the air column moves across a mountain 2.5 km high at 45◦N, what is its
absolute vorticity and relative vorticity as it passes the mountaintop? Hint: Use the material
invariance of shallow water potential vorticity, and assume the top of the column remains at
10 km.

exercise 39.6: Steady shallow water flow in a rotating channel
In Figure 39.13 we depict a single layer of shallow water fluid moving within a zonal channel on
a northern hemisphere f -plane with meridional extent y = y0 − L/2 and y = y0 + L/2, where
y0 is the latitude of the f -plane. The fluid moves in the zonal direction under the influence of
an imposed pressure gradient and under a rigid lid at z = H. The lower boundary that starts
at z = 0 and transitions to z = d at some upstream position. Assume the fluid moves without
frictional dissipation so that all solid surfaces are free-slip. As a hint to this exercise, refer to
Section 2.4 of Stern (1975).
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(a) Assuming a non-rotating reference frame, determine the velocity in the far downstream
where the fluid thickness is H − d.

(b) Now assume an f -plane and determine the meridional profile of the zonal velocity at a
distance far downstream.
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z = d

Figure 39.13: A single layer of shallow water fluid flows in a free-slip zonal channel on a northern hemisphere
f -plane with vertical walls at y = y0 ± L/2 and rigid upper surface at z = H. An imposed pressure gradient
causes the fluid to flow from left to right, with u = U x̂ the velocity in the far upstream direction given.

exercise 39.7: Properties of the steady state shallow water fluid
Consider a single layer of shallow water fluid in steady state (i.e., all Eulerian time derivatives
vanish).

(a) Show that there exists a streamfunction for the steady state thickness weighted horizontal
flow

hu = ẑ ×∇Ψ. (39.164)

(b) What are the physical dimensions of Ψ?

(c) Show that the shallow water potential vorticity is a constant along the steady state
streamlines of the thickness weighted flow

Q = Q(Ψ). (39.165)

(d) Show that the Bernoulli function,

B = g η + u · u/2 (39.166)

is also a constant along the same streamlines; i.e.,

B = B(Ψ). (39.167)

(e) What is the functional relation between the Bernoulli function and the potential vorticity?
Hint: make use of the physical dimensions for Q, B, and Ψ to be sure that your solution
is dimensionally consistent.

exercise 39.8: Zonally symmetric shallow water front
Consider a single layer of shallow water fluid on a β-plane (f = fo + β y) with a flat bottom.
Assume all fields possess zonal symmetry as in the zonal front shown in Figure 39.14. Since
the zonal pressure gradient vanishes under the assumption of zonal symmetry, the geostrophic
portion of the meridional velocity vanishes. However, there is generally a non-zero ageostrophic
component to this velocity, and we retain that possibility throughout this exercise.
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z

y

f > 0

h(y, t)

Figure 39.14: Schematic of a zonally symmetric front in a shallow water layer in the northern hemisphere
(f > 0), here used for Exercise 39.8. The thickness decreases to the north. If the zonal flow is in geostrophic
balance, then the northward pressure gradient is in geostrophic balance with a southward Coriolis acceleration
arising from an eastward (out of the page) geostrophic current (see also Figure 36.1). The geostrophic component
of the meridional flow vanishes due to zonal symmetry, but the full meridional flow need not vanish if there are
ageostrophic processes. We allow for the possibility of a nonzero meridional velocity throughout this exercise.

(a) Write the potential vorticity, Q, assuming the zonal flow is in geostrophic balance. Write
Q terms of meridional derivatives of the layer thickness.

(b) From the shallow water equations, explicitly show that the potential vorticity is materially
constant (i.e., it is a Lagrangian invariant). To do so, work through the usual shallow water
potential vorticity material conservation derivation yet make use of the zonally symmetric
equations of motion. Allow for a nonzero ageostrophic meridional flow. Show all relevant
steps.

(c) Show that the potential vorticity can be written as Q = −(∂yM)/h, where h is the
layer thickness. What is the expression for M? Hint: recall our discussion of potential
momentum in Section 14.3.

(d) Potential vorticity is not the only material constant for this system. Due to the zonal
symmetry, Noether’s Theorem indicates there is another. Show that M is materially
constant. Again, continue to allow for a nonzero meridional velocity component.

exercise 39.9: Rayleigh drag and Galilean invariance
Recall the discussion of Galilean invariance from Section 17.5. Is the Rayleigh drag used in
equation (39.81) Galilean invariant? Why? If not, then should that be of concern for its use in
studying flow in a closed and bounded domain?

exercise 39.10: Gyres in the presence of cyclonic winds
Consider the ocean gyre discussion in Section 39.7. Rather than anti-cyclonic winds, now apply
a cyclonic wind stress to the domain. As per the circulation theorem (39.84), the gyre flow will
have a cyclonic sense. Will the resulting gyre exhibit eastern intensification or western? Appeal
to whatever arguments you wish.

exercise 39.11: Shallow water equations with divergence-damping
When breaking the continuous symmetry of the equations of motion, a discretized numerical
simulation admits unphysical flow features sometimes referred to as computational modes. Some
computational modes can evolve in time with energy accumulating at high wave numbers, in
which case the numerical simulation produces unphysical grid noise and becomes of little physical
use. To suppress grid noise, numerical models commonly introduce numerical dissipation, even
if the continuous equations have zero dissipation. The formulation of numerical dissipation is
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largely an art guided by the dual needs of suppressing grid noise without otherwise damaging
physical properties of the simulated flow. We here consider physical properties of a specific
form of numerical dissipation known as divergence-damping. We work within the framework of
the continuous equations so to develop generic physical properties of the divergence-damping
operator. No knowledge of numerical methods is required to solve this problem.

Divergence-damping is motivated by the desire to leave the vorticity equation untouched
while damping divergent motion that can arise in numerical simulations. This motivation is based
on noting that much of the large-scale circulation in a rotating fluid has a nontrivial absolute
vorticity yet a relatively small horizontal divergence. For example, geostrophic flow on an f -plane
has vorticity dominated by planetary vorticity f , while it is has zero horizontal divergence (see
Section 31.4 or the 2d barotropic equation in Section 38.1). The divergence-damping operator is
thus designed to reduce the magnitude of the horizontal divergence while leaving the vorticity
untouched.

We here examine the impacts of divergence-damping on mechanical energy and angular
momentum. For this purpose, consider a single layer of shallow water fluid with divergence-
damping. This system is described by the momentum and thickness equations

Du

Dt
+ f ẑ × u = −∇ (g η + αΓ) (39.168a)

Dh

Dt
= −h∇ · u. (39.168b)

The parameter α > 0 is a constant and the field Γ is given by the Laplacian of the horizontal
flow divergence

Γ = ∇2D, (39.169)

where
D = ∇ · u. (39.170)

The divergence has physical dimensions of inverse time (T−1), so that its Laplacian, Γ, has
dimensions of L−2 T−1, and the coefficient α has dimensions L4 T−1.

Divergence damping leads to a modification to the horizontal pressure gradient. We may
think of this modification as arising from the horizontal gradient of a modified free surface height

η̃ = η +
αΓ

g
. (39.171)

Notably, mass conservation remains the same since the thickness equation is unchanged. Hence,
momentum evolution is modified by changing the pressure gradient, yet the thickness equation
remains the same.

(a) Show that the vorticity equation (39.9) remains unchanged in the presence of divergence-
damping.

(b) Show that the potential vorticity equation (39.29) remains unchanged in the presence of
divergence-damping.

(c) Show that the horizontal divergence evolves according to

∂D

∂t
=

[
∂D

∂t

]
α=0

− α∇2Γ. (39.172)
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(d) Show that the evolution of gravitational potential energy per horizontal area

P = g ρ

ˆ η

ηb

z dz (39.173)

remains unchanged from that determined in Section 36.5.1.

(e) Show that the kinetic energy per horizontal area evolves according to

∂K

∂t
+∇ · (uK) = −hρ gu · ∇η̃, (39.174)

where

K =
1

2

ηˆ

ηb

ρu2 dz = ρ hu2/2, (39.175)

is the horizontal kinetic energy per area (Section 36.5.2).

(f) Determine the evolution equation for global integrated kinetic energy

∂

∂t

[ˆ
K dA

]
=

∂

∂t

[ˆ ˆ η

ηb

(ρu · u/2) dz dA
]
. (39.176)

Hint: drop all lateral boundary terms by assuming either solid lateral walls or periodicity.

(g) Consider a single shallow water layer in a rotating tank as in Section 36.8. Show that the
material evolution of angular momentum relative to the vertical rotational axis is given by

1

δM

DLz

Dt
= −g ∂η

∂ϕ
+T. (39.177)

What is the mathematical form for T? Hint: check your answer with the next part of this
exercise.

(h) Show that the domain integrated angular momentum satisfies the equation

∂

∂t

ˆ
Lz = αρ

ˆ
Γ
∂η

∂ϕ
dA. (39.178)

where we assume the bottom topography is flat so that h = η.

(i) The linearized thickness equation (see Section 55.5) for a flat bottom is given by

∂η

∂t
+H∇ · u = 0, (39.179)

where H is the thickness of the resting fluid layer. Show that the time change for the
global integrated angular momentum is given by

∂

∂t

ˆ
Lz = −αρ

H

ˆ [
∂

∂t
∇2η

]
∂η

∂ϕ
dA. (39.180)
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Chapter 40

VORTICITY AND CIRCULATION MECHANICS

In this chapter we study the kinematics and dynamics of vorticity and circulation, extending our
introductory study in earlier chapters in this part of the book. An understanding of vorticity
mechanics offers many insights into the nature of fluid flow and how that flow is constrained. In
making use of vorticity for geophysical fluids, it can be useful to move beyond the vorticity of a
fluid element as defined by the curl of the velocity field. For example, as a means to summarize
facets of the vorticity contained within a three-dimensional fluid, we study the depth integral of
the vorticity equation in Section 40.8 for a hydrostatic and Boussinesq fluid and in Section 44.3
for a planetary geostrophic flow. This analysis is particularly useful in understanding facets of
ocean circulation. Relatedly, there are occasions to study vorticity of the depth integrated flow
(i.e., vorticity of the transport) or depth averaged flow (i.e., vorticity of the barotropic flow), and
we do so in Section 40.9. Such studies emphasize the importance of boundary forces and their
curls (“torques”) for the vorticity of a fluid column. Details of the terms affecting such vorticities
depend on the form of the vorticity, with somewhat complementary features emphasized.

chapter guide

This chapter assumes an understanding of vorticity developed in earlier chapters in this
part of the book. We also make use of fluid kinematics from Part III and fluid dynamics
from Part V. As for the shallow water vorticity discussed in Chapter 39, we here make
use of vector calculus identities for Cartesian coordinates as detailed in Chapter 2. The
concepts and methods developed in this chapter are fundamental to the notions of vorticity
and circulation, with elements encountered in the remainder of this part of the book as
well as in the study of balanced models in Part VIII.
Throughout this chapter, when considering spherical geometry, we make use of the
planetary Cartesian coordinates from Figure 4.3. Since the sphere is assumed to be
embedded in Euclidean space, we can naively perform integrals of vectors over the
Euclidean space.
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40.1 Loose threads

• Rewrite Section 40.8 using the full vertical vorticity equation derived in Section 40.3.4.
The only difference is the presence of a component of baroclinicity, −ẑ × ρ−1∇p.

• Summarize the various forms of the vorticity budget as per McWilliams et al. (2024)
Section 2.
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40.2 Kelvin’s circulation theorem

In this section we study the evolution of circulation around a closed loop that follows the flow,
or equivalently (through Stokes’ theorem) with the change in vorticity penetrating the area
enclosed by the loop

dC

dt
=

d

dt

‰
∂S(v)

v · dx =
d

dt

ˆ
S(v)

ω · n̂dS, (40.1)

where S(v) designates a surface whose points all move with the fluid flow. We here consider the
case of a non-rotating reference frame, with the straightforward extension to rotating reference
frames in Section 40.6. Kelvin’s theorem refers to the special case of a perfect barotropic fluid,
whereas the treatment here considers how circulation evolves for more general flows.

We emphasize that our concern is with circulation computed around closed loops that follow
the flow. For single-component fluids, such loops are material (i.e., the same fluid particles are
fixed to the loop). Correspondingly, we can make use of Kelvin’s circulation theorem for any
material loop, including loops next to static material boundaries such as that considered in
Exercise 40.11. For multi-component fluids there is no perfectly material loop in the presence of
diffusion, and yet we can still make use of Kelvin’s theorem for loops that follow the barycentric
velocity, v (see Section 20.1 for a discussion of the barycentric velocity in the context of tracer
mechanics).

40.2.1 Formulation

Since the circulation is computed for a closed circuit following the flow, the time derivative in
equation (40.1) moves inside the integral as a material/Lagrangian time derivative1

dC

dt
=

d

dt

‰
∂S(v)

v · dx =

‰
∂S(v)

D(v · dx)
Dt

. (40.2)

The material evolution of v is determined by Newton’s law of motion, which for a non-rotating
reference frame is given by (see Section 26.13)

Dv

Dt
= −1

ρ
∇p−∇Φ+ F . (40.3)

In this equation, p is the pressure, ρ is the mass density, Φ is the geopotential (and/or the
potential for any conservative force), and F is the acceleration from any non-conservative forces
such as from viscous stresses and/or boundary stresses.

The material time derivative of the differential line element moving around the circuit equals
to the differential of the velocity on the circuit

D(dx)

Dt
= dv. (40.4)

This result follows since all points along the circuit follow the flow, by construction. Consequently,
evolution of circulation following a loop becomes

dC

dt
=

‰
∂S(v)

[(
−ρ−1∇p−∇Φ+ F

)
· dx+ v · dv

]
(40.5a)

=

‰
∂S(v)

[(
−ρ−1∇p+ F

)
· dx+ d(−Φ+ v · v/2)

]
(40.5b)

1In Section 20.2, we studied how to take derivatives of flow-following integrals.
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=

‰
∂S(v)

(−ρ−1∇p+ F ) · dx (40.5c)

=

ˆ
S(v)

[
−∇×

(
ρ−1∇p

)
+∇× F

]
· n̂dS (40.5d)

=

ˆ
S(v)

(B +∇× F ) · n̂dS. (40.5e)

We noted that when integrating over space at a particular time, ∇Φ ·dx = dΦ is an exact spatial
differential, and so is dv2. Hence, they both have a zero line integral around a closed circuit in
space2 ‰

∂S(v)
dΦ = 0 and

‰
∂S(v)

dv2 = 0. (40.6)

40.2.2 Two processes affecting circulation

Equation (40.5e) says that the circulation around a flow-following loop is affected by two
processes, whose form depends on whether considering their line integral or surface integral
expressions. The contribution from non-conservative forces take the form

‰
∂S(v)

F · dx =

ˆ
S(v)

(∇× F ) · n̂dS. (40.7)

The line integral form expresses the mechanical work per unit mass (acceleration times distance)
done by the non-conservative forces around the closed loop.3 If the force is associated with
friction, then friction acts to dissipate kinetic energy (see Section 26.3.3), with friction also
leading, in general, to a reduction of the circulation magnitude. The surface integral form
expresses the curl of friction as integrated over the surface.

The pressure gradient acceleration appears in equation (40.5e), and it provides a reversible
mechanical process affecting circulation

‰
∂S(v)

(−ρ−1∇p) · dx =

ˆ
S(v)

ρ−2(∇ρ×∇p) · n̂dS =

ˆ
S(v)

B · n̂dS. (40.8)

As for friction, the line integral form expresses the mechanical work per unit mass (acceleration
times distance) done by the pressure gradient acceleration as integrated around the circuit. The
vector B is referred to as the baroclinicity

B = −∇× (ρ−1∇p) = ρ−2∇ρ×∇p, (40.9)

and it has physical dimensions of inverse squared time, T−2. Its appearance in the circulation
theorem arises from the non-alignment of density and pressure isolines.

Work done by pressure around an arbitrary loop does not generally vanish, nor does it have
a specific sign. However, there are a variety of special loops around which the pressure work
does vanish. For example, the pressure work vanishes for closed contours on surfaces of constant
density or constant pressure. However, such contours are generally not flow-following, and so
their circulation is not considered as part of Kelvin’s theorem. In the remainder of this section,
we consider some further cases where baroclinicity vanishes.

2See Section 2.8 for more on exact differentials.
3We introduced the notions of mechanical work in Section 11.1.4.
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40.2.3 Barotropic flow

The solenoidal/baroclinicity vector vanishes for a constant density fluid, in which ∇ρ = 0 such
as for a single layer of shallow water fluid. More generally, the baroclinicity vector vanishes for
barotropic flow, in which

p = p(ρ) =⇒ barotropic flow. (40.10)

Kelvin’s circulation theorem then follows, which states that for inviscid barotropic flow the
circulation around any closed flow-following circuit remains constant

dC

dt
=

d

dt

‰
∂S(v)

v · dx =
d

dt

ˆ
S(v)

ω · n̂dS = 0 ⇐= inviscid barotropic flow. (40.11)

That is, the circulation around any closed flow-following circuit in a perfect barotropic fluid
remains materially constant. This remarkable result greatly constrains the flow and thus provides
a wealth of insights into the nature of the flow field.

Another way to recognize that baroclinicity vanishes for a barotropic flow is to note that the
curl of the pressure gradient acceleration vanishes

∇× (ρ−1∇p) = −ρ−2∇ρ×∇p = −ρ−2 (∂p/∂ρ)∇ρ×∇ρ = 0. (40.12)

Hence, for a barotropic fluid there is a scalar potential whereby

∇Φp = ρ−1∇p. (40.13)

This identity means that the pressure gradient acceleration for a barotropic flow is an exact
spatial differential

ρ−1∇p · dx = ρ−1 dp ≡ dΦp, (40.14)

with integration leading to

Φp =

ˆ p

p0

dp′

ρ(p′)
, (40.15)

where p0 is an arbitrary reference pressure. Since the closed loop integral of an exact differential
vanishes, we again see that the pressure gradient acceleration has no impact on circulation
around flow-following loops in a barotropic flow. Stated alternatively, with ∇Φp = ρ−1∇p, then
the Euler equation takes on the form

Dv

Dt
= −∇(Φp +Φ), (40.16)

which renders a materially constant circulation.

40.2.4 Pressure contribution to circulation in an ideal gas

Building on the notions from a barotropic flow in Section 40.2.3, we here determine a class of
contours for an ideal gas where baroclinicity vanishes even if the flow is not barotropic. To start,
recall from Exercise 23.3 that we derived equation (23.106) for an ideal gas

ρ−1∇p = θ∇Π, (40.17)

where θ is the potential temperature (equation (23.92)) and Π is the Exner function (equation
(23.93)). This equation says that the pressure gradient acceleration, for an ideal gas, is equal
to the potential temperature times the gradient of the Exner function. We can thus write the
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pressure gradient acceleration contribution in equation (40.5c) as

−
‰
∂S(v)

ρ−1∇p · dx = −
‰
∂S(v)

θ∇Π · dx = −
‰
∂S(v)

θ dΠ =

‰
∂S(v)

Πdθ, (40.18)

where the final step noted that the closed loop integral of an exact differential vanishes

‰
∂S(v)

d(θΠ) = 0. (40.19)

Hence, the contribution from baroclinicity (i.e., pressure gradient acceleration) vanishes for
closed contours drawn either on a constant Π surface or a constant θ surface. For an ideal
gas, changes in θ are directly related to changes in specific entropy (see equation (26.200) from
Exercise 26.4). Hence, for a perfect fluid flow of an ideal gas, where specific entropy is materially
invariant, so too is potential temperature: Dθ/Dt = 0. It follows that a contour drawn on a
potential temperature surface remains a flow-following contour for a perfect fluid. We have thus
deduced that isentropic flow of an ideal gas has a flow-following circulation that is unaffected by
baroclinicity.

40.2.5 Circulation around a loop with constant entropy and concentration
We here make use of the expression (26.69) for the pressure gradient acceleration in terms of
thermodynamic functions

−ρ−1∇p = −∇H + T ∇S+ µ∇C, (40.20)

where H is the specific enthalpy, S is the specific entropy, T is the thermodynamic (Kelvin) in situ
temperature, C is the material tracer concentration, and µ is the chemical potential for a binary
fluid such as commonly assumed for the ocean (freshwater and salt) and atmosphere (dry air
and water vapor). Equation (40.20) holds for a compressible fluid, in which the thermodynamic
pressure and mechanical pressure are the same (Section 25.8.1).

The identity (40.20) brings the pressure gradient contribution to Kelvin’s circulation theorem
(40.5e) into

−
‰
∂S(v)

ρ−1∇p · dx =

‰
∂S(v)

(T ∇S+ µ∇C) · dx, (40.21)

where we set ‰
∂S(v)

∇H · dx = 0, (40.22)

which holds since H is a state function so that for any time instance,

∇H · dx = dH (40.23)

is an exact spatial differential. The decomposition (40.21) reveals that the pressure contribution
to circulation vanishes when computing circulation for an isentropic and constant concentration
loop4 ‰

∂S(v)
ρ−1∇p · dx = 0 if dS = 0 and dC = 0. (40.24)

Such loops follow the flow in those cases where specific entropy and matter concentration are
materially invariant

DS

Dt
= 0 and

DC

Dt
= 0. (40.25)

4For the ocean, an isentropic and constant salt concentration process maintains a constant Conservative
Temperature.
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It follows that for the special case of a homogeneous fluid (C = constant) undergoing isentropic
quasi-static changes, pressure plays no role in the circulation computed around an isentropic
loop.

40.2.6 Circulation around a loop with constant S and Θ

Rather than invoking the gradient form of the fundamental thermodynamic relation (40.20),
consider an ocean application where equation (30.10) says that the in situ density, ρ, takes on
the functional form

ρ = ρ(S,Θ, p), (40.26)

with S the salinity and Θ the Conservative Temperature. It follows that along a contour that
maintains fixed S and Θ, the pressure gradient acceleration is a function just of the pressure, in
which case we write

ρ−1∇p · dx = ρ−1(Sconst,Θconst, p) dp ≡ dΨp if S = Sconst and Θ = Θconst, (40.27)

where we followed the barotropic case of equation (40.15) to write

Ψp(Sconst,Θconst, p) =

ˆ p

p0

dp′

ρ(Sconst,Θconst, p′)
, (40.28)

with p0 an arbitrary reference pressure. As in Section 40.2.5, we conclude that pressure plays no
role in affecting circulation around loops with fixed S and Θ

‰
∂S(v)

ρ−1∇p · dx =

‰
∂S(v)

dΨp(S,Θ, p) = 0 if S = Sconst and Θ = Θconst, (40.29)

which follows since dΨp is an exact spatial differential. Such closed loop contours follow the flow
if S and Θ are materially invariant

DS

Dt
= 0 and

DΘ

Dt
= 0, (40.30)

which is the case in the absence of mixing and/or sources of S and Θ.

40.2.7 Comments and further reading
There is no guarantee that the closed flow-following contours discussed in Sections 40.2.5 and
40.2.6 exist in any particular flow. Rather, all we showed is that if such closed contours exist,
and if the flow maintains materially invariant specific entropy and concentration (Section 40.2.5)
or salinity and Conservative Temperature (Section 40.2.6), then the circulation around such
loops is unaffected by the pressure gradient acceleration.

Our presentation of Kelvin’s circulation theorem anticipates analogous considerations en-
countered with potential vorticity in Chapter 41, with portions of the discussion motivated by
our study of Kooloth et al. (2022) given in Section 41.6.

40.3 Vorticity dynamics
We now study the time evolution of vorticity and the processes leading to this evolution. We
considered this question in Chapter 39 when focused on shallow water vorticity, and in Chapter
38 for the horizontally non-divergent barotropic flow. Here, we consider the general case of a
stratified flow with non-conservative forces. As for Kelvin’s theorem, we make use of Newton’s
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law of motion, written here in the form for a rotating fluid (see Section 26.13)

Dv

Dt
+ 2Ω× v = −ρ−1∇p−∇Φ+ F , (40.31)

where Ω is the angular velocity of the rotating reference frame.

40.3.1 Vector-invariant velocity equation
As for the shallow water fluid in Section 39.1, we find it useful to convert the advective-form
momentum equation to vector-invariant velocity equation. For this purpose, make use of the
vector identity (see Section 2.3.4)

ω × v = −(1/2)∇(v · v) + (v · ∇)v (40.32)

to eliminate velocity self-advection in favor of vorticity and kinetic energy

∂tv + ωa × v = −ρ−1∇p−∇(v2/2 + Φ) + F . (40.33)

We here introduced the absolute vorticity

ωa = ∇× (v +Ω× x) = ω + 2Ω, (40.34)

which is the curl of the absolute (inertial frame) velocity, and which equals to the sum of the
relative vorticity plus the planetary vorticity (see Section 37.6.1).

40.3.2 Basic form of the vorticity equation
Taking the curl of the vector-invariant momentum equation (40.33) removes the mechanical
energy per mass, v2/2 + Φ, thus leaving

∂tω +∇× (ωa × v) = ρ−2 (∇ρ×∇p) +∇× F . (40.35)

For geophysical fluid mechanics, we generally assume that Ω has zero time tendency so that

∂tωa = ∂t (ω + 2Ω) = ∂tω, (40.36)

in which case equation (40.35) can be written as an equation for absolute vorticity

∂tωa +∇× (ωa × v) = B +∇× F , (40.37)

where B is the baroclinicity vector given by equation (40.9).

40.3.3 Massaged form of the vorticity equation
Physical interpretation of the term ∇× (ωa × v) appearing in the prognostic equation (40.37)
can be made more transparent by using the following vector identity

∇× (ωa × v) = (v · ∇)ωa − (ωa · ∇)v + ωa∇ · v − v∇ · ωa (40.38a)

= (v · ∇)ωa − (ωa · ∇)v −
ωa

ρ

Dρ

Dt
. (40.38b)

The second equality required the continuity equation

Dρ

Dt
= −ρ∇ · v, (40.39)
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and the non-divergent nature of the absolute vorticity

∇ · ωa = ∇ · (∇× v + 2Ω) = 0. (40.40)

Equation (40.37) thus takes the form

Dωa

Dt
− ωa

ρ

Dρ

Dt
= (ωa · ∇)v +

1

ρ2
(∇ρ×∇p) +∇× F , (40.41)

which can be written

ρ
D(ωa/ρ)

Dt
= (ωa · ∇)v +B +∇× F . (40.42)

Each term on the right hand side of the material evolution equation (40.42) represents
a distinct physical process that affects ωa/ρ of a fluid element. The first term, (ωa · ∇)v,
embodies stretching and twisting and is explored in Section 40.5 in the simplified context of
a barotropic fluid. The second term arises from baroclinicity as introduced in equation (40.9)
and given a mechanical interpretation in Section 40.4. The third term arises from the curl of
the non-conservative forces (e.g., friction). Such forces contribute especially in boundary layer
regions where friction curls are relatively large in magnitude.

40.3.4 Evolution of Cartesian vorticity components
Terms appearing on the right hand side of the vorticity equation (40.42) provide sources for the
vorticity of a fluid element. Here we derive flux-form conservation equations that are separately
satisfied by each of the vorticity components. We find that each vorticity component has an
Eulerian time derivative determined by the convergence of a corresponding flux.

Vertical component to the absolute vorticity

Consider the material evolution equation for the vertical component of the absolute vorticity

ρ
D(ζa/ρ)

Dt
= (ωa · ∇)w + ẑ · (B +∇× F ) with ζa = ẑ · ωa. (40.43)

Making use of the identities5

ρ
D(ζa/ρ)

Dt
=
∂ζa
∂t

+∇ · (v ζa) (40.44a)

(ωa · ∇)w = ∇ · (ωaw) (40.44b)

ẑ ·B = −ẑ · [∇× (ρ−1∇p)] = ∇ · (ẑ × ρ−1∇p) (40.44c)

ẑ · (∇× F ) = −∇ · (ẑ × F ), (40.44d)

brings equation (40.43) into the flux-form

∂tζa = −∇ · Jζa with Jζa = v ζa − ωaw − ẑ × ρ−1∇p+ ẑ × F . (40.45)

This budget equation says that ζa evolves at a point according to the convergence of a vorticity
flux, Jζa . The vorticity flux is comprised of the following terms:

• advective flux of vertical vorticity: v ζa,

5Exercise 40.1 asks for a proof of the identity (40.44a), which follows from use of the mass continuity equation
in the form of equation (19.10). For equation (40.44d) we can use ẑ · (∇× F ) = ∇z · (∇× F ) = ∇ · [z∇× F ] =
∇ · [∇× (z F )−∇z × F ] = −∇ · (ẑ × F ).
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• absolute vorticity transported vertically: −ωaw,

• pressure gradient acceleration rotated clockwise by π/2 radians around the vertical axis:
−ẑ × ρ−1∇p,

• π/2 counter-clockwise rotated friction acceleration, ẑ × F .

Note that there is no vertical component to the vorticity flux:

ẑ · Jζa = ẑ · [v ζa − ωaw − ẑ × ρ−1∇p+ ẑ × F ] = 0, (40.46)

so that ζa is only affected by the convergence of a purely horizontal flux. We offer a schematic of
this property in Figure 40.1.
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ωtεa = →↑ · Jωa

Figure 40.1: Tendency for the vertical component to the absolute vorticity arises from convergence of the
vorticity flux, Jζa , given by equation (40.45). This vorticity flux is strictly horizontal, ẑ · Jζa = 0. This result
generalizes for any arbitrary Cartesian component of the absolute vorticity, whereby the corresponding vorticity
flux is orthogonal to its vorticity component. Generalization of this result leads to the impermeability theorem of
potential vorticity studied in Section 42.2.

Flux for the other Cartesian directions

Mathematically, there is nothing special about the vertical vorticity component. Hence, we
readily find that the horizontal vorticity components also satisfy their own respective flux-form
conservation equations, thus leading to the general result

∂t(ê · ωa) = −∇ · [v (ê · ωa)− ωa (ê · v)− ê× ρ−1∇p+ ê× F ], (40.47)

where ê is any one of the Cartesian unit vectors x̂, ŷ, ẑ. Furthermore, we readily see that the
vorticity flux satisfies

ê · [v (ê · ωa)− ωa (ê · v)− ê× ρ−1∇p+ ê× F ] = 0, (40.48)

so that the time tendency for ê · ωa is affected by a flux in the directions orthogonal to ê. This
property of the vorticity flux is generalized via the impermeability theorem of potential vorticity
studied in Section 42.2, with particular connection to the present discussion given in Section
42.2.2.

The kinematic vorticity flux

Following our study of vorticity for the shallow water fluid in Section 39.4.2, we here show that
there is a kinematic reason that each Cartesian component of vorticity has a time tendency
given by the convergence of a flux. For this purpose, recall the identity (37.2), in which the
vertical component to the relative vorticity is written as the divergence of the velocity rotated
by π/2 in the clockwise direction around the vertical axis

ζ = ∇ · (v × ẑ). (40.49)
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It follows, quite trivially, that

∂tζa = ∇ · (∂tv × ẑ) ≡ −∇ · Jkin. (40.50)

The kinematic flux,
Jkin = −∂tv × ẑ, (40.51)

differs from Jζa by a total curl, so that their convergences are identical. We prove this assertion
by returning to the vector-invariant velocity equation (40.33), which leads to the identity

−∂tv × ẑ = (ωa × v)× ẑ +∇× [ẑ (Φ + v · v/2)]− ẑ × ρ−1∇p+ ẑ × F , (40.52)

which then renders
Jkin = Jζa +∇× [ẑ (Φ + v · v/2)]. (40.53)

The rotational term equals to the mechanical energy per mass, which was also found for the
shallow water case given by equation (39.61).

40.3.5 Evolution of the normal component of absolute vorticity

As a further examination of vorticity components, we here consider the material evolution
of vorticity projected onto the unit normal vector, n̂, for an infinitesimal material area, δS.
This discussion leads to an infinitesimal version of Kelvin’s circulation theorem, thus explicitly
linking the evolution equations for vorticity and circulation. In the process we make use of some
kinematics from Chapter 18.

The unit normal vector to a material surface evolves according to equation (18.130e)

Dn̂m
Dt

= −n̂ · ∂surf
m v, (40.54)

where the surface derivative, and corresponding surface divergence, are given from equation
(18.126)

∂surf
m = ∂m − n̂m (n̂ · ∇) and ∇surf = ∇− n̂ (n̂ · ∇). (40.55)

Making use of the vorticity equation in the form (40.41), along with the continuity equation
(40.39), leads to

n̂ · Dωa

Dt
= −(n̂ · ωa)∇ · v + n̂j (ωa · ∇) vj + n̂ · (B +∇× F ). (40.56)

Likewise, taking the dot product of ωa with the evolution equation (40.54) yields

ωa ·
Dn̂

Dt
= n̂j [−(ωa · ∇) + (n̂ · ωa) (n̂ · ∇)] vj . (40.57)

Adding these two equations renders the material time evolution

D(ωa · n̂)
Dt

= −(ωa · n̂)∇surf · v + n̂ · (B +∇× F ). (40.58)

The surface divergence of the velocity measures, via equation (18.127), evolution of the material
surface area

1

δS

DδS

Dt
= ∇surf · v, (40.59)
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so that the material evolution equation for the n̂ component of absolute vorticity is

D(ωa · n̂)
Dt

= −(ωa · n̂)
δS

DδS

Dt
+ n̂ · (B +∇× F ). (40.60)

The area term arises from the familiar “ice-skater” effect that reflects angular momentum
conservation for the column (Section 39.2.2), whereas the other terms are the projection of
the baroclinicity and friction curl onto n̂. Bringing the area term onto the left hand side then
renders the infinitesimal form of Kelvin’s circulation theorem (40.5e)

D

Dt
(ωa · n̂dS) = (B +∇× F ) · n̂dS. (40.61)

Note the presence of the absolute vorticity, ωa, in equation (40.60) rather than the relative
vorticity considered in Section 40.2. We return in Section 40.6 to the question of circulation
arising from planetary rotation, where we derive the finite version of the circulation theorem
(40.60).

40.3.6 Vorticity, angular momentum, and torques
Both vorticity and angular momentum offer measures of the rotational motion of a fluid flow.
However, there are key distinctions as detailed in Section 37.9. Perhaps the most fundamental
distinction is that vorticity measures the rotation or spin without reference to an origin, whereas
angular momentum is computed relative to a subjectively chosen origin. Vorticity is thus an
intrinsic property of the fluid flow, whereas angular momentum depends on the chosen origin
and is affected by fluid strains. Consequently, there is a direct connection between angular
momentum and vorticity only for the special case of flow exhibiting rigid-body motion.

Angular momentum of motion relative to an origin changes in the presence of torques
computed about the chosen origin, with the torque equal to the crosss product of the position
vector of a point and the force vector acting at that point. In contrast, vorticity at a point is
affected by the curl of the force per mass acting at the point. Furthermore, angular momentum
is a property of any mechanical system, including point particles and rigid bodies, whereas
vorticity is a property only of a continuous media where we can compute spatial derivatives of
the velocity field.

When the curl of a force per mass is applied to a fluid and thus changes its vorticity, we
commonly use the term “torque” in reference to this force curl. For example, in Section 40.4
we explore baroclinicity, which is the key mechanism for how inviscid torques from pressure
modify vorticity. In that discussion, we see that baroclinicity provides a vorticity source when
the pressure force acting on a fluid element does not pass through the center of mass of that
element. When there is baroclinicity, the pressure force spins the fluid element thus affecting
vorticity. Analogous inviscid and viscous force curls act on boundaries, such as when a fluid
interacts with the solid earth. It is within this context that we use the term “torque” when
referring to a vorticity source. Correspondingly, the torques providing a vorticity source have
the dimension of force per mass per length, whereas the torques altering angular momentum
have the dimension of force times length.6

40.4 Mechanics of baroclinicity
Baroclinicity is present in most geophysical flows, thus affecting the material evolution of
circulation and vorticity. Flow with a nonzero baroclinicity vector is generally referred to as

6See Section 2 of Hughes (2000) for a similar perspective on usage of the term “torque” for processes affecting
vorticity.
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baroclinic flow, whereas barotropic flows have zero baroclinicity. We illustrate the basic distinction
between barotropic and baroclinic fluids in Figure 40.2. We observe that a baroclinic fluid is
associated with fluid motion that is a function of the vertical direction. In contrast, a barotropic
fluid in the special case of pressure and density surfaces aligned with geopotentials, supports no
motion. We further develop these points as we explore the mechanics of baroclinicity.

z

p p

ρ ρ

Barotropic fluid Baroclinic fluid

Figure 40.2: Left panel: a barotropic fluid, whereby density is a function just of pressure, ρ = ρ(p), so that
density surfaces (dashed lines) and pressure surfaces (solid lines) are parallel. Horizontal density and pressure
surfaces in a barotropic fluid support no motion. Right panel: a baroclinic fluid, whereby density and pressure
surfaces generally differ so that density is a function of more than just the pressure. A baroclinic fluid is associated
with fluid motion that is a function of the vertical direction.

40.4.1 Curl of the pressure gradient body force
Baroclinicity is the curl of the pressure gradient body force

B = ∇× Fpress = ∇× (−ρ−1∇p) = −∇ρ−1 ×∇p = ∇ρ×∇p
ρ2

. (40.62)

As discussed in Section 40.3.6, the curl of a force provides a torque that spins the fluid, thus
rendering a vorticity source. Geometrically, baroclinicity arises when there is nonzero change in
pressure along contours of constant density, or conversely changes in density along contours of
constant pressure.7 It can be useful to introduce the notion of a solenoid, which is a tube region
in the fluid that is perpendicular to both ∇ρ and ∇p. There are no solenoids for barotropic
flows, whereby p = p(ρ) (see equation (40.10)). For baroclinic flow, solenoids are associated with
a torque that affects vorticity.

To further understand the mechanical interpretation of solenoids in terms of a torque, consider
the cross product

ρB = F press ×∇ρ = (−ρ−1∇p)×∇ρ. (40.63)

The first term on the right hand side is the pressure gradient acceleration that is oriented down
the pressure gradient. Now consider a tiny fluid element such as shown in Figure 40.3. By
construction, the pressure force acts at the geometric center of the element. However, the nonzero
density gradient means that the center of mass for the fluid element is not at the geometric
center. In this case, the pressure gradient force does not pass through the center of mass, so that
it imparts a torque to the fluid element. This torque then modifies the vorticity and hence the
circulation around the boundary of the element. As an example, consider a horizontal pressure
gradient acting in a fluid that is vertically stratified so ∂zρ ̸= 0. There is a non-zero baroclinicity
pointing in the horizontal direction (perpendicular to the horizontal pressure gradient and vertical
density gradient), with this horizontal baroclinicity vector providing a source for horizontal
vorticity. It is only if the pressure gradient force is aligned with the density gradient (barotropic

7See Exercise 5.1 for a two-dimensional example of this geometry.

CHAPTER 40. VORTICITY AND CIRCULATION MECHANICS page 1139 of 2158



40.4. MECHANICS OF BAROCLINICITY

flow), or if the density is spatially uniform (e.g., constant density homogeneous fluid), that
we find the pressure gradient force passing through the center of mass and thus inducing no
vorticity.

p = constant
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Figure 40.3: A mechanical interpretation of the baroclinicity vector. We consider a tiny fluid element bounded
by surfaces of constant pressure and density. By construction, the pressure gradient force acts at the geometric
center of the element, whereas the center of mass for the element is off-center due to the density gradient across
the element. The pressure gradient force thus provides a torque for the fluid element, with the moment-arm for
the torque determined by the distance between the geometric center and the center of mass. This torque modifies
the vorticity of the fluid element, and in turn modifies the circulation computed around the element’s boundary.
As depicted here, the baroclinicity vector points into the page (right hand rule for (−ρ−1 ∇p)×∇ρ), so that this
baroclinicity spins-up a clockwise circulation around the element, or equivalently a clockwise vorticity. This figure
is adapted from Figure 14.9 of Thorne and Blandford (2017).

40.4.2 Kelvin’s circulation theorem and contact pressure forces
We are afforded another means to understand baroclinicity by returning to the formulation of
Kelvin’s circulation theorem in Section 40.2.1. Focusing just on the baroclinicity contribution in
equation (40.5e) we have[

dC

dt

]
baroclinicity

=

‰
∂S(v)

−ρ−1∇p · dx =

‰
∂S(v)

ρ−2 (−p∇ρ) · dx, (40.64)

which follows since, at any particular instance,

‰
∂S(v)

∇(p/ρ) · dx =

‰
∂S(v)

d(p/ρ) = 0. (40.65)

The term −p∇ρ in equation (40.64) is proportional to the compressive contact pressure force
(Section 25.2) acting normal to a constant density surface. Consequently, if the material surface
on which we are computing circulation happens to be parallel to a constant density surface,
then pressure cannot generate any circulation around that material circuit. The left circuit in
Figure 40.4 illustrates this situation. For the more general case where a material surface crosses
constant density surfaces, pressure modifies circulation computed around such circuits (right
circuit in Figure 40.4).

40.4.3 Bottom pressure contributions at the solid-earth boundary
As an application of the above ideas, consider a fluid region that intersects the solid-earth
boundary. The solid-earth boundary is material so that we can apply Kelvin’s circulation
theorem to a circuit on the boundary. Consider the situation in Figure 40.5, which shows a
vertical slice next to a sloping bottom with constant density surfaces intersecting the bottom.
As in our considerations in Section 40.4.2, any material circuit that sits within the bottom
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∇ρ

ρ1

ρ2

Figure 40.4: The material circuit on the left is assumed to be within a constant density surface. In this case,
∇ρ · dx = 0 so that pressure cannot modify the circulation around this circuit. However, if a material circuit is
not contained fully within constant density surface, such as depicted on the right, then pressure is able to modify
the circulation computed around the circuit.

boundary crosses density surfaces, in which case circulation is affected by the bottom pressure.
Indeed, even if the bottom is flat, so long as density is not constant along the bottom, then a
material circuit within the bottom has circulation modified by bottom pressure.

To develop the mathematics of the above ideas, write the differential line element within the
bottom circuit as

dx = x̂ dx+ ŷ dy + ẑ dz = (x̂+ ẑ ∂xηb)dx+ (ŷ + ẑ ∂yηb)dy. (40.66)

To reach this result we set z = ηb(x, y) since the circuit is along the bottom boundary, which in
turn means that8

dz = dηb = ∇ηb · (x̂dx+ ŷ dy) = ∇ηb · dxhorz. (40.67)

Consequently, the projection of the density gradient onto the circuit is given by

∇ρ · dx = (∇hρ+ ∂zρ∇ηb) · dxhorz. (40.68)

Making use of this result in Kelvin’s circulation theorem and focusing on the pressure contribution,
as in equation (40.64), leads to[

dC

dt

]
bottom

= −
‰
∂Sbottom

p ρ−2∇ρ · dx = −
‰
∂Sbottom

pb
ρ2

(∇hρ+ ∂zρ∇ηb) · dxhorz. (40.69)

There are two contributions to the circulation changes revealed by equation (40.69). The first
arises from the sloped density surfaces next to the bottom, and the second arises from the sloped
bottom multiplied by the vertical density gradient. These two contributions are weighted by
the bottom pressure, pb, which is normalized by the squared density. Circulation modifications
are enhanced by increased horizontal density gradients next to the bottom, as well as increased
topographic slopes. For the special case of flat topography and flat density there are no bottom
pressure-induced changes to the circulation around a bottom material circuit.

40.4.4 Further study
This video from Prof. Shapiro provides a lucid discussion of baroclinicity and its role in affecting
vorticity and circulation.

8Since ηb = ηb(x, y), its gradient is horizontal: ∇ηb = x̂ ∂xηb + ŷ ∂yηb.
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z = ⌘b(x, y)

Figure 40.5: Constant density surfaces intersecting a sloped solid-earth boundary. Any circuit that sits along the
boundary is material since the bottom is material. For circuits that cross density surfaces, the bottom pressure
acts to modify circulation computed for this circuit.

40.5 Vortex lines and material lines
We here study the physics of the source term

(ωa · ∇)v = f ∂zv + (ω · ∇)v (40.70)

appearing in the vorticity equation (40.42). The contribution from ẑ f ∂zw to the first term is
further explored when studying the planetary geostrophic equations in Sections 31.5 and 44.2,
given its importance for large-scale meridional motion on a spherical planet. The second term,
(ω · ∇)v, is the focus of this section.

40.5.1 Vortex lines evolve through the strain rate tensor
To help unpack the physics of the source, (ω · ∇)v, write it in the following form found by
exposing Cartesian tensor labels

ωm ∂mvn = (ωm/2) [(∂mvn + ∂nvm) + (∂mvn − ∂nvm)] (40.71a)

= ωm Smn − ωm Rmn, (40.71b)

where Smn = (1/2) (∂nvm + ∂mvn) are components to the strain rate tensor and Rmn =
(1/2) (∂nvm − ∂mvn) are components to the rotation tensor. These tensors were introduced in
Section 18.6 when studying the kinematics of line elements. As shown in that discussion, the
rotation tensor is related to the vorticity by the identity (18.102), whose use leads to

2ωm Rmn = −ωm ϵmnp ωp = ϵnmp ωm ωp = (ω × ω)n = 0. (40.72)

Recalling that the rotation tensor generates rotations about the axis defined by vorticity, we
can understand why ω · R = 0. Namely, there is no rotation generated when a vector is rotated
about its own axis. We are thus left just with

(ω · ∇)v = ω · S. (40.73)

That is, the source, (ω ·∇)v, appearing in the vorticity equation is determined by the projection
of the vorticity onto the strain rate tensor. This result highlights the fundamental role of flow
strains in affecting vorticity.
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40.5.2 Frozen-in nature of vorticity

Consider an inviscid barotropic fluid in the absence of planetary rotation and whose flow is
non-divergent, in which case the vorticity equation (40.42) reduces to

Dω

Dt
= (ω · ∇)v, (40.74)

and recall the evolution equation for a material line element as detailed in Section 18.6

D(δx)

Dt
= (δx · ∇)v. (40.75)

Now recall from Section 37.7.1 that a vortex line is a line drawn through the fluid that is
everywhere parallel to the vorticity. Such a line connects material fluid particles, so that a vortex
line constitutes a particular case of a material line. At some initial time, t = 0, let the vorticity
on an infinitesimal vortex line be related to the material line element according to

δx(0) = Γω(x, 0), (40.76)

where Γ has dimensions LT and is determined by the initial vorticity and initial line element.
Since the vorticity equation (40.74) has precisely the same mathematical form as the material
line element equation (40.75), the difference vector

A ≡ δx− Γω, (40.77)

evolves according to
DA

Dt
= (A · ∇)v. (40.78)

But since A vanishes at t = 0, we conclude that it vanishes for all time

DA

Dt
= 0. (40.79)

Consequently, the relation (40.76) holds for all time with Γ a constant. That is, the vortex
line and its corresponding line element remain parallel as they both evolve according to their
projection onto the strain rate tensor. We thus say that vorticity is a frozen-in property as
illustrated by Figure 40.6. Although we established this property only for the case of an inviscid,
barotropic fluid with non-divergent flow, it offers insight into the more general situation occuring
in real fluids.

40.5.3 Stretching and tilting of vortex tubes

Vorticity responds when vortex lines or tubes are stretched or bent by the strain rate tensor.
To help understand the response, consider again the perfect fluid barotropic vorticity equation
with a non-divergent flow (equation (40.74)) and focus on the material evolution of the vertical
vorticity component

Dωz
Dt

= ωx
∂w

∂x
+ ωy

∂w

∂y
+ ωz

∂w

∂z
= ω · ∇w = ∇ · (wω). (40.80)

The following discussion closely emulates that given for a material line element in Section 18.8.3.
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Figure 40.6: For the non-divergent flow of a perfect barotropic fluid, vortex lines are also material lines. This
property means that for an arbitrary vortex line drawn in the fluid, the fluid particles that are initially on the
vortex line remain on the line as it moves through the fluid according to the strain rate tensor. We here show two
instances of the same vortex line along with sample test fluid particles. The left configuration stretches into the
right configuration, with the vorticity increasing as the vortex line stretches according to the discussion in Section
40.5.3. This property of a vortex line is known as its frozen-in nature. The frozen-in nature of vortex lines strictly
holds only for perfect barotropic fluid exhibiting non-divergent flow, yet it offers useful insights into the vortex
dynamics of more general fluids.

Stretching

Consider the vortex tube to be initially aligned with the ẑ-axis, so that ωx = ωy = 0, in which
case there is only a single term impacting the material evolution of vertical vorticity9

Dωz
Dt

= ωz
∂w

∂z
. (40.81)

Since the flow is non-divergent, the volume of an infinitesimal portion of the vortex tube is
materially constant

D(δV )

Dt
= 0, (40.82)

which means that the vertical extent, δz, and cross-sectional area, δA, are constrained

1

δz

D(δz)

Dt
+

1

δA

D(δA)

Dt
= 0. (40.83)

As the tube stretches vertically, its horizontal area reduces, and vice versa. Making use of the
expression for the evolution of a material line segment (equation (40.75)) allows us to write

1

δz

D(δz)

Dt
=
∂w

∂z
, (40.84)

so that the vorticity equation (40.81) becomes

Dωz
Dt

= ωz
∂w

∂z
= ωz

[
1

δz

D(δz)

Dt

]
= −ωz

[
1

δA

D(δA)

Dt

]
. (40.85)

Rearrangement leads to
D(ωz δA)

Dt
= 0, (40.86)

which is an expression of Kelvin’s circulation theorem (equation (40.11)) for a horizontal
cross-section of the vortex tube.

The above manipulations suggest the following interpretation for the stretching term,
ωz (∂w/∂z), appearing in the vertical vorticity equation (40.80) and illustrated in Figure 40.7.

9Be mindful to distinguish the symbols for the vertical component of vorticity, ωz, and the vertical component
of velocity, w.
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Namely, as the vortex tube is stretched and its cross-sectional area is compressed, the vorticity
magnitude increases so to maintain a constant circulation around the tube, as per Kelvin’s
theorem (or equivalently as per Helmholtz’s first theorem discussed in Section 37.7.3). Stretching
a vortex tube increases the magnitude of the vorticity in the direction of the stretching whereas
compressing a tube reduces the vorticity magnitude. This result accords with our understanding
of angular momentum conservation as discussed for the rotating cylinder in Section 39.2.2 and
depicted by Figure 39.1.

stretching

!z = 0
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tilting

x

z

Figure 40.7: Ilustrating how stretching and tilting of a vortex tube impacts on the vorticity. Top panels: As the
cross-sectional area of the vortex tube shrinks, and the vertical extent of the tube stretches, the magnitude of the
vorticity along the axis of the tube increases. This result accords with our understanding of angular momentum
conservation as discussed for the rotating cylinder in Section 39.2.2 and depicted by Figure 39.1, as well as with
Helmholtz’s first theorem in Section 37.7.3 and Figure 37.7. Lower panels: The initial vortex tube is assumed to
be aligned parallel to the x-axis, so that it has zero projection in the vertical direction. A horizontal shear of the
vertical velocity (∂w/∂x ̸= 0) deforms the vortex tube. Upon deforming (or tilting), the tube picks up a nonzero
projection in the vertical, which means that it now has a nonzero vertical component to vorticity.

Tilting

Now consider an initially horizontal vortex tube as in the lower left panel of Figure 40.7 so that
ωz = 0. Furthermore, to focus on just one of the two horizontal directions we set ωy = 0 so that
equation (40.80) for the vertical vorticity becomes

Dωz
Dt

= ωx
∂w

∂x
. (40.87)

If there is no horizontal shear in the vertical velocity (∂w/∂x = 0), then the vortex tube remains
horizontal. However, in the presence of ∂w/∂x ̸= 0, the vorticity vector picks up a nonzero
vertical projection. To help visualize this process, recall the frozen-in nature of vortex lines, and
consider the evolution of an infinitesimal line segment on the vortex tube. With the vortex tube
initially aligned parallel to the x-axis, the evolution of a material line segment (equation (40.75))
is given by

D(δx)

Dt
= δx

∂v

∂x
. (40.88)

The initially horizontal line segment thus picks up a projection in the vertical so long as
∂w/∂x ̸= 0. Correspondingly, the vorticity picks up a vertical component. We can think of this
process as a tilting or deforming of the initially horizontal vortex tube, with the tilted tube
having a nonzero vertical projection.
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40.5.4 Shallow water vorticity revisited

We here revisit our discussion of the shallow water vorticity from Chapter 39 in light of the
vorticity equation (40.42). Notably, an inviscid shallow water fluid has zero baroclinicity, so that
only stretching and tilting affect shallow water vorticity.

Vortex tubes never close in a shallow water layer

The absolute vorticity vector in a shallow water layer is given by equation (35.106d)

ωa = ∇× v + ẑ f = ωh + ẑ (ζ + f) = x̂ ∂yw − ŷ ∂xw + ẑ ζa = −ẑ ×∇w + ẑ ζa, (40.89)

where we set ∂zu = ∂zv = 0 for the horizontal velocity within a shallow water layer. Since
the shallow water fluid is hydrostatic, the horizontal vorticity component is much smaller in
magnitude than the vertical component,

|∂xw, ∂yw| ≪ |ζ|. (40.90)

Vortex tubes in a shallow water fluid do not close, since to close requires breaking this inequality.
Hence, shallow water vortex tubes reach from the bottom of the layer to the top, with only a
slight tilt relative to the vertical.

Material time evolution of shallow water vorticity

To determine how shallow water vorticity evolves, we make use of the stretching and tilting term
in the form of equation (40.73) so that

Dωa

Dt
= (ωa · ∇)v =⇒ Dωan

Dt
= ωam Smn. (40.91)

The strain rate tensor for the shallow water fluid is

S =
1

2

 2 ∂xu ∂yu+ ∂xv ∂zu+ ∂xw
∂xv + ∂yu 2 ∂yv ∂zv + ∂yw
∂xw + ∂zu ∂yw + ∂zv 2 ∂zw

 =
1

2

 2 ∂xu ∂yu+ ∂xv ∂xw
∂xv + ∂yu 2 ∂yv ∂yw
∂xw ∂yw 2 ∂zw

 ,
(40.92)

so that material time evolution of the vertical vorticity component, is given by

D(ζ + f)

Dt
= ω1 S13 + ω2 S23 + ẑ · ωa S33 (40.93a)

= (1/2) (ω1 ∂xw + ω2 ∂yw) + ωa3 ∂zw (40.93b)

= (ζ + f) ∂zw (40.93c)

= −(ζ + f)∇ · u, (40.93d)

which agrees with the shallow water vorticity equation (39.9). For the zonal vorticity component
we have

Dω1

Dt
= ω1 S11 + ω2 S21 + ẑ · ωa S31 (40.94a)

= ω1 ∂xu+ ω2 (∂xv + ∂yu)/2 + ω3 ∂xw, (40.94b)

and a similar expression for the meridional component.
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Flux-form evolution of Cartesian vorticity components

In Section 40.3.4, we showed how each of the three Cartesian vorticity components evolves
according to a flux-form equation. For the vertical component to the vorticity, the vorticity flux,
Jζa , is given by equation (40.45) and it takes on the following form for a shallow water layer

Jζa = v ζa − wωa = u ζa − wωh = u ζa + w ẑ ×∇w = u ζa + ẑ ×∇w2/2. (40.95)

The term
ẑ ×∇w2/2 = −∇× ẑw2/2 (40.96)

has a zero divergence and so has no contribution to the convergence of the vorticity flux. Hence,
the vorticity flux, Jζa , derived here differs by a gauge from the purely advective flux, u ζa,
considered in the shallow water vorticity equation (39.7).

For the zonal component to the vorticity, the vorticity flux, Jω1 , is given by equation (40.47)
and it takes on the following form for a shallow water layer

Jω1 = v ωa1−uωa = (ŷ v+ẑw)ω1−ŷ ω2−ẑ (ζ+f) = ŷ (v ω1−uω2)+ẑ [wω1−u (ζ+f)], (40.97)

with a similar form for the flux of the meridional vorticity component, Jω2 .

40.5.5 Concerning three-dimensional turbulence

As a vortex tube is stretched in the presence of straining motion, it spins faster as its radius
decreases. Hence, its kinetic energy moves from larger to smaller spatial scales. This process of
downscale energy cascade (i.e., the movement of kinetic energy from large to small scales) is a
fundamental property of three dimensional turbulence, and vortex stretching is the dominant
mechanism for the cascade. In contrast, two dimensional turbulence, which occurs in horizontal
non-divergent flows, does not support vortex stretching and consequently does not support the
downscale energy cascade. Instead, two dimensional turbulence supports an inverse cascade
whereby there is a net flow of energy to larger scales, with that flow related to the material
conservation of vorticity in two dimensional non-divergent flows (see Chapter 38). Vallis (2017)
provides a lucid discussion of energy cascades in both two and three dimesional turbulence.

40.6 Circulation viewed in a rotating reference frame

We here tie up an important loose end by studying circulation and vorticity for fluids in a rotating
reference frame, such as those on a rotating planet. It turns out that incorporating rotation is
straightforward, and yet the implications are quite profound for the motion of geophysical fluids.
In this section we are careful to make use of planetary Cartesian coordinates, whereby the origin
of the coordinate system is at the center of the planet (see Figure 4.3).

Start by recalling the expression from Section 13.7.1 for the inertial or absolute velocity (i.e.,
velocity measured in an inertial frame)

va = v +Ω× x, (40.98)

where v is the velocity measured in the rotating frame (relative velocity), and x is the position
vector relative to the origin (e.g., center of earth). The absolute circulation around an arbitrary
circuit (a circuit that is not necessarily material) is thus given by

Ca =

‰
∂S

(v +Ω× x) · dx = C + Cplanet, (40.99)
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where the circulation measured in the rotating reference frame is

C =

‰
∂S
v · dx (40.100)

and the circulation associated with the rotating planet is

Cplanet =

‰
∂S

(Ω× x) · dx. (40.101)

A fluid element at rest in the rotating reference frame still has a nonzero absolute circulation
as given by the planetary circulation. Making use of Stokes’ theorem leads to the equivalent
forms for the circulations

C =

‰
∂S
v · dx =

ˆ
S

ω · n̂dS relative circulation (40.102a)

Cplanet =

‰
∂S

(Ω× x) · dx =

ˆ
S

ωplanet · n̂dS planetary circulation (40.102b)

Ca =

‰
∂S
va · dx =

ˆ
S

ωa · n̂dS absolute circulation, (40.102c)

where

ω = ∇× v relative vorticity (40.103a)

ωplanet = ∇× (Ω× x) = 2Ω planetary vorticity (40.103b)

ωa = ∇× (v +Ω× x) = ω + ωplanet absolute vorticity. (40.103c)

Thus far we have merely substituted in the expression (40.98) for the inertial velocity and then
decomposed the vorticity and circulation into its relative and planetary components. Next we
consider how circulation evolves, in which case we see how the relative and planetary circulations
interact.

40.6.1 Material evolution of absolute circulation

Consider how the absolute circulation evolves for a material circuit that moves with the fluid

dCa

dt
=

d

dt

‰
∂S(v)

va · dx =
d

dt

‰
∂S(v)

(v +Ω× x) · dx. (40.104)

We measure fluid motion in the rotating frame so that the material time derivative is computed
with the velocity, v, rather than the absolute velocity, va. Following the derivation of Kelvin’s
circulation theorem in a non-rotating reference frame from Section 40.2 leads to

dCa

dt
=

d

dt

‰
∂S(v)

(v +Ω× x) · dx (40.105a)

=

‰
∂S(v)

[
Dv

Dt
+Ω× Dx

Dt

]
· dx+

‰
∂S(v)

(v +Ω× x) · dv (40.105b)

=

‰
∂S(v)

[
Dv

Dt
+Ω× v

]
· dx+

‰
∂S(v)

(Ω× x) · dv (40.105c)

=

‰
∂S(v)

[
Dv

Dt
+ 2Ω× v

]
· dx. (40.105d)
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To reach this result we set

v =
Dx

Dt
, (40.106)

for the velocity of a fluid particle on the circuit. We also used the identity

‰
∂S(v)

v · dv =
1

2

‰
∂S(v)

d(v · v) = 0 (40.107)

as well as‰
∂S(v)

(Ω× x) · dv =

‰
∂S(v)

d [(Ω× x) · v]−
‰
∂S(v)

(Ω× dx) · v =

‰
∂S(v)

(Ω× v) · dx, (40.108)

where we set ‰
∂S(v)

d [(Ω× x) · v] = 0 (40.109)

since, as for equation (40.107), the closed loop integral of an exact spatial differential vanishes.
We also noted that Ω is a constant vector so that dΩ = 0. Now insert the momentum equation
(40.31) into equation (40.105d) to yield

dCa

dt
=

‰
∂S(v)

[
Dv

Dt
+ 2Ω× v

]
· dx. (40.110a)

=

‰
∂S(v)

[
−1

ρ
∇p−∇Φ+ F

]
· dx. (40.110b)

=

‰
∂S(v)

[
−dp

ρ
+ F · dx

]
. (40.110c)

Making use of Stokes’ theorem leads to the evolution of absolute circulation around a material
loop

dCa

dt
=

‰
∂S(v)

[
−dp

ρ
+ F · dx

]
=

ˆ
S(v)

(B +∇× F ) · n̂dS, (40.111)

where B = ρ−2∇ρ×∇p is the baroclinicity vector from equation (40.62).

The circulation theorem (40.111) is the same as obtained for Kelvin’s circulation theorem in
a non-rotating reference frame as discussed in Section 40.2 (see equation (40.5e)). As such, we
find that time changes to the absolute circulation are affected by the work applied by pressure
and friction when integrated around the material circuit. Evidently, the formalism confirms that
absolute circulation is a frame invariant property of the fluid, in which its evolution is unchanged
when moving to a non-inertial rotating frame.

40.6.2 The beta effect
As given by equation (40.99), the absolute circulation around an arbitrary circuit equals to the
circulation of fluid measured in the rotating frame (relative circulation) plus circulation of the
rotating frame itself (planetary circulation)

Ca = C + Cplanet = C + 2

ˆ
S

Ω · n̂dS ⇐⇒ dCa

dt
=

dC

dt
+

dCplanet

dt
. (40.112)

We can determine the processes that affect the absolute circulation around a material loop by
using the circulation theorem (40.111)

dC

dt
= −dCplanet

dt
+

dCa

dt
(40.113a)
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= −2 d

dt

[ˆ
S(v)

Ω · n̂dS

]
+

ˆ
S(v)

(B +∇× F ) · n̂dS. (40.113b)

We generally assume that the planetary rotation is a constant in time and points through the
north pole of the sphere10 Ω = Ω Ẑ, so that

ˆ
S(v)

Ω · n̂dS = Ω

ˆ
S(v)

Ẑ · n̂dS = ΩA⊥. (40.114)

The area, A⊥, is the projection of the spherical area enclosed by the circuit onto the horizontal
equatorial plane, with Figure 40.8 illustrating the geometry. This result has profound impact on
large scale geophysical fluid motion, whereby relative circulation around a material circuit in the
rotating frame changes according to

dC

dt
= −2Ω dA⊥

dt︸ ︷︷ ︸
beta effect

+

ˆ
S

(B +∇× F ) · n̂dS(v)︸ ︷︷ ︸
baroclinicity plus friction curl

. (40.115)

Equation (40.115) is sometimes referred to as the Bjerknes circulation theorem (see Holton and
Hakim (2013) equation (4.5)). The second term, comprised of baroclinicity and friction, also
appears in case of a non-rotating reference frame that we studied in Sections 40.2 and 40.4.

A
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equatorial plane

Figure 40.8: Geometry of the beta effect on a rotating sphere. According to the Bjerknes circulation theorem
(40.115), the circulation for a material loop on the surface of a rotating sphere is affected by baroclinicity and
friction, as for a non-rotating sphere, as well as latitudinal motion of the loop. The latitudinal motion alters the
area of the loop as projected onto the equatorial plane, with the projected area increasing as the loop moves
poleward. When multiplied by the magnitude of the planetary vorticity, 2Ω, the area contribution is termed
planetary induction (i.e., relative circulation is induced by latitudinal motion), or more commonly it is called the
beta effect. The beta effect requires both rotation (2Ω) and curvature of the sphere (∂yf = β); it is therefore
absent on the f -plane.

The first term in the circulation theorem (40.115) is fundamentally new. It is nonzero in the
presence of both rotation and curvature of the sphere. The spherical effect arises from latitudinal
movement of a material circuit, with the area, A⊥, changing under such motion. When the
circuit moves poleward, the projected area, A⊥, increases whereas it decreases to zero as it
moves equatorward. The material change in A⊥, when multiplied by the planetary vorticity,
modifies the relative circulation around the material circuit. We refer to planetary induction as

10We follow the notational conventions of Figure 4.3 with one exception. Here, the vertical Cartesian direction
through the north pole is written Ẑ to avoid confusion with the local vertical direction ẑ determined by the
geopotential.
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the process whereby relative circulation is modified by latitudinal motion of a material circuit
on a rotating sphere. Or more commonly, planetary induction is referred to as the beta effect,
given its connection to the latitudinal gradient of the Coriolis parameter, β = ∂yf . Notably,
longitudinal motion of the circuit has no impact on A⊥, so that longitudinal motion imparts no
planetary induction of relative circulation.

In theories of large-scale laminar planetary flows, the baroclinicity and friction terms are
typically sub-dominant. For these flows, the material evolution of relative circulation is dominated
by the beta effect. Planetary geostrophic flow is the canonical example of such flow, as studied
in Section 31.5 as well as Chapters 43 and 44. In such flows, forces that lead to meridional
motion also give rise to changes in the relative circulation. Conversely, forces that change the
circulation around a material loop affect meridional motion of the loop.

40.6.3 The case of two-dimensional non-divergent flow
To garner further insight into the nature of the beta effect, consider a perfect (i.e., inviscid)
two-dimensional and non-divergent flow (zero vertical velocity) on a rotating sphere. In this
case there is only a vertical component to vorticity and baroclinicity vanishes. Hence, relative
vorticity is affected only via the beta effect. In addition, the fluid flow materially preserves the
area of any material region. This two-dimensional non-divergent barotropic flow is discussed in
more detail in Chapter 38. We here use it as an example to expose essential features of the beta
effect (see also Section 38.2.2).

In the rotating frame, circulation around an infinitesimal closed material loop is

C = Aζ, (40.116)

where ζ is the relative vorticity and A is the area enclosed by the loop. Because the fluid flow is
non-divergent, the loop area A remains constant even as the loop becomes contorted (see Section
21.6). This area preservation property simplifies the evolution equation for the circulation, which
is given by

DC

Dt
=

D(Aζ)

Dt
= A

Dζ

Dt
. (40.117)

Equating this result to the circulation change implied by Bjerknes’ circulation theorem (40.115)
renders

DC

Dt
= A

Dζ

Dt
= −2Ω DA⊥

Dt
. (40.118)

Let the material circuit be at a latitude, ϕ, so that the projection of the loop area onto the
equatorial plane is (see Figure 40.8)

A⊥ = A sinϕ. (40.119)

Hence, material evolution of the circulation is

DC

Dt
= A

Dζ

Dt
(40.120a)

= −2Ω DA⊥
Dt

(40.120b)

= −2AΩ
Dsinϕ

Dt
(40.120c)

= −2AΩ cosϕ
Dϕ

Dt
(40.120d)

= −A
[
2Ω cosϕ

R

] [
R
Dϕ

Dt

]
(40.120e)

= −Aβ v, (40.120f)
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where we introduced the meridional velocity component

v = R
Dϕ

Dt
(40.121)

and the meridional derivative of the planetary vorticity

β =
df

dy
=

1

R

d

dϕ
(2Ω sinϕ) =

2Ω cosϕ

R
. (40.122)

The result (40.120f)
1

A

DC

Dt
=

Dζ

Dt
= −β v, (40.123)

shows how meridional motion on a rotating sphere induces relative circulation, and thus relative
vorticity. It furthermore motivates the name beta effect for the planetary induction.

40.6.4 Planetary circulation, planetary vorticity, and the Coriolis acceleration

From equation (40.103b) we know that the planetary vorticity is given by the constant vector

ωplanet = ∇× (Ω× x) = 2Ω. (40.124)

As a constant vector, it is the same everywhere in space. However, its impact on the fluid
circulation and vorticity depends on what latitude the rotation vector is sampled. We here focus
on the radial component of the planetary vorticity by measuring the circulation per area for
fixed radius circuits, with reference to Figure 40.9.

Planetary circulation centered on the pole and on the equator

Equation (40.114) leads to the planetary circulation

Cplanet = 2ΩA⊥, (40.125)

for an arbitrary constant radius circuit. Stokes’ theorem then says that the planetary vorticity,
as projected onto the local radial direction (outward normal to the surface), has value

ωplanet · n̂ ≈ Cplanet/S = 2ΩA⊥/S, (40.126)

where S =
´
S
dS is the area enclosed by the circuit. In the limit that the circuit becomes

infinitesimal, then A⊥ → S when the circuit is centered on the north pole, whereas A⊥ → 0 for
an equatorially centered circuit. Correspondingly, the planetary vorticity, when projected into
the radial direction, is 2Ω at the north pole (and −2Ω at the south pole), whereas it vanishes
at the equator. We emphasize that it is not the planetary vorticity that vanishes at the equator,
which is obvious since ωplanet = 2Ω is a constant vector. Rather, it is the radial projection,
ωplanet · r̂, that vanishes at the equator.

Comments on the Coriolis acceleration

Although ωplanet · r̂ = 0 at the equator, the Coriolis acceleration does not generally vanish
there. That is, recall the discussion in Section 13.9.8 where the Coriolis acceleration in spherical
coordinates is written

ACoriolis = −2Ω
[
λ̂ (w cosϕ− v sinϕ) + ϕ̂u sinϕ− r̂ u cosϕ

]
, (40.127)
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equatorial plane

polar circuit

equatorial circuit
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Cplanet/S ⇡ 2⌦

Figure 40.9: Area mean of the planetary vorticity as computed around two closed circular loops with area S.
One circuit is centered on the north pole, in which case the area mean planetary circulation, Cplanet/S ≈ 2Ω. The
other circuit is centered on the equator so that Cplanet/S ≈ 0. Stokes’ theorem says that the planetary vorticity, as
projected onto the local radial direction (outward normal), has value ωplanet · r̂ ≈ Cplanet/S. Hence, the planetary
vorticity equals 2Ω at the north pole (and −2Ω at the south pole), whereas it vanishes at the equator.

which, at ϕ = 0, is
ACoriolis(ϕ = 0) = −2Ω (w λ̂− u r̂). (40.128)

Evidently, a nonzero Coriolis acceleration at the equator arises since it depends on Ω = ωplanet/2
rather than just its radial projection, ωplanet · r̂. For large-scale flows, we commonly ignore
ACoriolis(ϕ = 0) since its radial term is tiny relative to the gravitational acceleration, and the
longitudinal term is small for large-scale flows where the vertical velocity is typically small.11

Indeed, these points were made in Section 13.9.8, whereby the Coriolis acceleration for large-scale
planetary flows is approximated by equation (13.99)

Alarge-scale
Coriolis ≡ −2Ω sinϕ (−λ̂ v + ϕ̂u) ≡ −f r̂ × v. (40.129)

This approximate Coriolis acceleration does vanish at the equator, and it is the form resulting
from the Traditional Approximation used for the hydrostatic primitive equations in Section
27.1.3.

40.6.5 Further study

The beta effect and its role in vorticity is nicely summarized in this video from Science Primer
in the context of Rossby waves.

40.7 Vorticity budget for a primitive equation Boussinesq ocean

In this section we develop the vorticity budget for a hydrostatic primitive equation Boussinesq
ocean in the presence of diabatic sources and frictional forcing. This system is of particular
importance for ocean circulation models. The governing primitive equations, as derived in

11Stewart and Dellar (2011) argue for the importance of the full expression of the Coriolis acceleration (40.127)
for the dynamics of cross-equatorial abyssal ocean flows.
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Section 29.1.6, are given by

Du

Dt
+ f ẑ × v = −∇hφ+ F (40.130a)

∂zφ = b (40.130b)

∇ · v = 0 (40.130c)

Db

Dt
= ḃ, (40.130d)

with the non-divergent velocity field written

v = (u, w) = u+ w ẑ. (40.131)

The perturbation pressure is given by

ρo φ = δp = p− p0, (40.132)

with the reference pressure, p0 = p0(z), in hydrostatic balance with the constant reference
density

dp0
dz

= −g ρo, (40.133)

and p the hydrostatic pressure satisfying the local hydrostatic balance

∂zp = −g ρ. (40.134)

The globally referenced Archimedean buoyancy is given by

b = −g (ρ− ρo)/ρo, (40.135)

with this field discussed in Section 30.4.2. As mentioned at the end of Section 40.6.4, we here
assume the Coriolis acceleration of the form relevant to the Traditional approximation (Section
27.1.3), in which we are only concerned with the local vertical component of planetary rotation
so that

f ẑ × v = f ẑ × u. (40.136)

Finally, the friction acceleration vector is horizontal

F = (F x, F y, 0) (40.137)

and the gradient operator is decomposed into its horizontal plus vertical contribution.

∇ = ∇h + ẑ ∂z. (40.138)

40.7.1 Deriving the vorticity equation

Vector invariant velocity equation

To derive the vorticity equation, it is useful to combine the horizontal momentum equation with
the hydrostatic balance, in which case

Du

Dt
+ f ẑ × v = −∇φ+ b ẑ + F . (40.139)

As for the non-hydrostatic case (Section 40.3.1), we rewrite the self-advection operator, (v ·∇)u,
before taking the curl. In turn, we introduce the hydrostatic relative vorticity given by the curl
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of the horizontal velocity

ωhy = ∇× u = ẑ × ∂zu+ ẑ ζ = −x̂ ∂zv + ŷ ∂zu+ ẑ ζ, (40.140)

where
ζ = ∂xv − ∂yu (40.141)

is the vertical component to the relative vorticity, and the hydrostatic vorticity is non-divergent

∇ · ωhy = 0. (40.142)

It is then straightforward to show that

ωhy × v = x̂ (w ∂zu− v ∂xv + v ∂yu) + ŷ (w ∂zv − u ∂yu+ u ∂xv)− ẑ ∂z(u2 + v2)/2 (40.143a)

= w ∂zu+ ζ (−v x̂+ u ŷ)− ẑ ∂z(u2 + v2)/2, (40.143b)

in which case

∇(u2/2) + ωhy × v = ∇ (u2 + v2)/2− ẑ ∂z (u2 + v2)/2 + w ∂zu+ ζ (−v x̂+ u ŷ) (40.144a)

= (u ∂x + v ∂y + w ∂z)u (40.144b)

= (v · ∇)u. (40.144c)

The material time derivative of the horizontal velocity can thus be written

Du

Dt
= ∂tu+ (v · ∇)u = ∂tu+ ωhy × v +∇(u2/2), (40.145)

which then leads to the vector invariant horizontal velocity equation

∂tu+ (f ẑ + ωhy)× v = −∇(φ+ u2/2) + b ẑ + F , (40.146)

which can be written in the equivalent form12

(∂t + w ∂z)u+ (f + ζ) ẑ × u = −∇h (φ+ u2/2)− (∂zφ− b) ẑ + F . (40.147)

Curl of the velocity equation to render the vorticity equation

Now take the curl of the vector invariant velocity equation (40.146), and make use of the identity

∇× (ωhy
a × v) = (v · ∇)ωhy

a − (ωhy
a · ∇)v, (40.148)

where we introduced the absolute vorticity for a hydrostatic fluid

ωhy
a = f ẑ + ωhy. (40.149)

The result is the vorticity equation

∂tω
hy + (v · ∇)ωhy

a = (ωhy
a · ∇)v +∇× ẑ b+∇× F . (40.150)

12As discussed in Griffies et al. (2020), the form (40.147) is commonly used for Boussinesq and hydrostatic
ocean models.
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Since the Coriolis parameter is time independent, we can add it to the time derivative to yield
and equation for absolute vorticity

Dωhy
a

Dt
= (ωhy

a · ∇)v︸ ︷︷ ︸
stretching + tilting

+ ∇× ẑ b︸ ︷︷ ︸
baroclinicity

+ ∇× F .︸ ︷︷ ︸
friction curl

(40.151)

It is notable that the pressure gradient is eliminated from the Boussinesq vorticity equation.
Even so, the vorticity is affected by baroclinicity as manifested through horizontal gradients in
the buoyancy field, which we discuss next.

40.7.2 Boussinesq baroclinicity

Let us compare the Boussinesq vorticity equation (40.151) to the vorticity equation (40.42) for
a non-hydrostatic and non-Boussinesq fluid. One difference concerns the form of the vorticity,
which differs due to the use of only the horizontal velocity, ωhy = ∇×u, for the hydrostatic fluid
whereas the full velocity is used for the non-hydrostatic case, ω = ∇×v. Even so, both vorticity
equations have a vorticity source due to stretching and tilting, and both have a source due to
the curl of friction. The key difference arises in the form of the baroclinicity vector. Namely, the
Boussinesq baroclinicity does not involve the Boussinesq pressure gradient acceleration since it
has zero curl. Instead, Boussinesq baroclinicity is given by13

Bbouss = ∇× ẑ b = ∇b× ẑ. (40.152)

Boussinesq baroclinicity has a somewhat simpler form than baroclinicity in a compressible fluid,
as given by equation (40.62)

B = (∇ρ×∇p)/ρ2 = −∇× (ρ−1∇p). (40.153)

Again, the fundamental difference arises since the Boussinesq pressure gradient acceleration is
annihilated when taking the curl of the velocity equation to produce the Boussinesq vorticity
equation. So rather than arise from the misalignment of pressure and density isolines, Boussinesq
baroclinicity arises from the misalignment of the gravity field and density gradients.

One practical feature of the Boussinesq baroclinicity (40.152) is that we can readily deduce
the presence of baroclinicity (either for the non-hydrostatic or hydrostatic Boussinesq ocean)
merely by noting whether there is a slope to the buoyancy surfaces relative to the horizontal
(e.g., Figure 40.10). That is, a sloping buoyancy surface provides a vorticity source for the
Boussinesq ocean.

Boussinesq baroclinicity only affects a horizontal vorticity tendency

Given that the Boussinesq baroclinicity (40.152) does not involve the pressure gradient accel-
eration, we must modify the physical interpretation offered in Section 40.4. In particular, the
curl of the non-Boussinesq pressure acceleration has components in all three directions so that
the non-Boussinesq baroclinicity affects a source for each of the three vorticity components. In
contrast, the Boussinesq baroclinicity is the curl of the Archimedean buoyant acceleration and
this acceleration acts only in the vertical. Consequently, the Boussinesq baroclinicity has no
direct affect on the vertical component to absolute vorticity

ẑ ·Bbouss = ẑ · (∇× ẑ b) = 0. (40.154)

13We see in Exercise 41.2 that the baroclinicity vector (40.152) also applies for the non-hydrostatic Boussinesq
ocean.
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Rather, Boussinesq baroclinicity only acts directly as a source for horizontal vorticity. Thus,
Boussinesq baroclinicity can only indirectly affect vertical vorticity through the effects of
baroclinicity on vertical velocity and the corresponding vertical stretching.

b
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b′ > 0 b′ > 0b′ < 0

Figure 40.10: Baroclinicity in a Boussinesq ocean is manifest by nonzero horizontal gradients in the buoyancy
field. Here we depict a region of relatively strong baroclinicity above a region of weaker baroclinicity. A sloping
buoyancy surface is therefore synonymous with a nontrivial baroclinic structure. We label anomalously positive
(b′ > 0) and negative buoyancy (b′ < 0), where the prime denotes anomalies relative to a horizontal average.
Furthermore, as per equation (40.154), baroclinicity in a Boussinesq ocean only acts as a source for horizontal
vorticity.

Comments on shallow water vorticity

In Chapter 39, we studied vorticity in the shallow water fluid. As noted in Section 39.3.3, we
are only concerned with the vertical component to vorticity in the shallow water fluid, since
the horizontal components are tiny by comparison. Furthermore, equation (39.28) says that
the vertical component to shallow water absolute vorticity is materially altered only through
material changes to the layer thickness. There is no impact from baroclinicity on the shallow
water vorticity. The absence of baroclinicity follows trivially from the absence of any horizontal
buoyancy gradients within the shallow water layer. In this manner, the shallow water layer is
barotropic.

40.7.3 Vertical vorticity equation

Following the discussion in Section 40.3.4 for the unapproximated vorticity, we here examine the
vertical component of the hydrostatic and Boussinesq vorticity equation (40.151)

Dζa
Dt

= (ωhy
a · ∇)w + ẑ · (∇× F ), (40.155)

with the absence of baroclinicity noted above in Section 40.7.2. The stretching, tilting, and
friction curl appearing on the right hand side provide vorticity sources that affect the left hand
side’s material time evolution. We see this evolution more fully by expanding the terms to render

∂tζa + (v · ∇) ζ + β v = ẑ · (∂zu×∇hw) + (ζ + f) ∂zw + ẑ · (∇× F ). (40.156)

CHAPTER 40. VORTICITY AND CIRCULATION MECHANICS page 1157 of 2158



40.8. EVOLUTION OF DEPTH INTEGRATED VERTICAL VORTICITY

Planetary geostrophic limit

The linearized, inviscid, and steady version of the vorticity equation (40.156) leads to the linear
vorticity balance studied in Section 31.5.4 and Chapter 44

β v = f ∂zw. (40.157)

This relation comprises the inviscid vorticity equation for the planetary geostrophic equations.
It represents a kinematic balance since no forces are exposed here to explicitly cause motion,
though such forces do appear in the momentum equation. Reading the balance from right to
left indicates that any process generating vorticity via vortex stretching must be balanced by
meridional motion. That is, the fluid responds to vortex stretching by moving meridionally
through the planet’s vorticity field. Since the vorticity of a planetary geostrophic fluid is solely
determined by planetary vorticity, meridional movement is the only means for the fluid to balance
vortex sources. Conversely, reading the equality from left to right reveals that any meridional
motion itself must be balanced by vortex stretching.

Vorticity flux vector

We can write the vorticity equation (40.156) in an alternative form by making use of ∇ · v =
∇ · ωhy

a = 0 to yield
∂tζa = −∇ · (v ζa − wωhy

a ) + ẑ · (∇× F ). (40.158)

Furthermore, we can use equation (40.44d) for the friction curl, ẑ · (∇× F ) = −∇ · (ẑ × F ).
Hence, the vertical component of the Boussinesq vorticity evolves according to the convergence
of the vorticity flux

∂tζa = −∇ · Jζa with Jζa = v ζa − wωhy
a + ẑ × F , (40.159)

which can be compared to the vorticity flux (40.45) for the compressible nonhydrostatic fluid.
Again, the main difference arises from the absence of a baroclinicity contribution for the
hydrostatic Boussinesq ocean.

The identity ωhy
a = ẑ × ∂zu+ ẑ ζa allows us to write

v ζa − wωhy
a = u ζa − w ẑ × ∂zu, (40.160)

which is a horizontal vector. Furthermore, note that ẑ × F is a horizontal vector, which then
means that there is no vertical contribution to the vorticity flux vector, Jζa · ẑ = 0. We
previously encountered this property in Section 40.3.4 when discussing the vorticity flux for the
non-Boussinesq fluid, with Figure 40.1 providing a schematic.

40.8 Evolution of depth integrated vertical vorticity
In this section we study the depth integral of the vertical vorticity equation (40.45)

∂tζa = −∇ · Jζa with Jζa = v ζa − ωaw − ẑ × ρ−1∇p+ ẑ × F . (40.161)

We perform the depth integral over the full depth of the ocean from its bottom at z = ηb(x, y)
to the ocean surface at z = η(x, y, t) (see Figure 35.1). Studies of the depth integrated
vorticity equation allow us to focus on the two dimensional budgets with particular attention
to how boundary torques alter the budget. This section anticipates analysis of the depth
integrated planetary geostrophic vorticity equation in Section 44.3, with that analysis of use
for understanding the role of topography in forcing the large-scale ocean circulation. We also
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consider the vorticity of the depth integrated flow in Section 40.9, which is commonly considered
in numerical applications. Notably, the discussion in the present section does not assume pressure
is approximatly hydrostatic, so that all results hold for the general case of a non-hydrostatic
flow.

40.8.1 Comments on the role of baroclinicity

Results of the analysis in this section can be readily specialized to the Boussinesq and hydrostatic
case given by equation (40.159). The key distinction, as noted in Section 40.7.2, is that Boussinesq
baroclinicity does not directly affect changes to the vertical component of the Boussinesq vorticity
(whether hydrostatic or non-hydrostatic; see Exercise 41.2). This property of the Boussinesq
baroclinicity means that the boundary pressure torques discussed in Sections 40.8.3 and 40.8.4
play no direct role in the Boussinesq vorticity equation. However, these boundary pressure
torques play a direct role in vertical motion next to the boundaries, especially next to the bottom,
with such motion affecting a source to vorticity through stretching. We have much to say in
Section 44.3 concerning how boundary pressure torques affect vertical motion for vorticity for
the planetary geostrophic fluid. Additionally, as seen in Section 40.9, boundary pressure torques
do play a direct role in affecting vorticity of the depth integrated flow in both the Boussinesq
and non-Boussinesq fluids.

This discussion exemplifies the sometimes subtle differences between vorticity sources de-
pending on the precise nature of the vorticity, whether it be vorticity for a fluid element as
discussed in this section, vorticity of the depth integrated flow in Section 40.9, or vorticity of the
depth averaged flow in Section 40.9.7. When studying flavors of vorticity, it is important to be
clear on details of their evolution equations since the details color the physical interpretations.

40.8.2 Leibniz rule expressions

The necessary manipulations are typical for the analysis of depth integrated budgets, such as
considered for the depth integrated momentum in Section 28.4 and depth integrated angular
momentum in Section 28.5. For vorticity we are interested in manipulating following equation

ˆ η

ηb

∂ζa
∂t

dz = −
ˆ η

ηb

∇ · Jζa dz, (40.162)

where Jζa is the vorticity flux given by equation (40.161). We make use of Leibniz’s rule (Section
20.2.4) to move the time and space derivatives from inside the integrals to outside14

ˆ η

ηb

∂ζa
∂t

dz = −[ζa ∂tη]z=η +
∂

∂t

ˆ η

ηb

ζa dz (40.163)

−
ˆ η

ηb

∇h · Jζa dz = [∇hη · Jζa ]z=η − [∇hηb · Jζa ]z=ηb −∇h ·
ˆ η

ηb

Jζa dz (40.164)

−
ˆ η

ηb

∂(ẑ · Jζa)
∂z

dz = −[ẑ · Jζa ]z=η + [ẑ · Jζa ]z=ηb . (40.165)

These results then lead to

∂

∂t

ˆ η

ηb

ζa dz =
[
ζa ∂tη −∇(z − η) · Jζa

]
z=η

+
[
∇(z − ηb) · Jζa

]
z=ηb
−∇h ·

ˆ η

ηb

Jζa dz. (40.166)

14 Recall that since η(x, y, t) is a spatial function just of the horizontal position, there is no difference between
∇η and ∇hη. The same point holds for ηb(x, y) as well.
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The time tendency for the depth integral of the vertical component of absolute vorticity, for a
fluid column at a fixed horizontal position (left hand side) is determined by a suite of boundary
contributions due to baroclinicity, vortex stretching and friction, plus the convergence of the
depth integrated vorticity flux (final term on right hand side). We next massage the boundary
contributions to expose their associated physical processes.

40.8.3 Bottom boundary contribution
The bottom boundary contribution to the vorticity equation (40.166) takes on the form

∇(z − ηb) · Jζa = ∇(z − ηb) ·
[
v ζa − ωaw − ẑ × ρ−1∇p+ ẑ × F

]
z=ηb

(40.167a)

= −|∇(z − ηb)| n̂ ·
[
−ωaw − ẑ × ρ−1∇p+ ẑ × F

]
z=ηb

, (40.167b)

where we made use of the no-normal flow bottom kinematic boundary condition, n̂ · v = 0
(Section 19.6.1), and where

n̂ = −
[ ∇(z − ηb)
|∇(z − ηb)|

]
= −

[
ẑ −∇hηb√

1 +∇hηb · ∇hηb

]
(40.168)

is the outward unit normal at the bottom.

Vortex stretching by vertical flow along a sloping bottom

The first term in the bottom boundary flux (40.167b) provides an inviscid vertical transport of
the normal component of the absolute vorticity at the boundary. This term contributes through
the action of vertical motion next to a sloping bottom, thus providing a vertical transfer of the
vorticity component that is perpendicular to the bottom. This motion provides a form of vortex
stretching that vanishes for a flat bottom, in which case w(ηb) = 0. It also vanishes for flow that
parallels the bottom, whereby u · ∇ηb = 0 so that w(ηb) = 0 according to the bottom kinematic
boundary condition (19.56).

Bottom pressure torques

The second term in the bottom boundary flux (40.167b) arises from baroclinicity next to the
bottom, in which case we consider the following term

n̂ · [ẑ × (ρ−1∇p)]z=ηb = [ρ−1∇p]z=ηb · (n̂× ẑ) ≡ [ρ−1∇p]z=ηb · t, (40.169)

where we introduced the tangent direction

t = n̂× ẑ =

[ ∇ηb × ẑ
|∇(z − ηb)|

]
. (40.170)

The vector t is horizontal and it points along isolines of constant topography in a direction with
land to the left pointing in the direction of t, as depicted in Figure 40.11. Since ẑ and n̂ are not
orthogonal, t is not normalized so that it is not adorned with a hat.

Let us decompose the pressure gradient at the bottom according to

∇p = n̂ (n̂ · ∇p) + t̂ (t̂ · ∇p) z = ηb, (40.171)

where t̂ = t/|t| is the normalized horizontal tangent vector. Evidently, for the boundary condition
(40.169) we only need the t̂ (t̂ · ∇p) term. But that term is simply the gradient of the bottom
pressure

t̂ (t̂ · ∇p) = ∇pb. (40.172)
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We can provide a bit more thorough derivation of this result by using the methods of generalized
vertical coordinates from Section 63.12, whereby

∇p = (ẑ −∇σz) ∂zp+∇σp, (40.173)

where σ is an arbitrary generalized vertical coordinate. Evaluating the pressure gradient (40.173)
at the ocean bottom (z = ηb), and letting σ align with the bottom, leads to

[∇p]z=ηb = (ẑ −∇ηb) ∂zp+∇pb. (40.174)

As before, we conclude that ∇pb is the horizontal component of [∇p]z=ηb in the direction tangent
to the bottom.

We thus find the contribution from baroclinicity at the ocean bottom takes the form

∇(z−ηb) ·Jbaroclinicity

ζ = ρ−1∇pb · (∇ηb× ẑ) = ρ−1ẑ · [∇pb×∇ηb] = ρ−1ẑ · [∇× (pb∇ηb)]. (40.175)

Evidently, the contribution from baroclinicity next to the bottom arises from the bottom pressure
torque due to bottom pressure isolines that are not parallel to bottom topography isolines. We
have more to say concerning boundary pressure torques in Section 40.9.3 as they also affect
vorticity of the depth integrated flow.
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t = n̂⇥ ẑ

Land

Figure 40.11: Orientation of the unit vectors next to the bottom of the fluid. The vertical unit vector, ẑ,
points vertically upward and the outward unit vector, n̂, points downward into the rock (shaded gray). The
along-topography horizontal vector, t = n̂× ẑ, points along lines of constant topography with land to the left
when facing in the direction of t; in this figure it points out from the page. The vector t is not necessarily a unit
vector since it is not orthogonal to n̂.

Torques from bottom friction

The third term in the boundary flux (40.167b) is the contribution from friction along the bottom

−n̂ · (ẑ × F ) = −F · (n̂× ẑ) ≡ −F · t. (40.176)

Hence, contributions to the vertical vorticity evolution arise from the component of friction that
projects onto the direction that parallels isobaths. To further our understanding of this result,
consider a bottom friction written as a Rayleigh drag (e.g., Section 33.2.3) so that F = −γ u
and

−F · t = γ u · t, (40.177)

with γ an inverse time scale. If the flow is oriented with shallow water to the right; e.g., into
the page in Figure 40.11, then −F · t < 0, thus contributing a negative vorticity tendency. In
general, the bottom friction acts to damp the depth integrated vorticity, which is expected since
bottom friction does not spontaneously spin-up the flow.
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40.8.4 Surface boundary contribution
The surface boundary contribution to the vorticity equation (40.166) takes on a similar form to
the bottom, with the new feature that the free surface is both moving and permeable (Section
19.6.3). This boundary term is given by

ζa ∂tη −∇(z − η) · Jζa = ζa ∂tη −∇(z − η) ·
[
v ζa − wωa − ẑ × ρ−1∇p+ ẑ × F

]
z=η

(40.178a)

= ζa [∂tη + u · ∇hη − w]z=η +∇(z − η) ·
[
wωa + ẑ × ρ−1∇p− ẑ × F

]
z=η

(40.178b)

= ζaQm/ρ+ |∇(z − η)| n̂ ·
[
wωa + ẑ × ρ−1∇p− ẑ × F

]
z=η

, (40.178c)

where we made use of the surface kinematic boundary condition (19.94) to introduce the surface
mass flux Qm, and where

n̂ =
∇(z − η)
|∇(z − η)| =

∇hη + ẑ√
1 +∇hη · ∇hη

(40.179)

is the outward unit normal at the surface. The first term in the surface boundary flux (40.178c)
provides transport of boundary vorticity due to the transfer of mass across the boundary. The
second term provides an inviscid vertical transport of absolute vorticity at the surface boundary,
thus acting as a vortex stretching contribution. The third term provides a torque due to
misalignments between the applied pressure isobars and the free surface isolines

|∇(z − η)| n̂ · (ẑ × ρ−1∇pa) = ρ−1∇pa · (∇η × ẑ) = ρ−1 ẑ · (∇pa ×∇η) = ρ−1 ẑ · [∇× (pa∇η)],
(40.180)

where the density, ρ, is evaluated at the ocean surface. Note that we made use of the same
kinematics as for the bottom, thus allowing us to write

n̂ · [ẑ × ρ−1∇p]z=η = n̂ · (ẑ × ρ−1∇pa), (40.181)

which is directly analogous to the bottom pressure equation (40.173). The fourth term in
equation (40.178c) provides the corresponding contribution from the friction along the upper
surface, with friction acting to reduce the magnitude of the surface boundary vorticity. For a
rigid lid surface, w(0) = 0, η = 0, and Qm = 0 so that the only surface boundary contribution
arises from friction.

40.8.5 Comments
The depth integrated vorticity budget as derived in this section is perhaps the most physically
straightforward of the suite of depth integrated vorticity budgets. However, in the practice
of ocean modeling, this budget is generally not used since it requires an online coding of the
vorticity equation and then its depth integral. As ocean models generally time step the velocity
rather than the vorticity, it is common to form a vorticity budget based on the depth integrated
flow or the depth averaged flow. We develop these budgets in the following section.

40.9 Vorticity for depth integrated hydrostatic flow
In this section we develop dynamical equations for vorticity of the depth integrated flow in a
hydrostatic primitive equation fluid. A compelling application of these ideas comes from the
study of large-scale ocean circulation. The leading order impacts from bottom pressure torques
has emerged from research during recent decades, thus pointing to the fundamental role of
bottom topography and flows next to sloping bottom (rather than vertical sidewalls) in affecting
the ocean circulation. This recognition contrasts to traditional theories whereby the wind stress
curl balances meridional motion through the beta effect. In particular, numerical model studies
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reveal that wind stress curl is sub-dominant in any region with nontrivial bottom velocities.15

In this section we introduce the basics and provide more discussion in Sections 44.5 and 44.6
when studying vorticity dynamics for the planetary geostrophic system.

40.9.1 Comparing the two vorticities

In Section 40.8 we derived the evolution equation for the depth integral of the vertical component
to the absolute vorticity, ˆ η

ηb

ζa dz =

ˆ η

ηb

(f + ẑ · ∇ × u) dz. (40.182)

In this section we study the evolution equation for the relative vorticity in the depth integrated
horizontal flow

ẑ · ∇ ×Uρ = ẑ · ∇ ×
ˆ η

ηb

u ρdz, (40.183)

where we introduced the depth integrated horizontal mass flux

Uρ =

ˆ η

ηb

ρudz. (40.184)

For a Boussinesq ocean we set the density to a constant, in which case the difference between
the two relative vorticities is16

ẑ · ∇ ×
[ˆ η

ηb

udz

]
−
ˆ η

ηb

ẑ · ∇ × udz = ẑ · [∇η × u(η)−∇ηb × u(ηb)] . (40.185)

Flows along boundaries generally have a nontrivial projection in the direction parallel to boundary
isosurfaces, in which case the cross products are nonzero thus leading to differences in the two
relative vorticities.

40.9.2 Evolution of vorticity for the depth integrated horizontal flow

In Section 28.4 we developed the depth integrated horizontal momentum equation for a hydrostatic
fluid, as given by equation (28.50)

(∂t + f ẑ×)Uρ = u(η)Qm − η∇hpa + ηb∇hpb −∇hP+D +∇h ·
[ˆ η

ηb

Tkinetic
hor dz

]
. (40.186)

We here introduced the potential energy per horizontal area of the fluid column (equation
(28.40)), the depth integrated horizontal friction (equation (28.51)), and the divergence of the
horizontal kinetic stress tensor (equation (28.33))

P =

ˆ η

ηb

g ρ z dz and D =

ˆ η

ηb

ρFhorz dz and Tkinetic
hor = −ρu⊗ u. (40.187)

15The natural ocean has no distinction between side and bottom. Rather, as discussed in Figure 28.6, the
ocean has a sloping bottom that reaches to the surface along its boundary at the “beach.” Hallberg and Rhines
(1996), Hughes and de Cueves (2001), and many subsequent studies emphasize that theoretical and numerical
models using vertical sides and a flat bottom exhibit somewhat unnatural dynamical balances, whereas models
with sloping bottoms better capture effects from topography consistent with the theory presented in this chapter.

16As noted in footnote 14, we can reduce notational clutter by writing ∇ rather than ∇h when operating
on functions that are independent of z, such as η, pa, ηb and pb. Since these fields are independent of z, then
∇hη = ∇η, and likewise for pa, ηb and pb. We sometimes make use of this notation, though write ∇h where it can
help to reduce ambiguity.
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All terms on the right hand side of equation (40.186) provide a stress that drives changes in Uρ.
Hence, the curl of these terms provides a torque, in which case we have

ẑ · ∂t(∇×Uρ) = −∇ · (f Uρ)

+ ẑ · ∇ ×
[
u(η)Qm − η∇hpa + ηb∇hpb +∆τ +D +∇h ·

(ˆ η

ηb

Tkinetic
hor dz

)]
, (40.188)

where we used the vector identity

ẑ · ∇ × (f ẑ ×Uρ) = ∇ · (f Uρ), (40.189)

as well as ∇×∇hP = 0. We now discuss the various physical processes appearing in the vorticity
equation (40.188).

Beta effect

The first term on the right hand side of the vorticity equation (40.188) arises from the convergence
of mass within a fluid column due to depth integrated horizontal flow. We can further decompose
the effects from this term by performing the product rule

−∇ · (f Uρ) = −f ∇ ·Uρ − β V ρ. (40.190)

The contribution from β V ρ arises from the beta effect as discussed in Section 40.6.2. For the
first term, the weighting by the Coriolis parameter means that mass convergence at higher
latitudes has more impact on vorticity changes than at lower latitudes. We can understand this
weighting by noting that vertical fluid columns are more aligned with the planetary rotation at
the high latitudes. Hence, when the mass of vertical columns converges at the higher latitudes,
there is more impact on changes to the vorticity of the depth integrated flow.

Mass transfer, turbulent momentum transfer, and nonlinear effects

The term ∇× [u(η)Qm] appearing in in equation (40.191) accounts for vorticity crossing the
ocean surface as affected by the mass flux. The term ∇ × ∆τ is the torque from turbulent
stresses at the ocean surface and bottom, and ẑ · ∇ ×D is the torque from horizontal frictional
stresses in the fluid interior. The final term arises from the nonlinear kinetic stresses, Tkinetic

hor ,
that account for curls in the self-advection operator.

40.9.3 Boundary pressure torques
The pressure terms in equation (40.188)

ẑ · ∇ × (−η∇pa + ηb∇pb) = ẑ · ∇ × (pa∇η − pb∇ηb) (40.191)

arise from curls of the pressure form stresses (see Chapter 28) at the ocean surface and bottom,
and these contributions are referred to as pressure torques. When the fluid is a column of ocean
water, then the surface pressure contribution is the atmospheric pressure torque and the bottom
pressure term is the bottom pressure torque.

Geometry of boundary pressure torques

Geometrically, there is a nonzero atmospheric pressure torque when the applied pressure, pa, has
a gradient when moving along contours of constant free surface. Likewise, there is a nonzero
bottom pressure torque when bottom pressure, pb, changes along contours of constant bottom
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topography. Mathematically, we reveal these properties through use of either Exercise 5.1 or
40.14. For example, the bottom pressure torque along an isobath (contour of constant ηb) can
be written

ẑ · ∇ηb ×∇pb = −(n̂ · ∇ηb) (t̂ · ∇pb), (40.192)

where t̂ is a unit tangent vector directed along the isobath, and n̂ is a unit vector that points to
the left of t̂ (see Figure 40.12). Both t̂ and n̂ are horizontal vectors.17 Hence, n̂ · ∇ηb measures
the slope of the bottom topography in the direction normal to an isobath, and t̂ · ∇pb measures
the change of the bottom pressure along the isobath. There is a nonzero bottom pressure torque
along an isobath so long as there is a slope to the bottom pressure along the isobath, and there
is a change in bottom pressure moving along the isobath.
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x̂

<latexit sha1_base64="FRJHDfybx7WplMpxVZFrfsE6ALI=">AAACCXicbZDLSgMxGIUz9VbrrerSTbAIrsqMiLosunFZwV6gM5RMmmlDk8yQ/CMMQ5/AtVt9Bnfi1qfwEXwL03YW2vZA4OOc/yfJCRPBDbjut1NaW9/Y3CpvV3Z29/YPqodHbROnmrIWjUWsuyExTHDFWsBBsG6iGZGhYJ1wfDfNO09MGx6rR8gSFkgyVDzilIC1ev6IQO6HEmeTfrXm1t2Z8DJ4BdRQoWa/+uMPYppKpoAKYkzPcxMIcqKBU8EmFT81LCF0TIasZ1ERyUyQz548wWfWGeAo1vYowDP370ZOpDGZDO2kJDAyi9nUXJmFcpXdSyG6CXKukhSYovP7o1RgiPG0FjzgmlEQmQVCNbdfwHRENKFgy6vYbrzFJpahfVH3ruruw2WtcVu0VEYn6BSdIw9dowa6R03UQhTF6AW9ojfn2Xl3PpzP+WjJKXaO0T85X7+at5p0</latexit>

ŷ

<latexit sha1_base64="T2W8pZ5fchAuYHFptxLtEzEUryo=">AAACCXicbZDLSgMxGIX/qbdab1WXboJFcFVmRNRl0Y3LCvYCM0PJpJk2NMkMSUYoQ5/AtVt9Bnfi1qfwEXwL03YW2vZA4OOc/yfJiVLOtHHdb6e0tr6xuVXeruzs7u0fVA+P2jrJFKEtkvBEdSOsKWeStgwznHZTRbGIOO1Eo7tp3nmiSrNEPppxSkOBB5LFjGBjLT8YYpMHkUBy0qvW3Lo7E1oGr4AaFGr2qj9BPyGZoNIQjrX2PTc1YY6VYYTTSSXINE0xGeEB9S1KLKgO89mTJ+jMOn0UJ8oeadDM/buRY6H1WER2UmAz1IvZ1FyZRWKV7WcmvglzJtPMUEnm98cZRyZB01pQnylKDB9bwEQx+wVEhlhhYmx5FduNt9jEMrQv6t5V3X24rDVui5bKcAKncA4eXEMD7qEJLSCQwAu8wpvz7Lw7H87nfLTkFDvH8E/O1y+JA5pp</latexit>

n̂

<latexit sha1_base64="4MYA+O7nXITzfmdEPQZxsAJxkYs=">AAACCXicbZDLSgMxGIUz9VbrrerSTbAIrsqMiLosunFZwV5gZiiZNNOGJpkh+UcoQ5/AtVt9Bnfi1qfwEXwL03YW2vZA4OOc/yfJiVLBDbjut1NaW9/Y3CpvV3Z29/YPqodHbZNkmrIWTUSiuxExTHDFWsBBsG6qGZGRYJ1odDfNO09MG56oRxinLJRkoHjMKQFr+cGQQB5EEsOkV625dXcmvAxeATVUqNmr/gT9hGaSKaCCGON7bgphTjRwKtikEmSGpYSOyID5FhWRzIT57MkTfGadPo4TbY8CPHP/buREGjOWkZ2UBIZmMZuaK7NIrrL9DOKbMOcqzYApOr8/zgSGBE9rwX2uGQUxtkCo5vYLmA6JJhRseRXbjbfYxDK0L+reVd19uKw1bouWyugEnaJz5KFr1ED3qIlaiKIEvaBX9OY8O+/Oh/M5Hy05xc4x+ifn6xeSq5pv</latexit>

t̂

Figure 40.12: Geometry depicting a contour along a particular line of constant topography (i.e., an isobath),
ηb(x, y). The along-contour direction is t̂ = dx/ds, with s the arc length along the contour. The unit direction
pointing to the left of t̂ is written n̂, with n̂ · t̂ = 0 and t̂ × n̂ = ẑ. Both n̂ and t̂ are horizontal unit vectors.
There is a nonzero bottom pressure torque if bottom pressure changes when following an isobath.

Geostrophic velocity associated with the bottom pressure torque

To further our understanding of the pressure torques in equation (40.191), focus on the bottom
pressure and introduce a geostrophic velocity18

ρo f ug = ẑ × (∇hp)z=ηb = ẑ × [∇pb + g ρ(ηb)∇ηb], (40.193)

where the second equality made use of equation (27.60b) to express the horizontal pressure
gradient at the bottom, (∇hp)z=ηb , in terms of the gradient of bottom pressure and gradient of
bottom topography. Hence,

∇pb = −ρo f ẑ × ug − g ρ(ηb)∇ηb, (40.194)

so that the bottom pressure torque takes the form

ẑ · ∇ × (ηb∇pb) = ẑ · (∇ηb ×∇pb) = −ρo f ug · ∇ηb. (40.195)

17It is important to note that n̂ is not the outward normal direction to the bottom, contrary to its usage
in Section 40.8. Here, n̂ it is the horizontal direction within the bottom surface that is normal to contours of
constant topography.

18The geostrophic velocity is a balance between the Coriolis acceleration and the horizontal pressure gradient.
We thus need to decompose the horizontal pressure gradient into the bottom pressure gradient and the gradient
of the botom slope, as per equation (27.60b).
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This equation is merely a replacement of the bottom pressure gradient with a corresponding
geostrophic velocity. However, if this geostrophic velocity is assumed to satisfy the kinematic
boundary condition (19.56), then we reach the equality19

ẑ · ∇ηb ×∇pb = −ρo f wg, (40.196)

which links the bottom pressure torque to vertical vortex stretching by the vertical component
to the geostrophic velocity. Evidently, if the bottom geostrophic velocity is negative (wg < 0),
then that induces vortex stretching and a corresponding positive tendency for vorticity of the
depth integrated flow. The opposite holds with wg > 0, in which vortex squashing induces a
negative tendency for vorticity of the depth integrated flow.

The equality (40.196) is sometimes used to infer the bottom pressure torque by diagnosing the
bottom vertical velocity, w(ηb) (Spence et al., 2012). Although this diagnostic is suitable for some
studies, there are important caveats. Namely, the bottom vertical velocity is generally affected
by bottom frictional effects and thus can have a nontrivial Ekman component.20 Nonlinear
effects can also be important especially when considering motions with sizable Rossby numbers.
Neither the Ekman component nor nonlinear terms are directly related to the bottom pressure
torque. We thus expect ρo f w(ηb) to be distinct from ẑ · ∇ηb ×∇pb in regions of sizable deep
flows where bottom friction and/or nonlinear effects are of leading order importance.21 The
studies from Gula et al. (2015) and LeCorre et al. (2020) illustrate these points from numerical
simulations of the subpolar North Atlantic circulation.

40.9.4 Steady state vorticity budget

The steady state form of the vorticity budget (40.188) leads to the balance

β V ρ = −f ∇ ·Uρ

+ ẑ · ∇ ×
[
u(η)Qm − η∇hpa + ηb∇hpb +∆τ +D +∇h ·

(ˆ η

ηb

Tkinetic
hor dz

)]
. (40.197)

Writing the balance in this manner reveals how the beta affect affords a steady meridional mass
transport as a balance with the variety of terms on the right hand side.

Specializing the budget to expose a variety of balanced flow regimes

Let us further specialize to the case appropriate for many studies of the large-scale circulation,
whereby we make the following assumptions.

• Uniform mass atmosphere so that pa is a constant.

• The frictional stresses from horizontal strains within the fluid interior, D, can be neglected.

• Zero boundary mass transport so that Qm = 0 and, correspondingly, the steady depth
integrated mass budget (19.103) means that ∇ ·Uρ = 0 when Qm = 0.

19The velocity, v, satisfies the kinematic boundary condition (19.56), in which v(ηb) · n̂ = 0. Decomposing the
velocity into its geostrophic and ageostrophic components, v = vg + va, does not generally imply that vg and va

separately satisfy the kinematic boundary condition. Rather, we must make that assumption in order to reach the
equality (40.196).

20Recall our discussion of Ekman boundary layers in Chapter 33.
21In addition to the Ekman and nonlinear effects noted here, diagnosing w(ηb) in a numerical model can be

frought with difficulties related to the discrete grid stencil given that grids can be quite coarse in the deep ocean
with many ocean model configurations.
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These simplifications bring the balance (40.197) to the form

β V ρ = ẑ · ∇ ×
[
ηb∇hpb +∆τ +∇h ·

(ˆ η

ηb

Tkinetic
hor dz

)]
(40.198a)

meridional transport = bottom press torque + boundary stress + nonlinear.
(40.198b)

This steady balance reveals distinct flow regimes depending on which of the terms dominate,
and as such it serves as a useful framework for analysis.

Topographic nonlinear balance

Jackson et al. (2006), Patmore et al. (2019), and LeCorre et al. (2020) emphasize the importance
of the nonlinear term in equation (40.198b) when flows are especially strong. The bottom
pressure torque contribution is particularly strong where flows are strong near the bottom. Such
nonlinear flow regimes generally have variations over length scales much smaller than that of the
wind stress. Hence, if the horizontal friction is small, as it is even for strong flows not directly
adjacent to solid boundaries, and the bottom frictional drag is small, then the vorticity balance
(40.198a) in the nonlinear inviscid regime takes on the form

β V ρ = ẑ · ∇ ×
[
ηb∇hpb +∇h ·

(ˆ η

ηb

Tkinetic
hor dz

)]
topographic nonlinear balance. (40.199)

Observe that the nonlinear term and bottom pressure torque have derivatives wherease there
are none on the β V ρ term. These derivatives make the right hand side terms have variations
at smaller scales than β V ρ. We infer that the smaller scales present in the bottom pressure
torque and the nonlinear term nearly balance, and with any residual leading to the broader
scale meridional transport. Figure 6 in LeCorre et al. (2020) provides a striking example of this
balance in a numerical simulation of the North Atlantic subpolar gyre.

Linear regime of planetary geostrophy

For the linear regime of planetary geostrophic flow (Chapter 44), the nonlinear term from the
kinetic stress is small, so that the balance is between meridional transport, bottom pressure
torque, and curl of turbulent boundary stresses. The Sverdrup balance is one particular example
of a planetary geostrophic balance, with Sverdrup balance ignoring the bottom pressure torque
and bottom turbulent stresses, and thus focuses just on the balance between meridional transport
with the turbulent surface stresses largely arising from winds

β V ρ = ẑ · ∇ × τ η Sverdrup balance. (40.200)

However, as emphasized by Hallberg and Rhines (1996) and Hughes and de Cueves (2001), as
well as more recent studies, contributions from bottom pressure torques are of leading order
importance in the presence of flow next to sloping side boundaries, thus making the traditional
Sverdrup balance mostly relevant in the open ocean away from boundaries. A more general
balance is known as topographic Sverdrup balance

β V ρ = ẑ · ∇ × (ηb∇hpb + τ η) topographic Sverdrup balance. (40.201)

We further study these balances of planetary geostrophy in Sections 44.3, 44.5, and 44.6.

CHAPTER 40. VORTICITY AND CIRCULATION MECHANICS page 1167 of 2158



40.9. VORTICITY FOR DEPTH INTEGRATED HYDROSTATIC FLOW

40.9.5 Integral balances satisfied by steady flows

Reconsider the steady vorticity balance (40.197), here written in the form

∇ · (f Uρ) = ẑ · ∇ ×M (40.202)

where we introduced the stress vector

M = u(η)Qm − η∇hpa + ηb∇hpb +∆τ +D +∇h ·
(ˆ η

ηb

Tkinetic
hor dz

)
. (40.203)

Now integrate equation (40.202) over an area, S, with Gauss’s divergence theorem on the left
hand side leading to ˆ

S

∇ · (f Uρ) dS =

˛
∂S
f Uρ · n̂ds, (40.204)

where n̂ is the horizontal outward unit normal on the boundary, ∂S, and ds is the arc-length
increment along the boundary. This term is the mass transport crossing the boundary as
weighted by the Coriolis parameter.

Use of Stokes’ curl theorem on the right hand side of equation (40.202) leads to

ˆ
S

ẑ · ∇ ×M dS =

‰
∂S
M · t̂ ds, (40.205)

where t̂ is the horizontal unit tangent vector along the boundary, and the integral is oriented in
the counter-clockwise direction. To help interpret the closed loop integral in equation (40.205),
consider just the contribution from bottom pressure

‰
∂S
Mbottom press · t̂ds =

‰
∂S
ηb∇pb · t̂ds = −

‰
∂S
pb∇ηb · t̂ ds, (40.206)

which is the work done by bottom topographic form stress around the closed contour. The other
terms in equation (40.202) have interpretations as the work arising from integrating stresses
from mass transport through the surface, atmospheric form stress, turbulent boundary stresses,
interior frictional stresses, and nonlinear kinetic stress. Observe that the integral of bottom
pressure torque in equation (40.206) vanishes if the closed contour follows either an isobath or a
bottom pressure isobar. The vanishing of this integral means that bottom pressure torques have
zero net circulation around isobaths or bottom isobars. An analogous property is satisfied by the
atmospheric pressure torque when integrated around closed contours of constant atmospheric
pressure, pa, or constant surface height, η.

Bringing the above results together renders the general balance around the boundray of an
arbitrary closed region ˛

∂S
f Uρ · n̂ds =

‰
∂S
M · t̂ds. (40.207)

We thus see that transport across the closed boundary, as weighted by the Coriolis parameter,
arises from a nonzero net work around the boundary by the variety of stresses comprising M .
We are afforded a key simplification if Uρ · n̂ = 0 at each point along the boundary. For example,
if ∇ · Uρ = 0, which generally also requires Qm = 0, then contours along which Uρ · n̂ = 0
correspond to closed streamlines of the steady Uρ. Hence, we find the following balance holds
around any closed streamline

‰
∂S
M · t̂ds = 0. for ∂S a closed streamline of Uρ. (40.208)
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Closed streamlines do not always exist. But when they do, such as for steady ocean gyre
circulations, this balance holds. In Section 44.5.3, we consider the planetary geostrophic version
of this balance.

40.9.6 Formulation based on the vector-invariant velocity equation
In formulating the budget equation (40.188) for vorticity of the depth integrated flow, we started
with the depth integrated momentum in Section 28.4.5. However, many numerical models are
formulated using the vector invariant form of the horizontal velocity equation (40.147), here
written in the equivalent form for a Boussinesq ocean

∂tu+ f ẑ × u+∇hp/ρo − F︸ ︷︷ ︸
linear terms plus friction

= −ζ ẑ × u− w ∂zu−∇hu2/2.︸ ︷︷ ︸
Magnus + vertical advection + kinetic energy

(40.209)

The three nonlinear terms on the right hand side arise from expanding the nonlinear self-advection
term, (v · ∇)u, following the manipulations in Section 40.7.1. Much of the formulation to follow
emulates that considered thus far, with the exception of the nonlinear terms and elements of the
boundary contributions.

We take the vertical integral of equation (40.209)

ˆ η

ηb

[∂tu+ f ẑ × u+∇hp/ρo − F ] dz = −
ˆ η

ηb

(
ζ ẑ × u+ w ∂zu+∇hu2/2

)
dz, (40.210)

and then the curl

∇×
ˆ η

ηb

(∂tu+ f ẑ × u+∇hp/ρo − F ) dz = −∇×
ˆ η

ηb

(ζ ẑ × u+ w ∂zu+∇hu2/2) dz. (40.211)

Making use of the following identities

ẑ ·
[
∇×

ˆ η

ηb

∂tu dz

]
= ẑ · ∂t(∇×U)− ẑ · ∇ × [u(η) ∂tη] (40.212a)

ẑ ·
[
∇×

ˆ η

ηb

f ẑ × u dz

]
= ∇ · (f U) (40.212b)

ẑ ·
[
∇×

ˆ η

ηb

∇hpdz
]
= ẑ · ∇ × (η∇pa − ηb∇pb) (40.212c)

ẑ ·
[
∇×

ˆ η

ηb

ζ ẑ × udz

]
= ∇ ·

[ˆ η

ηb

ζ udz

]
(40.212d)

ẑ ·
[
∇×

ˆ η

ηb

ρo F dz

]
= ẑ · ∇ × (∆τ +D), (40.212e)

leads to

ẑ · ∂t(∇×U) = −∇ ·
[
f U +

ˆ η

ηb

ζ udz

]
+ ẑ · ∇ ×

[
u(η) ∂tη − η∇pa + ηb∇pb + (∆τ +D)/ρo −

ˆ η

ηb

(w ∂zu+∇hu2/2) dz

]
. (40.213)

The left hand side is the time tendency of the vorticity of the depth integrated horizontal flow,
with this time tendency driven by the various linear and nonlinear terms on the right hand side.
This evolution equation should be compared to equation (40.188) as derived from the advective
form of the momentum equation. Likewise, we derive a steady state balance by setting the time
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tendencies to zero to yield

β V = −f ∇ ·U −∇ ·
[ˆ η

ηb

ζ udz

]
+ ẑ · ∇ ×

[
u(η) ∂tη − η∇pa + ηb∇pb + (∆τ +D)/ρo −

ˆ η

ηb

(w ∂zu+∇hu2/2) dz

]
, (40.214)

which should be compared to equation (40.197).

40.9.7 Vorticity of the depth averaged flow
The vorticity of the depth averaged flow is given by ẑ · ∇ × u, where u is given by equation
(28.34) for a compressible non-Boussinesq fluid, and which takes on the following form for a
Boussinesq ocean

u =

´ η
ηb
udz

η − ηb
=

U

η − ηb
. (40.215)

The difference is given by

∇×U − (η − ηb)∇× u = ∇(η − ηb)× u, (40.216)

so that the two vorticities are the same in the special case of a depth averaged flow that is
parallel to ∇(η − ηb). Quite trivially, ∇(η − ηb)× u = 0 occurs for a rigid lid and flat bottom
ocean, in which ∇η = ∇ηb = 0. More generally, ∇(η − ηb)× u ≠ 0, particularly in the presence
of topography. We further study the budgets for these two vorticities, for planetary geostrophic
flow, in Sections 44.5 and 44.6.

40.9.8 Comments and further study
The diagnostic budgets derived in this section have appeared in many studies of ocean vorticity.
When diagnosing the budget terms in a numerical model, the choice for how to mathematically
formulate the diagnostic balances is largely driven by physical transparency as well as by
numerical precision. Concerning numerical precision, it is useful to note that vorticity, as the
derivative of velocity, has more power at the high spatial wave numbers than does velocity. In a
numerical model, such power can manifest as grid scale noise. It is thus of use to perform much
of the calculation online to enable the most accurate available diagnostic. Even so, further spatial
smoothing is generally required, especially in realistic models, to extract physically interpretable
signals.

40.10 Exercises
exercise 40.1: Filling in details to a derivation
Fill in the mathematical details to prove the identity (40.44a)

ρ
D(ζa/ρ)

Dt
=
∂ζa
∂t

+∇ · (v ζa) (40.217)

Hint: make use of mass continuity in the form of equation (19.10).

exercise 40.2: Relating the integral of divergence and vorticity
For some purposes, it is useful to consider evolution of the flow divergence as well as the vorticity.
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In this chapter we focused on the vorticity. Here are to prove, using Cartesian tensors, that

ˆ
R

(v∇ · v + ω × v) dV =

˛
∂R

[v (v · n̂)− n̂K] dS, (40.218)

where K = v · v/2 is the kinetic energy per mass. Hint: make use of the vector identity (40.32)
as well as the scalar form of Gauss’s divergence theorem given by equation (2.84).

exercise 40.3: Strain and rotation for stretching and tilting
In this exercise we write the 3× 3 strain rate tensor, S, and rotation tensor, R, for the examples
of vortex stretching and vortex tilting considered in Section 40.5.3. Recall that elements of S
are given by equation (18.90a) and R have elements given by equation (18.90b). Hint: there is
no unique answer for the strain rate tensors, so offer a simple example that renders the desired
behavior of a vortex line.

(a) Write a strain rate tensor corresponding to vortex stretching as per equation (40.81) along
with ωx = ωy = 0, and write the corresponding vorticity source term ω · S.

(b) Write the rotation tensor for vortex stretching as per equation (40.81) and verify that
ωm · Rmn = 0.

(c) Write a strain rate tensor corresponding to vortex tilting as per equation (40.87) along
with ωy = ωz = 0.

(d) Write the rotation tensor for vortex tilting as per equation (40.87) and verify that ωm Rmn =
0.

exercise 40.4: Friction in the vorticity equation
Assume a viscous friction operator of the form

F = ν∇2v, (40.219)

with ν a constant molecular kinematic viscosity. Assuming Cartesian coordinates, write the
vorticity equation (40.42) with this term included.

exercise 40.5: Friction for non-divergent flows
Consider a non-divergent flow with a Laplacian frictional acceleration

F = ν∇2v with ∇ · v = 0, (40.220)

with ν a constant molecular kinematic viscosity. Write this expression in terms of the vorticity.
Hint: check that ∇ × F equals to the friction appearing in the vorticity equation derived in
exercise 40.4. Further hint: the derivation is given in Section 25.8.9.

exercise 40.6: Vorticity for steady non-divergent y-z circulation
This exercise is based on exercise (1) in Section 1.1 of Pratt and Whitehead (2008). Consider
inviscid, constant density, and non-divergent flow in the y-z (meridional-vertical) plane and in a
non-rotating reference frame

ρ (∂t + v ∂y + w ∂z)v = −∂yp (40.221a)

ρ (∂t + v ∂y + w ∂z)w = −∂zp− ρ g (40.221b)

∂yv + ∂zw = 0. (40.221c)

(a) Show that the zonal component of the relative vorticity is materially constant following
the y-z flow

(∂t + v ∂y + w ∂z)ω
x = 0 with ωx = x̂ · (∇× v) = ∂yw − ∂zv. (40.222)
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(b) Introduce the y-z (meridional-vertical) overturning streamfunction

(v, w) = x̂×∇ψ = −ŷ∂zψ + ẑ ∂yψ, (40.223)

so that the vorticity is the Laplacian of the streamfunction

ωx = (∂yy + ∂zz)ψ. (40.224)

Write the vorticity equation (40.222) in terms of the streamfunction. Check your answer by
showing that the steady vorticity equation implies that the Jacobian of the streamfunction
with the vorticity vanishes

J(ψ, ωx) = ∂yψ ∂zω
x − ∂zψ ∂yωx = 0. (40.225)

(c) Following from the previous part, show that for steady flow that the vorticity is a function
just of the streamfunction,

ωx = F (ψ), (40.226)

where the function, F , is determined by the value of the vorticity along the streamlines.

Hint: we already know that ωx = (∂yy + ∂zz)ψ, even for time dependent flow, which
follows from the non-divergent nature of the y-z overturning circulation. What equation
(40.226) says is that for steady flow, the vorticity is a function just of the streamfunction.
Consequently, if we specify the vorticity at any point along a streamline, then we know
the vorticity everywhere along the streamline since it remains constant. Furthermore, it
means that the streamfunction satisfies the elliptic problem

(∂yy + ∂zz)ψ = F (ψ). (40.227)

exercise 40.7: Baroclinicity with ρo(z)
Recall the discussion of the Boussinesq momentum equation in Section 29.1.2. The form given
by equation (29.8) is written with the reference density, ρo = ρo(z). We then stated that the form
of the baroclinicity vector appearing in the Boussinesq vorticity equation is greatly simplified by
setting ρo to a global constant, and thus dropping the z dependence. Derive the second term in
the baroclinicity

B = ∇
[
b− δp

ρ2o

dρo
dz

]
× ẑ, (40.228)

so that B = ∇b× ẑ when ρo is assumed to be a global constant. Hint: write the vector-invariant
form of equation (29.8) with ρo(z). Then take the curl.

exercise 40.8: Generation of vorticity by baroclinicity
Consider a body of water with a flat bottom and rigid sides. Let the top surface be at z = 0
and bottom at z = −H, and assume zero pressure applied at the top surface. Let the density
have a horizontal structure given by

ρ(x) = ρo (1− γ x) (40.229)

where ρo and γ are positive constants (with dimensions of density and inverse length, respectively).
We furthermore assume that γ|x| ≪ 1 so that the density is XFstrictly positive. Note that a
study of Figure 40.3 helps with this exercise.

As posed, the fluid is not in mechanical equilibrium since there is a horizontal density gradient.
Hence, the fluid will adjust as a result of the nonzero horizontal pressure gradient force. Our
aim here is to compute the baroclinicity contained in the fluid to garner a sense for the initial
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adjustment of vorticity.

(a) Compute the density gradient ∇ρ and draw a schematic.

(b) Compute the pressure gradient, ∇p, assuming approximate hydrostatic balance so that
∂p/∂z = −ρ g. Draw a schematic at x = 0.

(c) Compute the baroclinicity/solenoidal vector B = ρ−2 (∇ρ×∇p). Draw a schematic.

(d) Describe the vorticity induced by the baroclinicity vector.

exercise 40.9: Generation of circulation by baroclinicity in an ideal gas
In this exercise we examine the baroclinicity vector for a simple ideal gas, which is described by
the equation of state (23.48)

ρ =
pMmole

T Rg
≡ p

T RM
, (40.230)

where Rg is the universal gas constant and RM is the specific gas constant. We also assume
the atmosphere is in approximate hydrostatic balance (Section 27.2), and we ignore rotation
(relatively small lateral region of the atmosphere). For further hints to this exercise, see Section
4.1 of Holton and Hakim (2013) or Section 2.4.3 of Markowski and Richardson (2010), where
they discuss circulation generated by differences in land-sea temperatures, thus leading to a sea
breeze.

(a) Express the baroclinicity vector, B, in terms of pressure and temperature gradients.

(b) Express the baroclinicity vector in terms of pressure and potential temperature gradients.
Hint: see Section 23.4.11 for potential temperature in an ideal gas.

(c) Consider an ideal gas atmosphere straddling the ocean and flat land as in Figure 40.13.
Let the daytime air be relatively cool over the ocean and relatively warm over the land.
Furthermore, assume the sea level pressure is the same value over land and ocean. Ignoring
rotation, draw isolines of constant temperature and constant pressure. Assume the
horizontal temperature gradient is constant with height. Here are some hints.

• Temperature decreases from land to ocean and decreases when ascending into the
atmosphere.

• Pressure is assumed to be horizontally constant at sea level and it decreases upward.
Use the ideal gas law to determine the sense for the horizontal pressure gradient as
one ascends. Consult the discussion in Section 23.4.10 for geopotentials in an ideal
gas atmosphere.

• We are only concerned with a qualitative sense for the isolines in the lower atmosphere
and over a horizontal region small enough that rotation can be ignored.

(d) Describe the sense for the circulation induced by the baroclinicity. Does circulation
correspond to your experience at a sunny beach day as the air warms over the land faster
than over the adjacent ocean? What force causes air to rise and to fall?

exercise 40.10: Circulation with islands
Our discussion of Stokes’ theorem has been thus far restricted to a simply connected domain, in
which ‰

∂S
v · dx =

ˆ
S

ω · n̂dS. (40.231)

For a simply connected domain, the closed contour can be shrunk to a point without leaving the
domain.
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Figure 40.13: Setup for the sea breeze Exercise 40.9. We here depict a vertical-zonal crossection of the atmosphere
where the lower boundary straddles the ocean and land. The atmosphere over the ocean is assumed to be cooler
than the atmosphere over the land, as typically occurs on a sunny afternoon with solar radiation warming land
faster than the ocean.

A more general topology consists of a region with holes, whereby closed contours cannot
in general be shrunk to a point without leaving the region. In an oceanographic context, the
“holes” are islands or continents and the circulation is that for the depth integrated flow. Figure
40.14 shows a region of the ocean containing three arbitrarily shaped impenetrable islands, with
the three islands surrounded by a contour. The contour cannot be shrunk to a point without
crossing over the islands, thus making this region of the ocean multiply-connected. The presence
of islands thus adds a level of complexity to the World Ocean that is absent an AquaPlanet or
the global atmosphere.

Derive the following expression for the circulation in multiply-connected regions

‰
∂S
v · dx =

N∑
n=1

(‰
∂Sn

v · dx
)
+

ˆ
S

ω · n̂dS, (40.232)

where N is the number of islands, Sn is the contour surrounding each island, and S is the region
of water that excludes the islands. In words, this result says that the circulation around a region
equals to the circulation around the islands within the region, plus the normal component of the
vorticity integrated over the area within the fluid region. Removing the islands allows the island
contours to be shrunk to zero size, in which case we recover the simply connected result (40.231).
As part of your solution, make use of the contour integral method detailed in Figure 39.10.

exercise 40.11: Evolution of circulation around islands
The momentum equation for a homogeneous layer of inviscid shallow water fluid on a tangent
plane is given by

∂tu+ (u · ∇)u+ f ẑ × u = −g∇η. (40.233)

In this equation, u = (u, v) is the horizontal velocity, f is the Coriolis parameter (need not be
constant), g is the effective gravitational acceleration, and η is the deviation of the free surface
from its horizontal resting position. All spatial derivatives are horizontal, so that

u · ∇ = u ∂x + v ∂y. (40.234)

Use of a vector identity allows us to write

∂tu+ (f + ζ) ẑ × u = −∇ (u2/2 + g η), (40.235)

where
ζ = ẑ · (∇× u) (40.236)
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Figure 40.14: A region of the ocean consisting of three islands, S1, S2, and S3, each with boundaries ∂Sn and
with the closed contour, ∂S, drawn around the three islands. The contour ∂S cannot be shrunk to a point without
crossing over the islands, thus indicating that the domain is multiply connected. Exercise 40.10 is concerned with
deriving an expression for the circulation of the depth-integrated flow as defined along the closed contour, ∂S. In
that derivation we can make use of the contour initegral method detailed in Figure 39.10.

is the vorticity of the shallow water fluid.

Consider an island, such as one shown in Figure 40.14. Each island is static and impenetrable
to fluid flow, which means that

u · n̂ = 0 (40.237)

where n̂ is the outward normal on an island boundary. For simplicity, assume this island outward
normal is horizontal; i.e., the island is bounded by a vertical side. This no-normal flow constraint
means that the velocity just next to an island is parallel to the island22

u× dx = 0. (40.238)

Equivalently, the island represents a solid material boundary across which no flow passes.

Show that the inviscid shallow-water circulation around an island remains constant in time

d

dt

‰
I

u · dx = 0. (40.239)

Recall that Kelvin’s circulation theorem is formulated for a material circuit in an inviscid fluid,
with the circuit moving with the flow. This exercise shows that the circulation theorem also
holds for a material circuit enclosing a static solid boundary.

exercise 40.12: Helicity for a perfect barotropic fluid in a gravity field and
non-rotating reference frame
Consider a closed material volume, R, of a perfect single-constituent barotropic fluid (ρ = ρ(p))
in a gravity field (g = −∇Φ) and in a non-rotating reference frame (Ω = 0). Let this material
volume have a boundary that is always tangent to the fluid vorticity, ω. Hence, the outward
normal to the region boundary is orthogonal to the vorticity,

n̂ · ω = 0. (40.240)

22This boundary condition is valid only for inviscid fluids such as that considered here. For a real fluid with
nonzero viscosity, all components of the velocity vector vanish at solid boundaries due to the no-slip condition
discussed in Section 25.8.8.
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Such volumes define closed vortex tubes, such as a smoke ring or linked smoke rings. The helicity
of the fluid within the vortex tube volume is defined as the integration of the helicity density,
v · ω, over the closed volume

H =

ˆ
R(v)

v · ω dV, (40.241)

where the volume R(v) is material. In Cartesian coordinates, the helicity density takes the form

v · ω = u (∂yw − ∂zv) + v (∂zu− ∂xw) + w (∂xv − ∂yu). (40.242)

Although the helicity density vanishes for some common examples, such as for a fluid in rigid-body
rotation, it need not vanish in general.

(a) Show that helicity is materially constant following the material volume

dH
dt

= 0. (40.243)

(b) Discuss why helicity is not defined for a shallow water fluid.

Use the following hints.

• Make use of Φp that satisfies equation (40.13).

• The shallow water fluid model is based on the small aspect ratio limit, in which the fluid
depth is much smaller than its lateral extent. In this limit, the vertical component of
vorticity dominates over the horizontal. See further discussion in Section 40.5.4.

exercise 40.13: Discrete calculation of bottom pressure torque
In many diagnostic studies with numerical models it is of interest to compute pressure torques
affecting vorticity. One particularly common diagnostic concers the bottom pressure torque
arising in equation (40.191). Derive a discrete expression for the area averaged bottom pressure
torque

BPT = A−1

ˆ
S

ẑ · ∇ × (ηb∇pb) dS = A−1

‰
∂S
ηb∇pb · t̂ dℓ,= −A−1

‰
∂S
pb∇ηb · t̂dℓ, (40.244)

over the shaded region depicted in Figure 40.15, with A =
´
S
dS the horizontal area of this region.

Hint: this exercise shares much with the area averaged vorticity in Exercise 37.8, although
the final result is distinct. Note: given that the bottom pressure torque is generally the small
difference between large numbers, it is very useful to perform the diagnostic calculation online
so that full computational precision can be maintained.

exercise 40.14: Dynamical portion of the topographic form stress
We discussed bottom topographic form stress in Chapter 28, with its curl leading to the bottom
pressure torque in equation (40.191). As noted in Section 28.1.3, the dominant portion of the
bottom topographic form stress acting on the ocean has little to do with fluid motion. Rather, it
merely holds the ocean fluid within the basin, much as water is held within a drinking container
through pressure imparted by the container sides.

(a) To help isolate the dynamically relevant portion of the bottom bottom pressure, show
that we can write the horizontal gradient of the bottom pressure for a hydrostatic fluid
according to

∇hpb = g [ρ(η)∇hη − ρ(ηb)∇hηb] + g

ˆ η

ηb

∇hρdz. (40.245)

where we ignore the applied surface pressure, pa, for simplicity.
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Figure 40.15: Discrete grid layout for variables needed to compute the bottom pressure torque as averaged over
the shaded vorticity region. The bottom topography and bottom pressure are both known at the tracer points.

(b) Hence, show that the bottom pressure torque takes the form

ẑ · ∇hηb ×∇hpb = g ẑ · ∇hηb ×
[
ρ(η)∇hη +

ˆ η

ηb

∇hρ dz
]
≡ ẑ · ∇ηb ×∇p∗b , (40.246)

where

∇hp∗b = g ρ(η)∇hη + g

ˆ η

ηb

∇hρdz. (40.247)

Note how ∇hp∗b has no contribution from the potentially very large term, −g ρ(ηb)∇hηb,
arising from gradients in the bottom topography.

(c) Molemaker et al. (2015) and Gula et al. (2015) assume knowledge of the bottom pressure
torque along contours of constant topography. Given that knowledge they then make use
of the following diagnostic expression for p∗b

p∗b (s)− p∗b (s0) = −
ˆ s

s0

ẑ · (∇ηb ×∇pb)
n̂ · ∇ηb

ds, (40.248)

with p∗b (s0) the value at the arbitrary starting point for the contour. Derive equation
(40.248), with the following information of possible use.

• As depicted in Figure 40.12, s is the arc length along the chosen contour of constant ηb,
with s increasing in the tangent direction, t̂. Likewise, n̂ is a unit vector pointing to the
left of the contour so that n̂ · t̂ = 0 and t̂× n̂ = ẑ.

• Along any contour of constant ηb(x, y) we have

0 = dηb = ∇ηb · dx = ∇ηb ·
dx

ds
ds = ∇ηb · t̂ ds. (40.249)

• The main mathematics of this exercise are contained in Exercise 5.1.

Equation (40.248) provides a means to compute the anomalous p∗b [anomalous relative to p∗b (s0)]
along a constant topography contour. Mapping p∗b (s) − p∗b (s0) for a suite of contours then
provides the means to determine the dynamically relevant portion of the bottom pressure and
then, when multiplying by the bottom slope, compute the dynamically relevant portion of the
form stress.
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Chapter 41

POTENTIAL VORTICITY MECHANICS

Potential vorticity (PV) is a dynamical tracer of immense importance to the study of geophysical
fluid mechanics. One application of potential vorticity concerns its direct connection to the flow
field in certain balanced models (e.g., geostrophically balanced models), with Hoskins (1991)
providing an insightful starting point for this perspective. Potential vorticity is also useful as a
tracer whose structure signals a variety of dynamical interactions, particularly with boundaries,
and that can be directly tied to flow stability properties. In this chapter we establish fundamental
properties of potential vorticity and its time evolution. The potential vorticity we consider here
is sometimes referred to as Ertel potential vorticity (Ertel , 1942), which is the most basic of the
many potential vorticities encountered in geophysical fluids mechanics.

The barotropic fluid forms a pedagogically useful starting point for our study. However,
realistic geophysical flows are baroclinic, and it is the baroclinic fluid where “PV thinking” is
arguably the most useful and powerful. The general method exploited for the construction of
potential vorticity is to choose a scalar field to strategically orient the absolute vorticity. If the
scalar is a material invariant, and it annihilates the baroclinicity vector, then the corresponding
potential vorticity is a material invariant in the absence of irreversible processes. For a barotropic
fluid, the choice of scalar field is rather arbitrary, with preference given to one that is materially
invariant. For a baroclinic fluid we are more restricted since the scalar must orient vorticity in a
direction that annihilates the torque from baroclinicity and, ideally, be itself materially invariant
in the absence of irreversible processes. Even in the presence of irreversible processes, potential
vorticity remains an important flow property that constrains the motion and provides insights
into the mechanics of that motion.

chapter guide

This chapter requires an understanding of vorticity from Chapter 40 as well as skills with
vector calculus identities for Cartesian coordinates as detailed in Chapter 2. The concepts
and methods developed in this chapter are fundamental to the notions of potential vorticity,
and are essential for the budget equations developed in Chapter 42. We also encounter
potential vorticity when studying balanced models in Part VIII of this book.
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41.1 Potential vorticity in perfect fluids

In this section we derive the material invariance of potential vorticity (PV) for a perfect
homogeneous fluid.1 We make use of Kelvin’s circulation theorem for an infinitesimal closed
loop, in which case the primary object of interest is a particular component of the absolute
vorticity.

41.1.1 Perfect barotropic fluid

Consider a perfect barotropic fluid. As for the shallow water discussion in Section 39.3.3, we can
apply Kelvin’s circulation theorem (Section 40.2.3) to an infinitesimal material circuit within
the fluid (Figure 41.1) to render the material invariance

D

Dt
(ωa · n̂ δS) = 0, (41.1)

with δS the area enclosed by the circuit. The conservation of potential vorticity is built from
specializing this result. For that purpose, introduce a materially invariant field

Dχ

Dt
= 0. (41.2)

In most applications, χ is a scalar field such as tracer concentration, globally referenced
Archimedean buoyancy, Conservative Temperature, or specific entropy. However, in equa-
tion (41.21) we consider the non-standard case of χ = z, which is relevant for two-dimensional
non-divergent barotropic fluids. The one key assumption we make is that χ is a smooth field
that is not a spatial constant, so that |∇χ| ≠ 0.

1A perfect homogeneous fluid has zero viscosity (inviscid) and a single material component. There can be no
mixing of matter in this fluid since every fluid element has the same homogeneous concentration. So without
viscosity, the homogeneous fluid is perfect.
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n̂

δS

ωa

Figure 41.1: The projection of the absolute vorticity, ωa, onto the normal direction of an infinitesimal moving
surface, n̂ δS.

41.1.2 Cylinder between two constant χ surfaces

We make use of isosurfaces of χ to orient a material circuit used to compute circulation and
hence to orient the vorticity. In particular, referring to Figure 41.2, let the circuit bound a small
cylinder whose ends sit on isosurfaces with concentrations χ − δχ/2 and χ + δχ/2. We can
consider this cylinder to be a portion of a vortex tube that is bounded by the two χ isosurfaces.
The cylinder’s volume is given by

δV = δS δh, (41.3)

where δh is the distance between the χ isosurfaces. The unit normal direction orienting the area,
δS, is given by

n̂ = ∇χ/|∇χ|. (41.4)

It is the need to define n̂ that requires us to assume |∇χ| ≠ 0. The distance, δh, between the
two isosurfaces is related to the χ increment, δχ, through

δχ = ∇χ · δx = |∇χ| n̂ · δx = |∇χ| δh. (41.5)

This result takes on the equivalent form

δχ = |∇χ| δh = (n̂ · ∇χ) δh, (41.6)

so that the distance (or thickness) between the two isosurfaces is

δh = δχ/|∇χ|. (41.7)

As seen in Figure 41.2, the spatial separation between the two isosurfaces is relatively small
in regions of strong scalar gradients (large |∇χ|), whereas the separation is relatively large in
regions of small |∇χ|.

41.1.3 Material invariance

We now have the necessary pieces to write the normal projection of the absolute vorticity
according to the following

ωa · n̂ δS =
ωa · ∇χ
|∇χ| δS equation (41.4) (41.8a)

=
ωa · ∇χ
|∇χ|

δV

δh
equation (41.3) (41.8b)

= (ωa · ∇χ)
δV

δχ
equation (41.7) (41.8c)
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dS

n̂ = ∇χ/|∇χ|

δh = δχ/|∇χ|

χ + δχ/2

χ − δχ/2

Figure 41.2: Illustrating the geometry of a cylindrical region of fluid between two iso-surfaces of a field χ,
separated by the infinitesimal amount δχ. The volume of the cylinder is δV = δS δh, with δh the thickness and
δS the area. By convention, the unit normal vector, n̂ = ∇χ/|∇χ|, points towards larger values of χ. It is here
depicted at the center of the cylinder, which differs by an infinitesimal amount from the normal computed on
either χ + δχ/2 or χ − δχ/2. If χ is a material invariant so that Dχ/Dt = 0, then so too is its infinitesimal
increment, D(δχ)/Dt = 0. As per equation (41.7), the geometric thickness between the isosurfaces is related to
the field increment by δh = δχ/|∇χ|, so that the larger the magnitude of the gradient in the scalar field, the
smaller the layer thickness. For a baroclinic fluid, material invariance of potential vorticity in a perfect fluid holds
if we can find a field such that n̂ ·B = 0, with baroclinicity B = (∇ρ×∇p)/ρ2. The cylindrical tube acts as a
vortex tube for that component of absolute vorticity, ωa · n̂, that is parallel to the tube.

=
ωa · ∇χ

ρ

ρ δV

δχ
multiply by ρ/ρ. (41.8d)

Mass is materially invariant so that
D(ρ δV )

Dt
= 0. (41.9)

Likewise, by assumption χ is materially invariant so that the increment between two χ isosurfaces
is materially invariant

D(δχ)

Dt
= 0. (41.10)

Bringing these elements into Kelvin’s circulation theorem (41.1) leads us to conclude that the
potential vorticity, Q, is also materially invariant

Q ≡ ωa · ∇χ
ρ

=
∇ · (ωa

χ)

ρ
with

DQ

Dt
= 0. (41.11)

This expression for the potential vorticity is the most general form and it is often referred to
as the Ertel potential vorticity (Ertel , 1942). The first expression shows the numerator as the
projection of the absolute vorticity into the direction normal to χ isosurfaces. Conversely, it is
a measure of the χ stratification in the direction of the absolute vorticity vector. The second
expression follows since the absolute vorticity has zero divergence so that the numerator is
a total divergence. This divergence form of the potential vorticity numerator has important
implications for the potential vorticity budgets studied in Section 41.4 and throughout Chapter
42.
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41.1.4 Perfect baroclinic fluid
Consider the case of a perfect baroclinic fluid, in which Kelvin’s circulation theorem for an
infinitesimal circuit takes the form

D

Dt
(ωa · n̂ δS) = B · n̂ δS. (41.12)

The source on the right hand side involves the baroclinicity vector, B, discussed in Sections 40.2
and 40.4, which is the curl of the pressure gradient acceleration

B = ∇× (−ρ−1∇p) = ρ−2∇ρ×∇p. (41.13)

Now assume there exists a materially invariant field, Dχ/Dt = 0, that also annihilates the
baroclinicity vector as in Figure 41.3, so that

B · n̂ =
B · ∇χ
|∇χ| = 0. (41.14)

In that case, the derivation detailed earlier for the barotropic fluid follows directly for the
baroclinic case, in which case we conclude that potential vorticity remains materially invariant

DQ

Dt
= 0 where Q =

ωa · ∇χ
ρ

. (41.15)

n̂ = ∇χ/|∇χ|

B

n̂ ·B = 0χ isosurface

Figure 41.3: Material invariance of potential vorticity is ensured for perfect fluids that admit a materially
invariant field that also annihilates the baroclinicity vector. Mathematically, this property means that n̂ ·B = 0
where n̂ = ∇χ/|∇χ| is the unit normal direction for the surface. In this figure we depict the baroclinicity vector,
B, that is aligned with χ isosurfaces.

The existence of a materially invariant potential vorticity for perfect baroclinic fluids depends
on the existence of a materially invariant scalar field that annihilates the baroclinicity vector.
Buoyancy is the most common choice for this field in geophysical fluid applications, with buoyancy
typically measured by specific entropy or potential temperature in the atmosphere and potential
density in the ocean. We have more to say on the chosen field in the remainder of this chapter
as well as in Section 42.3.

41.1.5 A variety of materially invariant potential vorticities
The material invariant statement

DQ

Dt
=

D(ρ−1ωa · ∇χ)
Dt

= 0 (41.16)

generates a number of further materially invariant fields. First, consider any function of Q,
whereby

DF(Q)

Dt
=

dF

dQ

DQ

Dt
= 0, (41.17)
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which follows since DQ/Dt = 0. Among the infinite number of possible functions, F(Q), the
most commonly considered is F(Q) = Q2, whose global integral is referred to as the potential
enstrophy.

Second, consider the iterated potential vorticity defined according to

Q(1) = ρ−1ωa · ∇χ and Q(n) = ωa · ∇Q(n−1) for n = 2, 3, 4... (41.18)

As defined, Q(1) is the familiar Ertel potential vorticity, whereas higher iterations replace the
field, χ, with Q(n−1). Since Q(n−1) is materially invariant, so too is Q(n). Consider the example

Q(2) = ωa · ∇Q(1) = ωa · ∇(ρ−1ωa · ∇χ) = ∇ · [ωa ρ
−1 (ωa · ∇χ)], (41.19)

which reveals that there are n powers of absolute vorticity for Q(n).

41.1.6 Some remarks about potential vorticity
Perfect fluid PV material invariance ↔ Kelvin’s circulation theorem

Kelvin’s circulation theorem from Section 40.2.3 is at the heart of the derivations presented in
this section, with the theorem applied to a strategically chosen infinitesimal loop. Because the
loop is tiny, we use Stokes’ theorem to convert the line integral expression of Kelvin’s theorem
into a statement about the material evolution of absolute vorticity projected onto the normal
direction of the loop, and multiplied by the loop area. We further specialize the theorem to
a cylindrical region between two isosurfaces of a materially invariant field. For the perfect
barotropic fluid, we require the mass of the cylinder to be materially invariant, as well as the
scalar field. In this case there is a potential vorticity that is also materially invariant. For a
baroclinic fluid, material invariance of potential vorticity requires a field that is both materially
invariant and that annihilates the baroclinicity vector. We have more to say regarding the
availability of such fields in the remainder of this chapter.

There are numerous forms for potential vorticity

The expression (41.11) is, on first glance, quite distinct from the shallow water (Rossby) potential
vorticity, Q = (ζ + f)/h, studied in Chapter 39 (see equation (39.30)). However, as shown
in Section 66.3, they are closely related for the special case of entropic potential vorticity in
a Boussinesq ocean when formulated using isopycnal/isentropic coordinates. Even so, there
are a variety of other forms for potential vorticity, with the forms (and physical dimensions)
depending on the dynamical and thermodynamical properties. We encounter some further forms
of potential vorticity in the remainder of this chapter, as well as in the oceanic potential vorticity
discussions of Chapter 66 and in our study of balanced models in Part VIII. The review paper by
Müller (1995) offers a lucid presentation of potential vorticity and its many forms encountered
in physical oceanography.

Motivating the adjective “potential”

In Section 39.3.2 we motivated the advective “potential” for the shallow water potential vorticity.
We do so here for Ertel’s potential vorticity. For that purpose, write potential vorticity in the
form

Q =
ωa · n̂
ρ
|∇χ| with n̂ =

∇χ
|∇χ| . (41.20)

In cases where ρ is roughly a constant (e.g., Boussinesq ocean), and when Q is materially
invariant, the component of the absolute vorticity increases in the direction parallel to ∇χ
when the fluid parcel moves into a region where |∇χ| decreases. Hence, there is a “release” of
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absolute vorticity aligned with ∇χ in regions where χ isosurfaces are spread. We conceive of
this increased vorticity as through the stretching of the cylindrical tube extending between χ

isosurfaces along the n̂ direction, with this tube acting as a vortex tube for that component of
vorticity parallel to the tube. In contrast, when the χ isosurfaces are tightly packed, then the
vortex tube is squashed and so too is the vorticity. We thus conceive of potential vorticity as
the “potential” for releasing absolute vorticity that is oriented in the direction parallel to ∇χ.

Potential vorticity as a dynamical tracer

We refer to potential vorticity as a dynamical tracer since it depends directly on the velocity
field through the vorticity. It also depends on the scalar field, χ, which is commonly taken as a
thermodynamic tracer such as the potential temperature, θ. In these cases, potential vorticity
embodies both dynamical and thermodynamical information. In contrast, material tracers such
as salinity, and thermodynamic tracers such as θ, are properties of the fluid whose distribution
is affected by the velocity but whose local measurement does not require knowledge of the flow.

Entropic potential vorticity as the grand unifier

Entropic potential vorticity provides a connection between vorticity (mechanics) and stratification
(thermodynamics). By connecting these two basic facets of geophysical fluid flows, the study
of potential vorticity and its conservation properties provides a powerful and unique lens to
help rationalize the huge variety of geophysical flow regimes, and to predict their response to
changes in forcing. It is for this reason that potential vorticity is sometimes considered the grand
unifying concept in geophysical fluid mechanics.

Potential vorticity as a diagnostic tracer

Suppose we have an initial flow field in which ρQ = ωa · ∇χ = 0, which means that the absolute
vorticity is aligned with surfaces of constant χ. In an inviscid and adiabatic fluid, material
conservation of Q means that ωa remains within constant χ surfaces for all time. We infer from
this particular example that if we know the evolution of χ, then we know the evolution of vortex
lines defined by ωa, which in turn allows for the inference of a number of further flow properties.
This particular example offers a hint at the multiple applications of “PV thinking” to understand
and predict fluid motion, with Hoskins (1991) providing an elegant survey of such thinking.

Potential vorticity versus momentum

Momentum is affected by pressure, and pressure fluctuations propagate at the speed of sound
(Chapter 51) for compressible flows (including the Boussinesq ocean; see Section 29.1.9), whereas
they move with infinite speed for incompressible fluids. In contrast, potential vorticity, for those
cases where we can remove the effects of the baroclinicity vector, does not directly feel the
impacts from pressure fluctuations. Hence, potential vorticity, much like vorticity in a barotropic
fluid, evolves much slower and more locally than momentum. This dynamical difference offers a
key reason that potential vorticity offers added insights into fluid flows beyond that afforded by
momentum.

Potential vorticity for horizontally non-divergent barotropic flow

A non-standard, but relevant, choice for the function χ used to define potential vorticity is given
by the vertical coordinate

χ = z, (41.21)
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in which case
ρQ = ωa · ẑ = ζa. (41.22)

In Chapter 38, we consider the two-dimensional non-divergent barotropic model, in which case ρ
is a constant and

w =
Dz

Dt
= 0. (41.23)

The corresponding materially invariant potential vorticity is the vertical component of the
absolute vorticity divided by the constant density. Ignoring the constant density factor leads us
to identify the absolute vorticity as the Ertel potential vorticity for this flow

q = ζa = ζ + f. (41.24)

As discussed in Section 38.2.3, the horizontally non-divergent barotropic flow also maintains
material constancy (in the absence of non-conservative processes) of the Rossby potential vorticity,
(ζ + f)/h, with this property holding since Dh/Dt = 0 for this flow.

41.2 Potential vorticity and seawater
As seen in Section 41.1, material invariance of potential vorticity for a perfect fluid requires a
materially invariant scalar field to annihilate the baroclinicity vector. There is no such scalar
field for the ocean with a realistic seawater equation of state. Nonetheless, there are important
approximate cases that allow for material potential vorticity invariance, and we explore such
cases in this section.

41.2.1 Baroclinicity vector
Recall the baroclinicity vector given by (Sections 40.2 and 40.4)

B =
∇ρ×∇p

ρ2
. (41.25)

If we take the in situ density as the scalar field to define potential vorticity, then B · ∇ρ = 0.
However, in situ density is not a conserved scalar in the ocean due to pressure effects. Namely,
with in situ density having the function dependence ρ = ρ(S,Θ, p) (see Section 30.3), its material
time derivative is

Dρ

Dt
=
∂ρ

∂S

DS

Dt
+
∂ρ

∂Θ

DΘ

Dt
+
∂ρ

∂p

Dp

Dt
. (41.26)

Even when salinity and Conservative Temperature are materially constant, DS/Dt = 0 and
DΘ/Dt = 0, the in situ density has a nonzero material time derivative due to material pressure
changes, Dp/Dt ̸= 0. Material changes in the pressure of a fluid element arise even in the absence
of irreversible processes such as mixing. In general, such mechanical changes arise due to the
gradients in the pressure field that the fluid element feels. Given that pressure affects in situ
density, with such effects occuring even in a perfect fluid, we conclude that in situ density is
not an appropriate scalar for developing a materially invariant potential vorticity. For the same
reason, we do not consider pressure as a suitable scalar field.

41.2.2 Potential vorticity based on potential density, ϱ
Potential density is commonly used in oceanography (see Section 30.3.4), with potential density
the in situ density referenced to a chosen pressure.2 We write potential density as in equation

2Oceanographers often choose the reference pressure as the standard atmospheric sea level pressure. However,
that is not required for the following formalism to hold, with any reference pressure suitable.

page 1186 of 2158 geophysical fluid mechanics



41.2. POTENTIAL VORTICITY AND SEAWATER

(30.18)
ϱ(S,Θ) = ρ(S,Θ, p = pref), (41.27)

so that its material time derivative is

Dϱ

Dt
=
∂ϱ

∂S

DS

Dt
+
∂ϱ

∂Θ

DΘ

Dt
, (41.28)

which vanishes in the absence of irreversible material changes to salinity and Conservative
Temperature. When using potential density as the scalar field for potential vorticity, the
baroclinicity vector projects onto the diapycnal direction according to

ρ2B · ∇ϱ = (∇ρ×∇p) · ∇ϱ (41.29a)

= (∇ϱ×∇ρ) · ∇p (41.29b)

= [(ϱS ∇S + ϱΘ∇Θ)× (ρS ∇S + ρΘ∇Θ+ ρp∇p)] · ∇p (41.29c)

= [(ϱS ∇S + ϱΘ∇Θ)× (ρS ∇S + ρΘ∇Θ)] · ∇p (41.29d)

= [ϱS ∇S × ρΘ∇Θ+ ϱΘ∇Θ× ρS ∇S] · ∇p (41.29e)

= (ϱS ρΘ − ϱΘ ρS) (∇S ×∇Θ) · ∇p, (41.29f)

where we used the shorthand notation for partial derivatives

ρS =
∂ρ

∂S
and ϱS =

∂ϱ

∂S
(41.30a)

ρΘ =
∂ρ

∂Θ
and ϱΘ =

∂ϱ

∂Θ
. (41.30b)

Note that the triple product, (∇S ×∇Θ) · ∇p, also appears in the discussion of neutral helicity
in Section 30.7 (see equation (30.65)). Equation (41.29f) allows us to identify cases where the
baroclinicity vector is annihilated, B · ∇ϱ = 0, thus yielding a materially invariant potential
vorticity in the absence of irreversible processes.

• uniform salinity or uniform Conservative Temperature: If salinity or Conserva-
tive Temperature are spatially uniform, then B · ∇ϱ = 0.

• additive pressure dependence to the in situ density: There is a materially invariant
potential vorticity with a vanishing thermodynamic pre-factor in equation (41.29f), ϱS ρΘ−
ϱΘ ρS . This term does not generally vanish since the ocean has a pressure dependent
equation of state, and this pressure dependence generally means that B · ∇ϱ ̸= 0. Even so,
we can annihilate the baroclinicity vector if the in situ density has a pressure dependence
that is additive, in which case we can write

ρ(S,Θ, p) = ϱ(S,Θ) + F (p)− F (pref) =⇒ ϱS ρΘ − ϱΘ ρS = 0. (41.31)

Notably, we did not assume a linear equation of state; only that it has the special functional
form in equation (41.31). For some cases, we may assume F to be a constant, in which case
there is no pressure dependence so that in situ density is the same as potential density.

41.2.3 An example EOS admitting a materially invariant PV

An explicit realization of the equation of state (41.31) can be found by taking a Taylor
series expansion of the in situ density around the reference pressure, and evaluating the
derivatives in the expansion in terms of a chosen reference pressure, reference salinity, and
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reference Conservative Temperature

ρ(S,Θ, p) ≈ ϱ(S,Θ) + (p− pref)
[
∂ρ

∂p

]
S=Sref,Θ=Θref,p=pref

+H.O.T.︸ ︷︷ ︸
F (p)−F (pref)

(41.32)

where
ϱ(S,Θ) = ρ(S,Θ, pref) (41.33)

is the potential density referenced to p = pref, and where H.O.T. symbolizes higher order
terms. This approach ignores the salinity and Conservative Temperature dependence
of terms in the Taylor series expansion. Ignoring this dependence is a rather good
approximation for many purposes since the ocean sound speed is not far from a constant

c−2
s =

∂ρ

∂p
≈ constant. (41.34)

In this case, the equation of state takes the form

ρ(S,Θ, p) ≈ ϱ(S,Θ) +
p− pref
c2s

, (41.35)

41.2.4 Further reading
The presentation given here follows that given in Section 4.5.4 of Vallis (2017). Straub (1999)
focuses on the source of potential vorticity arising from a nonzero thermobaricity parameter,
T = ∂p(α/β) (see Section 72.3.4). In Section 41.6 we reconsider the notions presented here by
suggesting the relevance of an alternative potential vorticity field that is attached to a finite
sized region rather than to a fluid particle.

41.3 Potential vorticity evolution in real fluids
Thus far we have considered perfect fluids, with the use of Kelvin’s circulation theorem a suitable
framework to derive the material invariance of potential vorticity. In this section we consider a
real fluid that contains non-conservative processes. Potential vorticity is no longer materially
invariant when exposed to non-conservative processes such as mixing, friction, and diabatic
sources.

To develop the potential vorticity budget in the presence of non-conservative processes, we
pursue an algebraic approach that starts from the vorticity equation (40.42)

ρ
D(ωa/ρ)

Dt
= (ωa · ∇)v +B +∇× F , (41.36)

where F is the acceleration from non-conservative forces and B the baroclinicity vector. Fur-
thermore, we introduce a scalar field that generally has a nonzero material evolution

Dχ

Dt
= χ̇, (41.37)

with χ̇ arising from diffusion, sources, boundary fluxes, or other processes that lead to material
evolution of χ.

As part of the manipulations in this section, we make use of the identity

(ωa · ∇)
Dχ

Dt
= ωa ·

D(∇χ)
Dt

+ [(ωa · ∇)v] · ∇χ, (41.38)
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which is readily proven by expanding terms and assuming Cartesian coordinates. Rearrangement,
and use of the scalar equation (41.37), leads to

ωa ·
D(∇χ)

Dt
= (ωa · ∇) χ̇− [(ωa · ∇)v] · ∇χ. (41.39)

Now project the vorticity equation (41.36) onto the direction normal to the χ isosurfaces

ρ∇χ · D(ωa/ρ)

Dt
= ∇χ · [(ωa · ∇)v] +∇χ · (B +∇× F ). (41.40)

The sum of equations (41.39) and (41.40) leads to

ρ
D(∇χ · ωa/ρ)

Dt
= (ωa · ∇) χ̇+∇χ · (B +∇× F ). (41.41)

This equation is general so that it applies to any scalar field.

To simplify the source terms on the right hand side of equation (41.41), follow the discussion
from Section 41.1.4 by assuming that χ annihilates the baroclinicity vector.3 This scalar field is
typically given by potential temperature, specific entropy, buoyancy, or potential density. We
thus have

∇χ ·B = 0, (41.42)

which in turn leads to the potential vorticity equation in the presence of irreversible processes
such as friction and mixing

ρ
DQ

Dt
= (ωa · ∇) χ̇+∇χ · (∇× F ), (41.43)

where the potential vorticity is again given by

Q = ρ−1ωa · ∇χ. (41.44)

If χ is a thermodynamic scalar such as potential entropy, then the material evolution of potential
vorticity is affected by diabatic processes (heating and cooling) as well as friction. Hence, the
potential vorticity of a fluid element can be either generated or destroyed depending on details
of these irreversible process. Such processes are often localized to areas of mixing as well as to
boundaries where strong mechanical and/or buoyant processes are active. The study of how
potential vorticity is materially modified by irreversible processes forms an important area of
research in potential vorticity dynamics. We have more to say on this notion when studying
finite volume budgets of potential vorticity in Chapter 42.

41.4 Flux-form potential vorticity budget
The material invariance of potential vorticity is an example of a material or Lagrangian conser-
vation property of perfect fluids, with the material conservation statement ρDQ/Dt = 0 having
its flux-form expression

∂t(ρQ) +∇ · (ρvQ) = 0 perfect fluid, (41.45)

which is derived through use of mass conservation (19.10). Following the formalism established for
material tracers in Section 20.2, the flux-form local conservation law (41.45) leads to conservation
properties over finite regions, which we refer to as global conservation laws. In this section

3In Section 42.3 we study what happens when no such scalar exists.
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we examine the flux-form budget in the presence of non-conservative processes. In particular,
we show that the Eulerian evolution of potential vorticity continues to be determined by the
convergence of a flux, thus allowing for natural extensions to global conservation laws and budget
analyses. These properties were observed earlier in our study of shallow water potential vorticity
in Section 39.4.2 and absolute vorticity in Section 40.3.4. These common features of the various
vorticity budgets relate to the ability to write components of the absolute vorticity (including
the potential vorticity) as the divergence of a vector.

41.4.1 Deriving the flux-form potential vorticity budget
To transform the material evolution equation (41.43) into a flux-form equation we make use of
the following identities

D

Dt
=

∂

∂t
+ v · ∇ relating material and Eulerian time changes (41.46a)

Dρ

Dt
= −ρ∇ · v mass conservation (41.46b)

(ωa · ∇) χ̇ = ∇ · (ωa
χ̇) absolute vorticity is non-divergent: ∇ · ωa = 0 (41.46c)

∇χ · (∇× F ) = ∇ · (F ×∇χ) divergence of curl vanishes. (41.46d)

The identity (41.46d) follows from

∇χ · (∇× F ) = ∇ · (χ∇× F ) = ∇ · [∇× (χF )−∇χ× F ] = ∇ · (F ×∇χ), (41.47)

where a vanishing divergence of a curl is needed to reach the first and third equalities. These
identities then lead to the material evolution equation

ρ
DQ

Dt
= ∇ · (ωa

χ̇+ F ×∇χ). (41.48)

Now converting the material time derivative into its Eulerian expression, and making use of
mass conservation, renders the flux-form potential vorticity budget equation

∂t(ρQ) +∇ · [ρQv − ωa
χ̇− F ×∇χ] = 0. (41.49)

41.4.2 PV-substance and the potential vorticity flux
The budget equation (41.49) says that the density-weighted potential vorticity,

ρQ = ωa · ∇χ, (41.50)

has a local time tendency determined by the convergence of the potential vorticity flux vector

∂t(ρQ) = −∇ · JQ with JQ = ρQv − ωa
χ̇+∇χ× F . (41.51)

The potential vorticity flux vector, JQ, compares to that found for shallow water potential
vorticity given by equation (39.55). The budget (41.49) follows a form similar to material
tracers detailed in Chapter 20, though here with some particularly specific terms in the potential
vorticity flux vector, JQ. The correspondence suggests that one consider equation (41.49) as the
local budget for PV-substance, with Q the concentration of PV-substance and JQ its flux. This
interpretation is pursued further in Chapter 42 when exposing the rather novel properties of
budgets for PV-substance when integrated over regions bounded by isentropes.

The first term in the PV-substance flux vector (41.51) arises from the advection of PV-
substance; the second contribution arises from processes leading to material evolution of χ; and
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the third from any non-conservative acceleration, F , that is not parallel to ∇χ. Note that the
form of the non-conservative contribution, ∇χ× F , suggests that we think of F as contributing
to a torque that rotates the χ isosurfaces as it modifies the PV-substance (see Figure 41.4).

∇χ
F

χ isosurface

Figure 41.4: The contribution from any non-conservative acceleration (e.g., friction) to the potential vorticity
flux is given by Jfriction = ∇χ× F . This cross product is nonzero only when F is not fully aligned with ∇χ, so
that non-conservative forces create potential vorticity by rotating χ isosurfaces. Hence, if F is aligned with ∇χ,
or when there is no spatial structure to ∇χ× F (i.e., zero divergence), then non-conservative accelerations do
not contribute to potential vorticity evolution. This interpretation is analogous to that given to the effects from
baroclinicity on vorticity given in Section 40.4.

41.4.3 Gauge freedom in JQ and the kinematic flux
As seen by the potential vorticity equation (41.51), the time tendency for PV-substance, ∂t(ρQ),
is unchanged by adding the curl of a vector to the flux, JQ. This ambiguity manifests a gauge
freedom. We here exhibit the gauge freedom associated with JQ, and then in Section 41.4.4
expose yet another gauge freedom associated with the potential vorticity itself.4

Kinematic potential vorticity flux

Consider the identity
ρQ = ∇χ · ωa = ∇ · (χωa), (41.52)

which means that

∂t(ρQ) = ∂t[∇ · (χωa)] = ∇ · [∂t(χωa)] = −∇ · Jkin, (41.53)

where the time derivative commutes with the divergence operator. The final equality introduced
the kinematic potential vorticity flux

Jkin ≡ −∂t(χωa), (41.54)

which compares to the shallow water version given by equation (39.58). We conclude that the
two potential vorticity fluxes, Jkin and JQ, have equal divergence

∇ · Jkin = ∇ · JQ, (41.55)

and so they differ at most by the curl of a vector

Jkin = JQ +∇×A, (41.56)

4We offer more discussion of gauge freedom in Section 21.5.1 and further the use of gauge freedom for the
study of potential vorticity in Section 41.5 as well as throughout Chapter 42.
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withA referred to as a gauge function. There are a variety of potential vorticity fluxes encountered
in the study of potential vorticity, with each flux differing by the curl of a gauge function.

Relating the potential vorticity fluxes J kin and JQ

We determine the relation between Jkin and JQ through the following steps starting from

Jkin = −∂t(χωa) = −∂tχωa − χ (∇× ∂tv). (41.57)

To reach this result required the identity

∂tωa = ∇× ∂t(v +Ω× x) = ∇× ∂tv, (41.58)

which follows since Ω is time independent, and ∂tx = 0 since the Eulerian time derivative is
computed at a fixed space point. We next use the identity

−χ (∇× ∂tv) = −∇× (χ∂tv) +∇χ× ∂tv, (41.59)

so that the kinematic flux from equation (41.57) becomes

Jkin = −∂tχωa +∇χ× ∂tv −∇× (χ∂tv). (41.60)

Next recall the vector-invariant form of the velocity equation (40.33), here written in the form

∂tv + ωa × v = −ρ−1∇p−∇M + F , (41.61)

where we introduced the mechanical energy per mass

M = v · v/2 + Φ. (41.62)

Equation (41.61) then leads to the cross product

∇χ× ∂tv = ρQv − (χ̇− ∂tχ)ωa −∇χ× ρ−1∇p−∇× (χ∇M) +∇χ× F , (41.63)

where we used the identities

(ωa × v)×∇χ = (∇χ · ωa)v − (∇χ · v)ωa = ρQv − (χ̇− ∂tχ)ωa. (41.64)

Making use of equation (41.63) brings the kinematic flux (41.60) into the form

Jkin = ρQv − χ̇ωa −∇χ× ρ−1∇p+∇χ× F −∇× (χ∇M + χ∂tv). (41.65)

Comparing to equation (41.51) for JQ leads to the relation

Jkin = JQ − χB +∇× [χ (∂tv + ρ−1∇p+∇M)], (41.66)

where we introduced the baroclinicity vector, B = ∇× (−ρ−1∇p). Although the term −χB
does not appear in the form of a curl, it does have a zero divergence

∇ · (χB) = ∇χ ·B + χ∇ ·B = 0 + 0, (41.67)

where we set ∇χ · B = 0, and noted that the baroclinicity has zero divergence, ∇ · B =
∇ · [∇× (−ρ−1∇p)] = 0. As a result, we have shown that ∇ · Jkin = ∇ · JQ, which means that
each flux has the same affect on the time evolution of ρQ.
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41.4.4 Gauge freedom resulting from ∇ · ωa = 0

The divergence form of PV-substance given by equation (41.52) reveals that ρQ remains
unchanged if we add a total curl to the argument of the divergence operator. In particular,
consider the identities5

χωa = χ (∇× v + 2Ω) since ωa = ω + 2Ω (41.68a)

= ∇× (χv)−∇χ× v + χ 2Ω move gradient operator. (41.68b)

We have thus moved the curl operation acting on the velocity field (to compute relative
vorticity) onto a gradient of the scalar field, with a total curl making up the difference. Since
∇ · [∇× (χv)] = 0, we are led to the equivalent expressions for PV-substance

ρQ = ∇χ ·ωa = ∇ · (χ 2Ω+ χω) = ∇ · (2Ωχ−∇χ× v) = ∇χ · (2Ω)−∇ · (∇χ× v). (41.69)

The result of these manipulations is an expression for the Ertel potential vorticity that does not
involve the relative vorticity, but is instead written as the convergence of a vector

ρQ = −∇ · (−2Ωχ+∇χ× v). (41.70)

This form involves the component of the velocity that is parallel to χ isosurfaces since

(∇χ× v) · ∇χ = 0. (41.71)

Besides offering a curious expression for potential vorticity that does not require the relative
vorticity, we show in Section 42.4 how the formulation (41.70) can be especially useful for
developing budgets of integrated PV-substance.

In the manipulations (41.68a)-(41.68b), we did not touch the planetary vorticity term. We
certainly could do so, in which case

χ 2Ω = χ∇× (Ω× x) = ∇× (χΩ× x)−∇χ× (Ω× x). (41.72)

The term ∇ × (χΩ × x) drops out when taking the divergence. However, the term Ω × x
requires us to evaluate the position vector, x, for each point in the fluid, and doing so is not
generally convenient. For this reason, we do not modify the planetary vorticity contribution to
the potential vorticity, preferring to keep the form χ 2Ω in equation (41.70).

41.5 A hydrostatic primitive equation and Boussinesq ocean
Building on the vorticity budget in Section 40.7, we here develop the PV-substance budget for
a hydrostatic primitive equation Boussinesq ocean in the presence of diabatic processes and
non-conservative forces such as friction. For that purpose, recall the vorticity equation for a
hydrostatic and Boussinesq ocean (40.151)

Dωhy
a

Dt
= (ωhy

a · ∇)v︸ ︷︷ ︸
stretching + tilting

+ ∇× ẑ b︸ ︷︷ ︸
baroclinicity

+ ∇× F ,︸ ︷︷ ︸
friction curl

(41.73)

where b is the Archimedean buoyancy used in our discussion of the Boussinesq ocean in Chapter
29, and

ωhy
a = ωhy + f ẑ = ∇× u+ f ẑ (41.74)

5We encounter similar mathematical manipulations in Section 69.4 when studying the connection between
advection and skew diffusion in the tracer equation.
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is the absolute vorticity for the hydrostatic fluid with u the horizontal velocity (see equations
(40.140) and (40.149)).

41.5.1 Potential vorticity
Baroclinicity is eliminated from the vorticity equation (41.73) by projecting the absolute vorticity
onto the direction normal to buoyancy surfaces

∇b · Dω
hy
a

Dt
= ∇b · [(ωhy

a · ∇)v] +∇b · (∇× F ), (41.75)

where we used
∇b · (∇× ẑ b) = ∇b · (∇b× ẑ) = 0. (41.76)

We next make use of the identity

D(∂b/∂xi)

Dt
=

∂

∂xi

[
Db

Dt

]
−∇b · ∂v

∂xi
=

∂ḃ

∂xi
−∇b · ∂v

∂xi
, (41.77)

so that

ωhy
a ·
[
D∇b
Dt

]
= ωhy

a · ∇ḃ−∇b · [(ωhy
a · ∇)v]. (41.78)

Making use of this result in equation (41.75) renders

∇b · Dω
hy
a

Dt
+ ωhy

a ·
D∇b
Dt

= ωhy
a · ∇ḃ+∇b · (∇× F ), (41.79)

which leads to
DQ

Dt
= (ωhy

a · ∇) ḃ+∇b · (∇× F ) (41.80)

where
Q = ωhy

a · ∇b = ωhy · ∇b+ f ∂zb (41.81)

is the potential vorticity for a rotating hydrostatic Boussinesq ocean. Potential vorticity is
materially invariant for the inviscid and adiabatic case, in which F = 0 and ḃ = 0.

It is sometimes useful to split the hydrostatic vorticity into its vertical and horizontal terms
as per equation (40.140). In this way, potential vorticity takes on the form

Q =
∂u

∂z

∂b

∂y
− ∂v

∂z

∂b

∂x
+ (ζ + f)

∂b

∂z
= ẑ ·

[
∂u

∂z
×∇b

]
+ (ζ + f)

∂b

∂z
. (41.82)

This expression plays an important role in characterizing flows with order unity Rossby number,
where the term ẑ · (∂zu×∇b) can become comparable to (ζ + f) ∂zb, particularly in regions of
strong horizontal buoyancy fronts such as those studied by Thomas et al. (2008) and Thomas
et al. (2013).

41.5.2 Potential vorticity flux vector
The material form of the potential vorticity equation (41.80) is converted into its flux-form via

∂tQ+∇ · (vQ) = ωhy
a · ∇ḃ+∇b · (∇× F ) (41.83a)

= ∇ · [ḃωhy
a + b (∇× F )] (41.83b)

= ∇ · [ḃωhy
a +∇× (bF )−∇b× F ] (41.83c)

= ∇ · (ḃωhy
a −∇b× F ), (41.83d)
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where we used

∇ · v = 0 Boussinesq flow is non-divergent (41.84a)

∇ · ωhy
a = 0 vorticity always has zero divergence (41.84b)

∇ · (∇× F ) = 0 divergence of curl vanishes (41.84c)

∇ · [∇× (bF )] = 0 divergence of curl vanishes. (41.84d)

The conservation equation (41.83d) allows us to identify a potential vorticity flux vector for the
hydrostatic Boussinesq ocean

JQ = vQ− ḃωhy
a +∇b× F , (41.85)

so that the potential vorticity equation takes the form

∂tQ+∇ · JQ = 0. (41.86)

The potential vorticity flux (41.85) compares directly to the potential vorticity flux (41.51) suited
to the non-hydrostatic and non-Boussinesq fluid. As such, it is comprised of an advective term

Jadvective = vQ, (41.87)

and non-advective terms arising from diabatic processes and non-conservative accelerations (e.g.,
friction)

Jnon-advective = −ḃωhy
a +∇b× F . (41.88)

41.5.3 Kinematic derivation of the potential vorticity flux

Following the discussion in Section 41.4.3, we consider a kinematic derivation of the potential
vorticity flux vector for the hydrostatic and Boussinesq ocean. For that purpose, write the
hydrostatic Boussinesq potential vorticity (41.81) in the form

Q = ωhy
a · ∇b = ∇ · (bωhy

a ), (41.89)

which follows since ∇ · ωhy
a = 0. Taking the Eulerian time derivative then leads to

∂tQ = −∇ · Jkin (41.90)

where we defined the kinematic potential vorticity flux

Jkin = −∂t(bωhy
a ). (41.91)

The kinematic potential vorticity flux (41.91) is directly analogous to the potential vorticity flux
(41.54) appearing in the non-hydrostatic and non-Boussinesq fluid.

Manifesting impermeability

The potential vorticity flux (41.91) manifests the impermeability property of Chapter 42 since

n̂ · Jkin/Q = − 1

|∇b|
∂b

∂t
= n̂ · vb⊥, (41.92)
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where n̂ = ∇b/|∇b| is the outward unit normal for a buoyancy surface, and with vb⊥ the velocity
of a point on the isopycnal that satisfies

(∂t + vb⊥ · ∇) b = 0. (41.93)

We return in Chapter 42 to help clarify this particular point about impermeability.

Relating JQ and J kin

We relate the two potential vorticity fluxes, JQ and Jkin, just like in Section 41.4.3 for the
non-hydrostatic and non-Boussinesq fluid. Although the steps are exactly analogous, it is good
practice to work through the details. For that purpose, start with the kinematic flux to write

Jkin = −∂t(bωhy
a ) = −∂tbωhy

a − b (∇× ∂tu), (41.94)

where we used
∂tω

hy
a = ∂tω

hy = ∇× ∂tu. (41.95)

Next use the identity
−b (∇× ∂tu) = −∇× (b ∂tu) +∇b× ∂tu, (41.96)

so that the kinematic flux from equation (41.94) becomes

Jkin = −∂tbωhy
a +∇b× ∂tu−∇× (b ∂tu). (41.97)

Next recall the vector-invariant form of the hydrostatic and Boussineq velocity equation (40.146)

∂tu+ ωhy
a × v = −∇(φ+ u2/2) + b ẑ + F , (41.98)

This equation then leads to the cross product

∇b× ∂tu = Qv − (ḃ− ∂tb)ωhy
a −∇× [b∇(φ+ u · u/2)− (b2/2) ẑ] +∇b× F , (41.99)

where we used the identities

(ωhy
a × v)×∇b = (∇b · ωhy

a )v − (∇b · v)ωhy
a = Qv − (ḃ− ∂tb)ωhy

a . (41.100)

Bringing everything together leads to the kinematic potential vorticity flux

Jkin = −∂tbωhy
a +∇b× ∂tu−∇× (b ∂tu) (41.101a)

= Qv − ḃωhy
a +∇b× F +∇× [−b∇(φ+ u · u/2) + b2 ẑ − b ∂tu] (41.101b)

= JQ +∇× [−b∇(φ+ u · u/2) + b2 ẑ − b ∂tu]. (41.101c)

We have thus verified that Jkin and JQ differ by the curl of a vector, so that their divergences
are indeed equal.

41.5.4 A potential vorticity flux vector suited to steady flows
Schär (1993) provided a generalization of Bernoulli’s theorem for understanding steady geophysi-
cal flows, with Marshall (2000), Marshall et al. (2001), and Polton and Marshall (2007) applying
this theorem to oceanic contexts within a hydrostatic and Boussinesq ocean.6 We here derive
their potential vorticity flux vector for the hydrostatic and Boussinesq ocean. The manipulations
share similarities with those in Section 41.5.3, yet we present the details for further developing

6We studied the Bernoulli potential and Bernoulli theorem in Section 26.9.3.
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an appreciation of the various manipulations, which are a central facet of working with potential
vorticity. The presentation here is a warm-up to the non-Boussinesq and non-hydrostatic case
studied in Section 42.3.1, where we also provide example uses for the formulation.

Momentum equation

We start by exposing the Boussinesq form of the Bernoulli potential within the vector-invariant
velocity equation. For this purpose, return to the horizontal momentum equation (40.146), and
expand the expressions for perturbation pressure and the buoyancy

∂tu+ (f + ωhy)× v = −∇ (φ+ |u|2/2) + ẑ b+ F (41.102a)

= −∇ (|u|2/2)−∇(p− p0)/ρo − ẑ g (ρ− ρo)/ρo + F (41.102b)

= −∇ (|u|2/2)−∇(p/ρo)− ẑ g ρ/ρo + F (41.102c)

= −∇(|u|2/2 + p/ρo)− ẑ
[
g ρ− g ρo + g ρo

ρo

]
+ F (41.102d)

= −∇(|u|2/2 + p/ρo + g z)− ẑ g (ρ− ρo)/ρo + F (41.102e)

= −∇B + ẑ b+ F , (41.102f)

where we introduced the Bernoulli potential for a hydrostatic and Boussinesq fluid7

B = |u|2/2 + p/ρo + g z. (41.103)

Potential vorticity flux

The flux-form potential vorticity conservation statement remains as given by equation (41.83d),
and the PV-substance flux is given by equation (41.85). However, we can make use of the gauge
invariance of the potential vorticity flux to write it in a manner conducive to analyzing steady
state conditions. For this purpose, operate with ∇b× on the velocity equation (41.102f) to have

∇b× ∂tu+∇b× (ωhy
a × v) = −∇b×∇B +∇b× ẑ b+∇b× F . (41.104)

Now make use of the identity

∇b× (ωhy
a × v) = (∇b · v)ωhy

a − (ωhy
a · ∇b)v (41.105)

in equation (41.104) to yield

(v · ∇b)ωhy
a − (ωhy

a · ∇b)v = −∇b× ∂tu−∇b×∇B +∇b× ẑ b+∇b× F . (41.106)

We next make use of this identity for the purpose of manipulating the potential vorticity flux
given by equation (41.85)

JQ = vQ− ḃωhy
a +∇b× F (41.107a)

= v (ωhy
a · ∇b)− [∂tb+ v · ∇b]ωhy

a +∇b× F (41.107b)

= [v (ωhy
a · ∇b)− (v · ∇b)ωhy

a ]− ∂tbωhy
a +∇b× F (41.107c)

= [∇b× ∂tu+∇b×∇B −∇b× ẑ b−∇b× F ]− ∂tbωhy
a +∇b× F (41.107d)

= ∇b× ∂tu− ∂tbωhy
a +∇b×∇B −∇b× ẑ b (41.107e)

= ∇b× [∂tu+∇B]− ∂tbωhy
a −∇× (ẑ b2/2). (41.107f)

7See Section 26.9 for the non-Boussinesq Bernoulli potential.
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Dropping the rotational (gauge) term, −∇× (ẑ b2/2), leads to the flux vector

J ss = ∇b× (∂tu+∇B)− ∂tbωhy
a (41.108)

We have now reached our goal whereby the steady state version of the potential vorticity
flux (41.108) takes the rather elegant form

J ss = ∇b×∇B = ∇× b∇B = −∇× B∇b steady state. (41.109)

Hence, the steady state potential vorticity flux is aligned with the intersection of surfaces of
constant buoyancy and Bernoulli potential

∇b · J ss = 0 and ∇B · J ss = 0 steady state. (41.110)

Recalling our discussion of vector streamfunctions in Section 21.5.3, where here see that the
buoyancy and Bernoulli potential serve as the two scalar functions that build the vector
streamfunction for the steady state potential vorticity flux. Mapping surfaces of constant
buoyancy and constant Bernoulli potential, and determining their intersections, then determines
the pathways for potential vorticity flux operating in a steady state. Figure 41.5 offers a schematic
based on the analogous situation for a velocity streamfunction shown in Figure 21.3. This result
is the Boussinesq/hydrostatic form of the more general non-Boussinesq/non-hydrostatic case
derived in Section 42.3.3.
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Figure 41.5: Isosurfaces of constant buoyancy, b, and Bernoulli potential, B, serving as the two scalar functions
building the vector streamfunction for potential vorticity flux, JQ

ss , in the steady state (see equation (41.110)).
Streamlines are defined by the intersections of the b and B isosurfaces, as shown by four streamlines along the
corners of this particular volume. The transport of PV-substance through the surface, S, is determined by the
line integral,


∂S

B db = −

∂S
b dB = (B1 − B2) (b2 − b1), around the boundary circuit.

41.6 Potential vorticity over finite regions

In Section 41.2, we detailed why there is no materially invariant potential vorticity for a
realistic equation of state for seawater, in which ρ = ρ(S,Θ, p). A similar limitation holds for
the atmosphere, where the specific entropy is a function of pressure, density, and moisture
concentration. We here build from our discussion of Kelvin’s circulation theorem in Section 40.2
to consider a finite volume pancake potential vorticity. Rather than being a property carried by
each fluid particle, the pancake potential vorticity is carried by a finite fluid region and it is
materially invariant for perfect fluid flows, even for a realistic equation of state. The discussion
here follows that given by Kooloth et al. (2022).
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41.6.1 Differential relations

The starting point is the potential vorticity equation written as in equation (41.41)

ρ
DQ

Dt
= (ωa · ∇) χ̇+∇χ · [∇× (−ρ−1∇p)] +∇χ · (∇× F ) with Q = ρ−1∇χ · ωa. (41.111)

The key step in the derivation is to replace the pressure gradient acceleration with its equivalent
in terms of specific enthalpy and its partial derivatives.8 For this purpose, write the specific
enthalpy as a function of Conservative Temperature, salinity, and pressure

H = H(Θ, S, p), (41.112)

which leads to the spatial gradient9

∇H = ρ−1∇p+
[
∂H

∂Θ

]
p,S

∇Θ+

[
∂H

∂S

]
Θ,p

∇S, (41.113)

which then leads to the expression for the pressure gradient acceleration

−ρ−1∇p = −∇H +HΘ∇Θ+HS ∇S, (41.114)

where we introduced the shorthand notation

HΘ =

[
∂H

∂Θ

]
p,S

and HS =

[
∂H

∂S

]
Θ,p

. (41.115)

Use of the identity (41.114) within the potential vorticity equation (41.111) leads to

ρ
DQ

Dt
= (ωa · ∇) χ̇+∇χ · ∇ × [HΘ∇Θ+HS ∇S + F ] , (41.116)

where we set ∇×∇H = 0. Now make use of the following vector identity, with C an arbitrary
vector,

∇χ · (∇×C) = ∇ · (χ∇×C) = ∇ · [∇× (χC)−∇χ×C] = −∇ · (∇χ×C), (41.117)

to bring the potential vorticity equation (41.116) to

ρ
DQ

Dt
= ∇ ·

[
ωa
χ̇−∇χ× (HΘ∇Θ+HS ∇S + F )

]
. (41.118)

41.6.2 Integral relations

Equation (41.118) is quite general. To reduce by one the terms on the right hand side, we can
either choose χ = Θ or χ = S. Let us choose χ = Θ, in which case

ρ
DQ(Θ)

Dt
= ∇ ·

[
HS ∇S ×∇Θ+ F ×∇Θ+ ωa Θ̇

]
with Q(Θ) = ρ−1∇Θ · ωa. (41.119)

We still have the reversible term, HS ∇S ×∇Θ, contributing to the material time evolution of
Q(Θ), and this term vanishes only for particularly idealized forms of the fluid thermodynamics.
Rather than pursue material invariance for potential vorticity along a fluid particle, consider an

8We made use of a similar approach when studying circulation in Section 40.2.5.
9We performed a similar manipulation in Section 26.6.2.
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integration of Q(Θ) over a finite region that moves with the flow, and take its time derivative

d

dt

ˆ
R(v)

ρQ(Θ) dV =

ˆ
R(v)

ρ
DQ(Θ)

Dt
dV (41.120a)

=

ˆ
R(v)
∇ ·
[
HS ∇S ×∇Θ+ F ×∇Θ+ ωa Θ̇

]
dV (41.120b)

=

˛
∂R(v)

[
HS ∇S ×∇Θ+ F ×∇Θ+ ωa Θ̇

]
· n̂dS. (41.120c)

The first and second terms on the right hand side vanish if we choose a volume whose boundary
has an outward unit normal vector, n̂, parallel to ∇Θ at every point around the closed region.
This sort of Θ-bubble is uncommon in a stably stratified fluid, though it may occur over relatively
small scales in turbulent flows.

For another arrangement, consider the case of salinity with closed contours on Conservative
Temperature surfaces. We thus take a pancake/disk region with n̂ parallel to ∇Θ on its top
and bottom and n̂ parallel to ∇S on the sides.10 For this region, the ∇S ×∇Θ contribution
vanishes along all the boundaries, and the contribution from F only appears on the sides where
n̂ is parallel to ∇S. We can take a complementary approach by setting χ = S, in which case
the previous discussion holds yet with Θ and S interchanged. Either of these pancake regions
preserves the materially integrated potential vorticity for inviscid flows with S and Θ both
materially invariant.

41.7 Exercises

exercise 41.1: Potential vorticity for a perfect non-hydrostatic Boussinesq
ocean
Consider a perfect tangent plane Boussinesq ocean whose governing equations are given by

Dv

Dt
+ f (ẑ × v) = −∇φ+ b ẑ (41.121)

∇ · v = 0 (41.122)

Db

Dt
= 0 (41.123)

b = −g (ρ− ρo)
ρo

= g α θ, (41.124)

where θ is the potential temperature and α > 0 is a constant thermal expansion coefficient, and
we assumed a linear equation of state for density whereby

ρ = ρo (1− α θ). (41.125)

Further details are provided in Section 29.1.6. Some of this exercise follows the hydrostatic
Boussinesq discussion in Section 41.5, though they differ in important places, so be careful!

(a) Derive the equation for the material time evolution of potential vorticity in this fluid
system. Show all steps in the derivation.

10The geometry is similar to that shown in Figure 41.5 when discussing the steady state potential vorticity flux.
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(b) The baroclinicity vector appearing in the Boussinesq vorticity equation is B = ∇× ẑ b =
∇b × ẑ (see Section 40.7.1 to check the derivation in part (a) above). Show that this
vector results upon making the Boussinesq approximation to the non-Boussinesq expression
B = (∇ρ × ∇p)/ρ2. Hint: drop the δρ and δp product given that it is a higher order
quantity.

(c) Show that the vertical portion of Qbouss can be written

Qbouss
vert = (ζ + f)N2 (41.126)

where ζ = ∂xv − ∂yu is the vertical component to the relative vorticity and N2 = ∂b/∂z is
the squared buoyancy frequency (Section 30.6). Hint: this is not tough to show; there is
no trick.

(d) If flow maintains hydrostatic and geostrophic balance, show that the horizontal portion of
Qbouss can be written

Qbouss
horz = ω · ∇hb ≈ −f−1|∇hb|2. (41.127)

Hint: recall that for hydrostatic and geostrophic flow, the vertical velocity is much smaller
than horizontal.

exercise 41.2: Potential vorticity for diabatic and frictional non-hydrostatic
Boussinesq ocean
Reconsider Exercise 41.1 in the presence of irreversible forces (e.g., friction) and buoyancy
sources so that the governing tangent plane equations are

Dv

Dt
+ f (ẑ × v) = −∇φ+ b ẑ + F (41.128)

∇ · v = 0 (41.129)

Db

Dt
= ḃ (41.130)

b = −g (ρ− ρo)
ρo

= g α θ. (41.131)

In these equations we assumed a linear equation of state for density whereby

ρ = ρo (1− α θ), (41.132)

with α > 0 a constant thermal expansion coefficient. Hence, material time changes to the
buoyancy are given by

Db

Dt
= ḃ = g α θ̇, (41.133)

where θ̇ is a diabatic heating source/sink. We also included F to the velocity equation (41.128),
which represents a non-conservative acceleration such as from friction or boundary stresses.

(a) Derive the equation for the material time evolution of potential vorticity in this fluid
system, including the irreversible contributions from non-conservative accelerations and
from heating.

(b) Derive an equation for the potential vorticity time tendency (i.e., Eulerian time derivative),
written in the form

∂tQ = −∇ · JQ. (41.134)
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What is the potential vorticity flux JQ? Note that your answer is unique up to the curl of
an arbitrary vector (gauge symmetry). Also note that for a Boussinesq flow we drop the
constant reference density in the definition of JQ.

(c) A common diabatic process is written in the form of a damping source

ḃ = −µ (b− b∗), (41.135)

where µ is a constant Newtonian damping coefficient (dimensions of inverse time), and b∗

is a specified buoyancy profile. This form of a buoyancy source acts to damp the buoyancy
towards a specified profile b∗. Show that Newtonian damping of buoyancy corresponds to
potential vorticity damping towards Q∗ = ωa · ∇b∗.

(d) A form for the friction operator is given by Rayleigh drag

F = −γ v, (41.136)

with γ a constant Rayleigh damping coefficient with dimension of inverse time. Show
that Rayleigh drag in the momentum equation, which acts to damp velocity towards zero,
corresponds to a damping of potential vorticity towards its planetary geostrophic form,
Qpg = f N2, where N2 = ∂b/∂z is the squared buoyancy frequency.

(e) Discuss the balance needed between forcing terms in JQ to arrive at a steady state (i.e.,
zero Eulerian time tendency). Continue to assume the friction is in the form of Rayleigh
drag and heating is in the form of Newtonian damping.
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Chapter 42

POTENTIAL VORTICITY BUDGETS

In Chapter 41 we studied properties of the Ertel potential vorticity, Q = ρ−1ωa · ∇χ, which
is the specific volume times the projection of the absolute vorticity, ωa, onto the gradient of a
scalar field, ∇χ. For a perfect fluid (i.e., no friction, heating, or diffusion) with ∇χ orthogonal
to the baroclinicity vector, B = ρ−2∇ρ × ∇p, and if χ is itself materially invariant, then Q
is a material invariant: DQ/Dt = 0, meaning that Q remains constant when following a fluid
particle. In geophysical fluid mechanics, it is common to define potential vorticity with χ equal
to the specific entropy (for the atmosphere) or Archimedean buoyancy (for the ocean). Specific
entropy and buoyancy are thermodynamic tracers that are a function of the fluid state (e.g.,
temperature, pressure, salinity), whereas potential vorticity is a function of the flow (via the
absolute vorticity). It is remarkable that a materially invariant property of the fluid can, if it
annihilates baroclinicity, generate a materially invariant property of the flow.

In this chapter we develop finite volume budgets for potential vorticity substance,
´
R
Qρ dV ,

with such budgets fundamentally affected by the impermeability theorem respected by the
potential vorticity flux, JQ. Impermeability says that there is identically zero potential vorticity
flux crossing χ-isosurfaces, with this property holding even when there are mass and thermal
fluxes crossing χ-isosurfaces. Such generality signals the kinematic nature of impermeability,
which ultimately follows from the non-divergent nature of vorticity. It offers further insight into
why, as developed in Section 42.4, the volume integrated PV-substance,

´
R
Qρ dV , changes only

when χ surfaces intersect a boundary.

Impermeability and material invariance are two aspects of potential vorticity that are easily
confused. Here we summarize their basic elements that are explored within this chapter.

• The potential vorticity flux, JQ, does not cross χ isosurfaces, and this property is referred
to as impermeability. Impermeability holds for all flows, even with irreversible processes
and with Dχ/Dt ̸= 0. Hence, any closed volume, Rχ, moving with velocity, vQ = JQ/(ρQ),
maintains a constant

´
Rχ
ρQ dV , so that the addition or removal of mass to the region only

dilutes or concentrates the potential vorticity substance. This finite domain conservation
of potential vorticity substance is a kinematic property that follows from the non-divergent
nature of absolute vorticity, or, equivalently, since ρQ = ωa · ∇χ = ∇ · (ωa

χ) equals to a
divergence.

• Material invariance of potential vorticity, DQ/Dt = 0, holds for a perfect fluid and for
Q that is defined according to a materially constant scalar field, χ, that annihilates
baroclinicity via ρ−2 (∇ρ×∇p) · ∇χ = 0. Material conservation of potential vorticity is
a local property holding for each fluid particle, and as such it is a far more restrictive
property than impermeability and the associated finite volume conservation of potential
vorticity substance.
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42.1. LOOSE THREADS

chapter guide

The goal of this chapter is to fill in the conceptual and technical details needed to
understand the above two bullet points about finite volume and local conservation
properties of potential vorticity. We build from the potential vorticity mechanics introduced
in Chapter 41, and make use of vector calculus summarized in Chapter 2. This chapter is
an essential read for those interested in potential vorticity theory and potential vorticity
budgets. Further study of these topics are summarized by Müller (1995).
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42.3 Impermeability theorem for seawater . . . . . . . . . . . . . . . . . . . . 1208
42.3.1 Ocean potential vorticity in terms of potential density . . . . . . 1208
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42.3.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1210

42.4 Integrated potential vorticity substance . . . . . . . . . . . . . . . . . . . 1211
42.4.1 The primary role of boundaries . . . . . . . . . . . . . . . . . . . 1211
42.4.2 Region bounded by a single buoyancy surface . . . . . . . . . . . 1212
42.4.3 Region bounded by two buoyancy surfaces . . . . . . . . . . . . . 1213
42.4.4 Region bounded by land and a buoyancy surface . . . . . . . . . 1214
42.4.5 A layer outcropping at the ocean surface . . . . . . . . . . . . . . 1215
42.4.6 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1216

42.5 Boundary fluxes of PV-substance . . . . . . . . . . . . . . . . . . . . . . 1216
42.5.1 Layer integrated budget . . . . . . . . . . . . . . . . . . . . . . . 1216
42.5.2 Impermeability across interior layer interfaces . . . . . . . . . . . 1217
42.5.3 Potential vorticity flux at a land-sea boundary . . . . . . . . . . 1218
42.5.4 Potential vorticity flux at the air-sea boundary . . . . . . . . . . 1219
42.5.5 Thought experiments . . . . . . . . . . . . . . . . . . . . . . . . . 1220
42.5.6 Is there a preferred form of the PV-substance flux? . . . . . . . . 1221
42.5.7 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1222

42.1 Loose threads

• Make a table with PV and PV fluxes. They can get rather confusing.

• Callies and Ferrari (2018) and bottom mixing induced circulation. Connect the thermal
wind next to the bottom, inducing flow counter to Kelvin waves, to the potential vorticity
boundary fluxes in Section 42.5.3. Discuss the spin up experiment in Section 4 of Callies
and Ferrari (2018) from a potential vorticity perspective. Note the role of bottom friction
in enabling the bottom buoyancy mixing to impart potential vorticity to the flow. without
friction then there would be no way to introduce potential vorticity to the flow. That then
couples the buoyancy mixing to the friction. Callies and Ferrari (2018) also note that to
satisfy n̂ · ∇b = 0 requires friction. I do not understand that fully, but must be related to
this potential vorticity argument.
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42.2 Variations on the impermeability theorem
In this section we derive the impermeabity theorem satisfied by the potential vorticity flux
vector. We illustrate the theorm for a variety of potential vorticity flux vectors that differ by
a gauge function. So although these fluxes have identical divergences, the physical content of
the fluxes is distinct. Consequently, one may choose to use a particular flux depending on the
context of their use. We return to this point in Section 42.5.6.

42.2.1 Impermeability for the Haynes-McIntyre potential vorticity flux
We start with the flux-form evolution equation for PV-substance given by equation (41.49)

∂t(ρQ) +∇ · JQ = 0 with JQ = ρvQ− χ̇ωa +∇χ× F , (42.1)

with χ̇ = Dχ/Dt, and with the PV-substance flux vector, JQ, given in the form examined in
Haynes and McIntyre (1987).1 Following the derivation in Haynes and McIntyre (1987), we
decompose the velocity into two components, one oriented parallel to constant χ surfaces and
one oriented perpendicular

v∥ = v − n̂ (v · n̂) and v⊥ = − n̂ ∂
χ/∂t

|∇χ| =⇒ v = v∥ + v⊥ +
n̂ χ̇

|∇χ| (42.2)

where
n̂ = ∇χ/|∇χ| (42.3)

is the unit normal vector for χ-isosurfaces. By construction, the velocity v⊥ satisfies

(∂t + v⊥ · ∇)χ = 0. (42.4)

Hence, according to the kinematics detailed in Section 19.6.2,

v⊥ · n̂ = vχ · n̂, (42.5)

where vχ is the velocity of a point fixed on a constant χ surface. That is, v⊥ provides a measure
of the velocity for a point following a constant χ surface, even as that surface moves through
the fluid. We make use of this key identity below.

With the velocity decomposition (42.2), the PV-substance flux vector takes the form

JQ = ρvQ− χ̇ωa +∇χ× F (42.6a)

=

[
v∥ + v⊥ +

χ̇∇χ
|∇χ|2

]
ρQ− χ̇ωa +∇χ× F (42.6b)

= (v∥ + v⊥) ρQ− χ̇ [ωa − (ωa · n̂) n̂] +∇χ× F (42.6c)

= (v∥ + v⊥) ρQ− χ̇ (ωa)∥ +∇χ× F (42.6d)

= v⊥ ρQ︸ ︷︷ ︸
J⊥

+
[
ρQv∥ − χ̇ (ωa)∥

]
+∇χ× F︸ ︷︷ ︸

J∥

(42.6e)

≡ J⊥ + J∥, (42.6f)

where

(ωa)∥ = ωa − (ωa · n̂) n̂ = ωa −
[
ωa · ∇χ
|∇χ|2

]
∇χ = ωa −

ρQ

|∇χ| n̂. (42.7)

1Following Haynes and McIntyre (1987), we set the gauge function, A, to zero in equation (42.1).
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The above results motivate us to write the PV-substance budget equation (42.1) in the form

∂t(ρQ) +∇ · (vQ ρQ) = 0, (42.8)

where

vQ ≡
JQ

ρQ
definition of vQ (42.9a)

= v +
−χ̇ωa +∇χ× F

ρQ
equation (42.1) (42.9b)

= v⊥ + v∥ +
−χ̇ (ωa)∥ +∇χ× F

ρQ
equation (42.6e), (42.9c)

so that vQ is the velocity that advects the PV-substance through the fluid. A direct calculation
shows that vQ satisfies the following property

vQ · n̂ = v⊥ · n̂ = vχ · n̂, (42.10)

where the final equality made use of the identity (42.5). As a result, vQ has a normal component
that is identical to that of the velocity of a point fixed on the χ surface

(∂t + vQ · ∇)χ = 0. (42.11)

We depict this result in Figure 42.1, whereby the PV-substance flux never crosses the χ-isosurface,
even as the surface moves and even in the presence of processes that allow for matter and thermal
properties to cross the surface. This result holds since the χ-isosurface moves in a way to
precisely track the PV-substance flux. In general, χ surfaces are permeable to matter and
thermal properties but, as we have just shown, are impermeable to PV-substance. This is a
rather remarkable kinematic result that has important implications for budgets of PV-substance
within regions bounded by constant χ surfaces.

n̂ = ∇χ/|∇χ|

vQ · n̂ = vχ · n̂
χ isosurface

Figure 42.1: The flux, JQ, of PV-substance, ρQ = ∇ · (χωa), does not penetrate a surface of constant χ.
This kinematic result follows since the effective velocity of PV-substance, vQ = JQ/(ρQ), has the same normal
component as a point fixed on a χ surface, vQ · n̂ = vχ · n̂. Consequently, the χ surface moves in a manner so that
no flux of PV-substance crosses the surface, even in the presence of irreversible processes. This result is known as
the impermeability theorem since χ surfaces are impermeable to the flux of PV-substance, even though they are
permeable to matter and thermal properties.
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42.2.2 A kinematic derivation of impermeability
The derivation of impermeability in Section 42.2.1 follows that given by Haynes and McIntyre
(1987). We now complement that derivation by an alternative that emphasizes the kinematic
origins of impermeability. For that purpose, we make no use of the vorticity equation or the
equation for χ. Instead, we merely use the definition of potential vorticity and the non-divergence
property of absolute vorticity. This derivation follows our discussion of gauge freedom introduced
in Section 41.4.3, as well as the discussion of potential vorticity for a hydrostatic Boussinesq
ocean in Section 41.5.

The key identity we need was already given by equation (41.11)

ρQ = ωa · ∇χ = ∇ · (ωa
χ), (42.12)

thus revealing that ρQ is a pure divergence. Taking the Eulerian time derivative then leads to

∂t(ρQ) = −∇ · Jkin, (42.13)

where
Jkin = −∂t(ωa

χ) (42.14)

is the kinematic form of the PV-substance flux. By construction, this flux vanishes in the steady
state

Jkin = 0 in steady state, (42.15)

which certainly contrasts to the steady state Haynes-McIntyre flux given by equation (42.1).

Introducing the velocity seen from an inertial reference frame (also called the absolute velocity
(Section 13.7.1)

va = v +Ω× x (42.16)

leads to

−(∂tωa)χ = −∂t(∇× va)χ = −(∇× ∂tva)χ = −∇× (∂tva
χ) +∇χ× ∂tva. (42.17)

Dropping the total curl (which amounts to choosing a gauge function) yields the modified
kinematic form for the PV-substance flux

J̃kin = −∂tva ×∇χ− ωa ∂tχ. (42.18)

It follows that

ṽkin · n̂ =
J̃kin · n̂
ρQ

= −ωa · ∇χ
ρQ

∂χ

∂t

1

|∇χ| = −
∂χ

∂t

1

|∇χ| = vχ · n̂, (42.19)

which is the same result (42.10) as found for the Haynes-McIntyre flux. This result allows us
to conclude that J̃kin satisfies the impermeability theorem. We again emphasize that there
has been no use of the dynamical equations for vorticity or for χ. Instead, this expression of
impermeability only used the definition of potential vorticity, along with the non-divergent
nature of vorticity, ∇ · ωa = 0.

Throughout this discussion, we assumed χ to be an arbitrary smooth scalar field. Hence,
any scalar field used to project out a component of the absolute vorticity has its iso-surfaces
impenetrable to the flux of the corresponding component of absolute vorticity. This result
trivializes the impermeability theorem from a mathematical perspective. In Section 40.3.4
we somewhat anticipated this result when studying the Cartesian components of the absolute
vorticity (see also Section 5 of Haynes and McIntyre (1987)). This trivial mathematical result
does not reduce the importance of the entropic potential vorticity impermeability theorem for
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studying stratified fluid flows. The importance holds since this particular potential vorticity has
direct connection to dynamics and thermodynamics.

42.2.3 Comments

The impermeability theorem was introduced by Haynes and McIntyre (1987). Their paper was
met by some confusion thus prompting them to write Haynes and McIntyre (1990). Besides
exposing the purely kinematic aspects of impermeability, the presentation in this section reveals
that there are multiple potential vorticity flux vectors that satisfy impermeability, with the
vectors differing by a gauge transformation. Which flux vector is prefered depends on the
application, with Bretherton and Schär (1993), Davies-Jones (2003a), and Marshall et al. (2001)
proposing criteria favoring one form over another. We pursue such considerations in Section
42.3.

42.3 Impermeability theorem for seawater

As seen from Section 42.2.2, impermeability holds for any component of vorticity and the
corresponding scalar isosurface. In contrast, material invariance of potential vorticity requires a
materially conserved scalar to annihilate the baroclinicity vector (e.g., Section 41.1.4). Conse-
quently, material invariance is much tougher to satisfy than impermeability. Indeed, as shown in
Section 41.2, there is no materially invariant potential vorticity for an ocean with a realistic
nonlinear equation of state (EOS). Hence, there is no materially invariant potential vorticity for
the ocean even in the absence of irreversible processes. Nevertheless, one can define an ocean
potential vorticity according to any scalar field, such as potential density, and still make use of
the impermeability theorem when performing a potential vorticity budget. We here expose the
details.

42.3.1 Ocean potential vorticity in terms of potential density

Following Marshall et al. (2001), we introduce an ocean potential vorticity field according to

Qocn = ρ−1∇b · ωa, (42.20)

where the Archimedean buoyancy field, b, is approximated by a chosen potential density (see
Section 30.3.4). As shown in Section 41.2, a globally defined buoyancy does not annihilate the
baroclinicity vector for a realistic seawater equation of state

B · ∇b = [−∇(1/ρ)×∇p] · ∇b ̸= 0. (42.21)

Consequently, DQocn/Dt ̸= 0 even in the absence of irreversible processes. Nonetheless, the
Eulerian budget for PV-substance satisfies

∂t(ρQ
ocn) = −∇ · J̃Q-ocn, (42.22)

and J̃Q-ocn satisfies the impermeability theorem for b-surfaces. A flux-form budget equation
greatly facilitates the study of budgets for PV-substance even within an ocean with a realistic
equation of state. Derivation of the flux-form equation (42.22) follows from the discussion in
Section 42.2.2, where we know that the kinematic flux

J̃Q-ocn = −∂tva ×∇b− ωa ∂tb = −∂tv ×∇b− ωa ∂tb (42.23)
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satisfies the impermeability theorem for b-surfaces and whose convergence drives the time
tendency for the PV-substance. Note that the second equality in equation (42.23) follows since

∂tva = ∂t(v +Ω× x) = ∂tv, (42.24)

given that the Eulerian time derivative is computed at a fixed position, x, and the planetary
rotation is assumed constant, ∂tΩ = 0.

42.3.2 A modified PV-substance flux
The kinematic flux (42.23) vanishes in the steady state. We here motivate a gauge transformed
flux that leads to the same flux divergence yet that renders a nonzero steady state flux. For this
purpose, make use of the vector-invariant velocity equation (equation (40.33))

∂tv + ωa × v = −ρ−1∇p−∇M + F , (42.25)

where
M = v · v/2 + Φ (42.26)

is the mechanical energy per mass of a fluid element. Bringing the pressure term inside of the
gradient operator leads to

∂tv + ωa × v = p∇(1/ρ)−∇(M + p/ρ) + F . (42.27)

Following our treatment of the hydrostatic Boussinesq ocean in Section 41.5.4, we introduce the
Bernoulli function2

B = M + p/ρ. (42.28)

The vector-invariant velocity equation (42.27) thus leads to the cross-product

∂tv ×∇b = −(ωa × v)×∇b+ [p∇(1/ρ)−∇(M + p/ρ) + F ]×∇b (42.29a)

= −(∇b · ωa)v + (∇b · v)ωa + [p∇(1/ρ)−∇(M + p/ρ) + F ]×∇b (42.29b)

= −v ρQocn + (ḃ− ∂tb)ωa + [p∇(1/ρ)−∇(M + p/ρ) + F ]×∇b. (42.29c)

Use of this result leads to the flux (42.23)

J̃Q-ocn = −∂tv ×∇b− ωa ∂tb (42.30a)

= v ρQocn − ḃωa − F ×∇b+ [∇(M + p/ρ)− p∇(1/ρ)]×∇b (42.30b)

= JQ + [∇(M + p/ρ)− p∇(1/ρ)]×∇b, (42.30c)

where JQ is the Haynes-McIntyre form of the PV-substance flux given by equation (42.1). The
term

∇(M + p/ρ)×∇b = ∇× [(M + p/ρ)∇b] (42.31)

is a total curl and as such it can be moved around without altering the evolution of PV-substance.
Furthermore, since it is parallel to buoyancy isosurfaces it does not alter the impermeability
properties of the PV-substance flux.

Marshall et al. (2001) focused attention on the flux

Jmarshall = J̃Q-ocn −∇(M + p/ρ)×∇b = −[∂tv +∇(M + p/ρ)]×∇b− ωa ∂tb. (42.32)

2The Bernoulli potential, B, arises from an analysis of the total energy budget as in equation (26.104), where
we see that the Bernoulli potential in a compressible (non-Boussinesq) fluid, B = M + p/ρ+ I, also includes the
internal energy per mass, I. However, the internal energy is missing from equation (42.28), thus motivating our
use of the terminology “a Bernoulli function” rather than “the Bernoulli potential”.
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Since Jmarshall differs from J̃Q-ocn by a total curl, their divergences are equal. Diagnostically
desirable features of Jmarshall include the following:

• ∇b · Jmarshall/(ρQ) = ∂tb, thus satisfying the impermeability theorem.

• Jmarshall has no explicit reference to irreversible processes. Consequently, in some cases it
can be simpler to diagnose than the Haynes-McIntyre flux, JQ.

• In a steady state, the flux is given by

Jmarshall = ∇b×∇(M + p/ρ) = ∇× [b∇(M + p/ρ)]. (42.33)

Consequently, M + p/ρ provides a streamfunction for the steady state flux on buoyancy
surfaces. As emphasized by Schär (1993), this result holds even when there are irreversible
processes, thus providing useful diagnostics even in the presence of dissipation.

42.3.3 Integral constraints for steady state

The steady state PV-substance flux in the form (42.33) can be used to develop some integral
constraints on the steady flow. For this purpose consider the steady form of Jmarshall and integrate
over an arbitrary simply connected area making use of Stokes’ theorem

ˆ
S

∇× [b∇B] · n̂dS =

‰
∂S
b∇B · dr =

‰
∂S
bdB = −

‰
∂S
B db. (42.34a)

The first equality made use of Stokes’ theorem; the second make use of the identity for exact
differentials

∇B · dr = dB; (42.35)

and the final equality made use of

bdB = d(bB)−B db (42.36)

and noted that the closed loop integral of an exact differential vanishes, so that

‰
∂S

d(B b) = 0. (42.37)

If we can find a closed contour where either B is a constant (dB = 0), or the buoyancy is a
constant (db = 0), then we have the steady state constraint

ˆ
S

Jmarshall · n̂dS = 0 area enclosed by contour with M + p/ρ constant or b constant.

(42.38)
In regions where there are such closed contours, this constraint offers useful insight into the
steady state balances. Marshall (2000) and Polton and Marshall (2007) make particular use of
closed B contours on constant depth surfaces (so that n̂ = ẑ) in a Boussinesq ocean.

42.3.4 Further study

Marshall et al. (2001) builds from the generalized Bernoulli theorem of Schär (1993) and
Bretherton and Schär (1993). We also consider these topics for a hydrostatic Boussinesq ocean
in Section 41.5.4.
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42.4 Integrated potential vorticity substance
In this section we derive some properties of integrated potential vorticity, with these properties
merely the result of how potential vorticity is defined. We write potential vorticity using a global
buoyancy field, b, as in our discussion of ocean potential vorticity in Section 42.3

ρQ = ωa · ∇b = ∇ · (ωa b) = ∇ · [(ω + 2Ω) b]. (42.39)

The following points are central to the results derived in this section, and they all follow from
the non-divergent nature of the absolute vorticity.

• The divergence form given in the second and third equalities of equation (42.39) is the
starting point for the derivations in this section. Indeed, as emphasized by Morel et al.
(2019), the divergence form is appropriate for deriving discrete approximations since in this
case the discrete potential vorticity also satisfies the properties developed in this section.

• As emphasized in Section 42.2, the properties in this section hold for any smooth scalar
field that is used to define the potential vorticity.

• The properties in this section hold even when there is no materially invariant potential
vorticity since we only make use of the non-divergent nature of the absolute vorticity.

42.4.1 The primary role of boundaries

Integral in terms of boundary vorticity and boundary buoyancy

We consider Q to be an intensive fluid propery measuring the amount of PV-substance per unit
mass (i.e., the concentration of PV-substance), and correspondingly with ρQ the amount of
PV-substance per volume.3 With this interpretation, the amount of PV-substance within an
arbitrary finite region is determined by the volume integral of ρQ

I =

ˆ
R

QρdV =

ˆ
R

∇ · (ωa b) dV =

˛
∂R
bωa · n̂dS, (42.40)

where the final equality used Gauss’s divergence theorem. Hence, the volume integrated PV-
substance in a region is determined solely by values of the absolute vorticity and buoyancy on
the region boundary. This property is strikingly distinct from material tracers. In practice it can
be useful to decompose the absolute vorticity into the relative vorticity plus planetary vorticity

I =

ˆ
R

QρdV =

˛
∂R
bωa · n̂dS =

˛
∂R
bω · n̂dS +

˛
∂R
b 2Ω · n̂dS. (42.41)

Integral in terms of boundary velocity and boundary buoyancy gradient

We follow Morel et al. (2019) by deriving an alternative expression for I in equation (42.41),
with this alternative expression more convenient in some cases. For this purpose we write

bω = b∇× v = ∇× (bv)−∇b× v, (42.42)

and use the divergence theorem to eliminate the total curl term (see Section 2.7.6)

˛
∂R
∇× (bv) · n̂dS =

ˆ
R

∇ · [∇× (bv)] dV = 0. (42.43)

3Recall our discussion of extensive and intensive fluid properties in Section 20.2.1.
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b = b2

R

Figure 42.2: Integrating PV-substance over regions bounded by constant buoyancy surfaces that do not intersect
the ground. Here we show a single buoyancy surface, b = b2, bounding the bubble-like fluid region, R. Notably,
the region inside the bubble generally has a nontrivial buoyancy distribution. The only assumption is that it is
wholly contained inside the b = b2 contour. There is identically zero domain integrated potential vorticity in R.
Hence, if there is any nontrivial distribution of potential vorticity somewhere in the domain, there must be as
much integrated positive values as there are negative.

We are thus led to the equivalent expressions for the integrated potential vorticity substance

I =

ˆ
R

QρdV =

˛
∂R
bω · n̂dS + 2

˛
∂R
bΩ · n̂dS = −

˛
∂R

(∇b× v) · n̂dS + 2

˛
∂R
bΩ · n̂dS.

(42.44)
In effect, the alternative forms move the derivative operator between the boundary velocity
(for computing the relative vorticity) and the boundary buoyancy. One formulation may be
more convenient than the other, depending on the boundary conditions. We emphasize that
once a particular formulation is chosen, it is necessary to use that formulation for all of the
domain boundaries. We must do so since the curl term that moves us from one form to the
other vanishes only when integrating over the full domain boundary.

42.4.2 Region bounded by a single buoyancy surface

Consider a volume of fluid bounded by a single buoyancy surface as shown in the bubble-like
region in Figure 42.2. Since the outer boundary of the region is set by a constant b-surface, we
can pull b outside of the surface integral in equation (42.44) so that

I =

˛
∂R
ωa b · n̂dS = b2

˛
∂R
ωa · n̂dS. (42.45)

We can now use the divergence theorem to return to the volume integral, only now with b outside
of the integral

I = b2

ˆ
R

∇ · ωa dV = 0, (42.46)

where ∇ · ωa = 0 led to the final equality. Equivalently, we can use Stokes’ theorem to convert
the closed area integral,

¸
∂R ωa · n̂ dS, to a line integral around the boundary. However, there is

no boundary for the closed area since it covers the sphere, thus again showing that I = 0 (see
also Section 2.7.6).

Yet another way to derive the identity (42.46) is to make use of the alternative expression
for I given by equation (42.44)

I = −
˛
∂R

(∇b× v) · n̂dS + 2

˛
∂R
bΩ · n̂dS. (42.47)

Since the domain is bounded by a constant b surface, the outward normal is parallel to ∇b so
that the first integral vanishes. Furthermore, since b is a constant in the second integral we are
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b = b2

b = b1

R12earth

Figure 42.3: Integrating PV-substance over regions bounded by constant buoyancy surfaces that do not intersect
the ground. Here we show a buoyancy layer or shell, R12, bounded by two buoyancy isosurfaces, b1 < b2,
surrounding the earth, with neither surface intersecting the ground. There is identically zero domain integrated
potential vorticity in R12. Hence, if there is any nontrivial distribution of potential vorticity somewhere in the
domain, there must be as much integrated positive values as there are negative.

led to consider˛
∂R

2Ω · n̂dS =

˛
∂R

[∇× (Ω× x)] · n̂dS =

ˆ
R

∇ · [∇× (Ω× x)] dV = 0, (42.48)

which made use of the divergence theorem and the vanishing divergence of a curl.

The identity (42.46) says that there is zero integrated PV-substance contained within any
region bounded by a single buoyancy surface; i.e., a bubble. The result holds whether there are
reversible or irreversible processes acting on the buoyancy surface, and it holds if the b-surface
is moving in space. Hence, within the domain there is just as much positive PV-substance as
there is negative PV-substance. So if potential vorticity changes locally within the domain, then
somewhere else it must experience an oppositely signed change so to leave a zero net integrated
PV-substance. We emphasize that this result holds at each time instance.

42.4.3 Region bounded by two buoyancy surfaces

The identity (42.46) has a corollary, in which we consider a region bounded by two b-surfaces
such as the region R12 shown in Figure 42.3. The above arguments hold for that region as well,
since we can decompose the surface integral into two integrals separately over b1 and b2

I =

ˆ
R12

∇ · (ωa b) dV =

ˆ
R2

∇ · (ωa b) dV −
ˆ
R1

∇ · (ωa b) dV, (42.49)

where the domain R1 extends from the ground up to b1 and R2 extends from the ground up
to b2. Integration over the region below b1 cancels through the subtraction. Indeed, the region
below b1 could be anything without changing the result. So let that region be filled with fluid
throughout (i.e., ignore the earth) to allow us to extend both integrals throughout the spherical
region just like in the buoyancy bubble R in Figure 42.3. Invoking the buoyancy bubble result
we see that both integrals separately vanish. We are thus led to a vanishing integral for the layer

I =

ˆ
R12

∇ · (ωa b) dV = 0. (42.50)

Again, the key assumption is that no buoyancy surface intersects land, in which case we are able
to ignore the presence of land altogether and thus make use of the buoyancy bubble result. The
identity (42.50) also follows from the second form of equation (42.44).
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SA
SB

RAB

Figure 42.4: A fluid region, RAB, bounded by two buoyancy surfaces, SA and SB. The upper surface, SA, is
defined by a buoyancy isosurface, b = bA, with this surface intersecting the ground. The lower surface, SB, is
along the ground (which is generally not flat, as shown here) and has a buoyancy that is a function of space and
time, b = bB(x, t).

42.4.4 Region bounded by land and a buoyancy surface

We now consider a domain consisting of fluid bounded by a buoyancy surface that intersects
(incrops) the ground, such as the region shown in Figure 42.4. This atmospheric example can
be turned over to produce an ocean example with buoyancy surfaces outcropping at the ocean
surface. Using the vorticity form of the integrated potential vorticity in equation (42.44) leads
to

I =

ˆ
RAB

∇ · (ωa b) dV (42.51a)

=

ˆ
SA

ωa b · n̂dS +

ˆ
SB

ωa b · n̂dS (42.51b)

= bA

ˆ
SA

ωa · n̂dS +

ˆ
SB

bωa · n̂dS (42.51c)

= bA

[ˆ
SA

ωa · n̂dS +

ˆ
SB

ωa · n̂dS −
ˆ
SB

ωa · n̂dS

]
+

ˆ
SB

bωa · n̂dS (42.51d)

= bA

ˆ
RAB

∇ · ωa dV +

ˆ
SB

(b− bA)ωa · n̂dS (42.51e)

=

ˆ
SB

(b− bA) (ω + 2Ω) · n̂dS, (42.51f)

where we made use of ∇ · ωa = 0 to reach the final equality. As both the ground and the ocean
surface have buoyancy gradients, they contribute to the PV-substance within the region they
bound.

For this domain it can be quite useful to use the second form of the integral in equation
(42.44). For this purpose we write

ˆ
SB

(b− bA)ω · n̂dS =

ˆ
SB+SA

(b− bA)ω · n̂dS (42.52a)

= −
ˆ
SB+SA

(∇b× v) · n̂dS (42.52b)

= −
ˆ
SB

(∇b× v) · n̂dS. (42.52c)

Equation (42.52a) follows from

ˆ
SA

(b− bA)ω · n̂dS = 0 since b = bA on SA. (42.53)
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Equation (42.52b) follows from the divergence theorem

ˆ
SB+SA

∇× [(b− bA)v] · n̂dS =

ˆ
RAB

∇ · (∇× [(b− bA)v]) dV = 0. (42.54)

And equation (42.52c) holds since n̂×∇b = 0 along SA. The expression (42.52c) is particularly
convenient for the case of a no-slip boundary condition (Section 25.10.3), whereby the velocity
vanishes along SB so that we are left with the rather tidy expression

I = 2

ˆ
SB

(b− bA)Ω · n̂dS no-slip condition on SB. (42.55)

42.4.5 A layer outcropping at the ocean surface

Figure 42.5 depicts a buoyancy layer that outcrops at the ocean surface at both of its ends.
Following the derivation in Section 42.4.4 leads to the integrated PV-substance

IA ≡
ˆ
S1+S2+S3+SA

bωa · n̂dS =

ˆ
S1+S2+S3

(b− bA)ωa · n̂dS (42.56a)

IB ≡
ˆ
S2+SB

bωa · n̂dS =

ˆ
S2

(b− bB)ωa · n̂dS, (42.56b)

with the difference leading to the integrated potential vorticity within the layer RAB

IAB ≡ IA − IB =

ˆ
RAB

ρQdV =

ˆ
S1+S3

(b− bA)ωa · n̂dS + (bB − bA)
ˆ
S2

ωa · n̂dS. (42.57)

The relation (42.57) requires information about the absolute vorticity over the region S2

that lies outside the outcrop regions. To instead only make use of information over the outcrop
areas, S1 and S3, we consider buoyancy gradients when considering the contributions from the
relative vorticity

ˆ
S1+S2+S3+SA

bω · n̂dS −
ˆ
S2+SB

bω · n̂dS

= −
ˆ
S1+S2+S3+SA

(∇b× v) · n̂dS +

ˆ
S2+SB

(∇b× v) · n̂dS. (42.58)

We can drop the integrals along SA and SB since their respective normals are parallel to ∇b, in
which caseˆ

S1+S2+S3+SA

bω · n̂dS −
ˆ
S2+SB

bω · n̂dS = −
ˆ
S1+S3

(∇b× v) · n̂dS. (42.59)

We are thus led to write the layer integrated PV-substance in the form

IAB = −
ˆ
S1+S3

(∇b× v) · n̂dS +

ˆ
S1+S3

(b− bA) 2Ω · n̂dS + (bB − bA)
ˆ
S2

2Ω · n̂dS. (42.60)

As desired, this alternative formulation only requires information about the flow field and
buoyancy field over the outcrop surfaces, S1 and S3. For the region between the outcrops, we
only need to know its area and outward normal, with n̂ ≈ ẑ an accurate approximation.
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z

Figure 42.5: This figure depicts a buoyancy layer in the ocean that outcrops at both ends of the layer. The
boundaries for the layer are given by the following surfaces. Surfaces SA and SB are defined by buoyancy
isosurfaces with bA < bB. The sea surface is decomposed into three regions, S1,S2, and S3 according to the
outcrop locations of SA and SB .

42.4.6 Further study

Section 4.8 of Vallis (2017) discusses the integrated PV-substance in terms of the vorticity
formulation, whereas Morel et al. (2019) introduced the dual perspective based on the buoyancy
gradient formulation. Morel et al. (2019) also provide details for the practical diagnosis of
potential vorticity in a numerical ocean model or from observational based measurements.

42.5 Boundary fluxes of PV-substance
In Section 42.4 we developed kinematic expressions for the PV-substance integrated over a
selection of volumes. That discussion illustrated how the volume integrated potential vorticity
has contributions only from boundaries; e.g., where an atmospheric region intersects the ground
or ocean, and where an oceanic region intersects the ground or the atmosphere. In this section
we further our understanding of budgets for PV-substance by examining a buoyancy layer within
the ocean that intersects the bottom on one side and the atmosphere on the other (Figure 42.6).
We garner further understanding of the physical processes affecting changes to the PV-substance
by here unpacking the boundary fluxes.

A buoyancy layer generally moves as it expands and contracts due to both reversible and
irreversible processes (waves, currents, mixing). The impermeability theorem means that the
total potential vorticity substance for the layer changes only through exchanges at the boundaries,
including the bottom (boundary between the solid earth and the fluid) and air-sea boundaries.
Removing interior interfaces from the layer PV-substance budget simplifies the budget analysis,
as already revealed in Section 42.4. As per the discussion of Section 42.3, the results in this
section apply even when there is no materially invariant potential vorticity. All we require is
a flux-form budget along with the impermeability theorem, which holds for potential vorticity
defined according to an arbitrary smooth scalar field (Section 42.2.2).

42.5.1 Layer integrated budget

In addition to waves, currents, mixing, and sources affecting the layer interfaces, there is
movement of the intersection of the layer with the side boundaries, thus changing the vertical
and horizontal extents of these intersections. As a formulational framework, we derive the layer
potential vorticity budget making use of the Leibniz-Reynolds transport theorem derived in
Section 20.2.4. Just as for the layer integrated tracer budget considered in Section 20.4, applying
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R

z

Figure 42.6: A buoyancy layer of seawater denoted by R, with the layer intersecting bottom topography on one
side and the atmosphere on the other. The interior boundaries of the layer are formed by constant buoyancy
surfaces.

Leibniz-Reynolds to the layer integrated potential vorticity budget renders

d

dt

[ˆ
R

ρQdV

]
=

ˆ
R

∂t(ρQ) dV +

˛
∂R
ρQ ẋ · n̂dS, (42.61)

where R is the domain defined by the layer (Figure 42.6), ∂R is its boundary, and

ẋ =
dx

dt
(42.62)

is the velocity for a point on the boundary. Making use of the potential vorticity equation,

∂t(ρQ) = −∇ · JQ, (42.63)

and the divergence theorem renders

d

dt

[ˆ
R

ρQdV

]
=

˛
∂R

(−JQ + ρQ ẋ) · n̂dS. (42.64)

This result holds around the full domain boundary. Now we decompose that boundary into
portions defined by layer interfaces and those along the air-sea and land-sea boundaries.

42.5.2 Impermeability across interior layer interfaces

Rather than invoking the impermeability theorem derived in Section 42.2, we rederive it within
the present context to further our confidence in its use. We thus consider the following for
interior layer interfaces, here making use of the Haynes-McIntyre form (42.1) of the potential
vorticity flux vector

[−JQ + ρQ ẋ] · n̂ =
[
ρQ (ẋ− v) + ḃωa −∇b× F

]
· n̂ (42.65a)

=
[
(ωa · ∇b) (ẋ− v) + ḃωa

]
· n̂ (42.65b)

= [(ωa · ∇b) (ẋ− v) + (∂tb+ v · ∇b)ωa] · n̂ (42.65c)

= [(ωa · ∇b) ẋ+ ωa ∂tb] · n̂, (42.65d)
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where
n̂ = ∇b/|∇b| (42.66)

is the outward unit normal vector pointing to regions of higher buoyancy. Now recall that the
velocity of a point fixed on an layer interface has a normal component that satisfies equation
(42.10) (here applied to buoyancy surfaces)

ẋ · n̂ = −∂tb/|∇b|. (42.67)

This result then leads to the impermeability statement for isopycnal interfaces in the fluid
interior

(−JQ + ρQ ẋ) · n̂ = 0. (42.68)

We thus conclude that changes to the layer integrated potential vorticity occur only via transfer
across the land-sea boundary and the air-sea boundary

d

dt

[ˆ
R

ρQdV

]
=

ˆ
land-sea

[−JQ + ρQ ẋ] · n̂dS +

ˆ
air-sea

[−JQ + ρQ ẋ] · n̂dS. (42.69)

We now separately consider these two boundaries.

42.5.3 Potential vorticity flux at a land-sea boundary

We here evaluate the potential vorticity flux from equation (42.6a) at a land-sea boundary

−JQ + ρQ ẋ = ρQ (ẋ− v) + ḃωa −∇b× F . (42.70)

At a solid and static boundary, the no-normal flow boundary condition (Section 19.6.1) means
that n̂ · v = 0. Likewise, the velocity of a point along the boundary moves along the tangent to
the boundary so that ẋ · n̂ = 0. Hence, the bottom boundary condition is solely comprised of
irreversible processes

(−JQ + ρQ ẋ) · n̂ = (ḃωa −∇b× F ) · n̂. (42.71)

If this boundary flux is positive, then it acts to increase the integrated PV-substance of the
region, and conversely if the boundary flux is negative.

In many parts of the ocean bottom, geothermal heating is negligible so that there is no
buoyancy input at the bottom, thus leaving just the contribution from friction

no geothermal heating =⇒ (−JQ + ρQ ẋ) · n̂ = −(∇b× F ) · n̂ = (∇b× n̂) · F . (42.72)

Furthermore, in the absence of geothermal heating the buoyancy satisfies a no-flux boundary
condition, which can be ensured by having the buoyancy satisfying

no geothermal heating =⇒ n̂ · ∇b = 0. (42.73)

Buoyancy isolines thus intersect the bottom parallel to the bottom outward normal, as shown in
Figure 42.7.4 Correspondingly, (∇b× n̂) · F projects onto that component of the friction vector
pointing parallel to the bottom. Assuming buoyancy increases upward along the sloping bottom,
as per a stably stratified fluid, then ∇b× n̂ points counter-clockwise around bowls and clockwise
around bumps (see Figure 42.7).

4There is ongoing research aimed at determining the thickness of the region over which the boundary condition
(42.73) is accurate. The boundary condition presumably holds within a molecular sublayer. But the question is
whether larger scale motions near the ocean bottom allow for this condition to hold over a thicker region. See the
review chapter by Polzin and McDougall (2021) for discussion.
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Within the bottom boundary layer, quadratic bottom drag is a common parameterization of
the acceleration associated with turbulent frictional processes

F = −Cd |u|u, (42.74)

where Cd is a non-dimensional drag coefficient and u is the horizontal velocity. In this case the
boundary condition for potential vorticity takes the form

(−JQ + ρQ ẋ) · n̂ = (∇b× n̂) · F = −Cd |u| (∇b× n̂) · u. (42.75)

We see that the sign of the bottom boundary potential vorticity flux depends on the relative
orientation of the bottom flow and the vector ∇b× n̂. To help understand the sign, consider
an abyssal bowl with buoyancy increasing upward along the sloping bottom, in which case
∇b× n̂ points counter-clockwise around the bowl. A bottom boundary flow that is also oriented
counter-clockwise carries a positive curvature relative vorticity (Section 37.8). This positive
relative vorticity is damped by the bottom friction, which corresponds to the negative potential
vorticity source as per equation (42.75). Conversely, a bottom boundary flow that is oriented
clockwise around the abyssal bowl carries a negative curvature relative vorticity. This negative
relative vorticity is damped by the bottom friction, which corresponds to the positive potential
vorticity source as per equation (42.75).

Consider a component to the bottom flow that is parallel to ∇b. Theis flow provides a zero
potential vorticity source since ∇b × F = 0 (again, assuming F = −Cd |u|u). This result is
expected from the discussion in Section 41.4 and Figure 41.4, where we note that friction changes
potential vorticity by rotating buoyancy surfaces, with that rotation realized only when friction
is not aligned with ∇b.

z

∇b

n̂

∇b

n̂

Figure 42.7: Depicting a buoyancy isosurface that intersects the bottom. As discussed in Section 20.4 and
depicted in Figure 20.5, in the absence of geothermal heating, a buoyancy isosurface satisfies the no-normal flux
bottom boundary condition, n̂ ·∇b = 0. This boundary condition requires buoyancy isosurfaces to be orthogonal to
the bottom. Assuming buoyancy increases upward along the sloping bottom, then ∇b× n̂ points counterclockwise
around bowls and clockwise around bumps (when viewed from above). This structure for the buoyancy surfaces
affects how friction impacts on the layer-integrated potential vorticity budget, with details provided in Section
42.5.3.

42.5.4 Potential vorticity flux at the air-sea boundary

For the permeable air-sea boundary, we make use of the kinematic boundary condition derived
in Section 19.6.3, where the boundary condition (19.78) leads to

ρ n̂ · (ẋ− v) = Qm air-sea boundary, (42.76)
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with Qm the mass per time per surface area of matter that crosses the air-sea boundary. We are
thus led to the air-sea boundary condition

(−JQ + ρQ ẋ) · n̂ = QQm + (ḃωa −∇b× F ) · n̂. (42.77)

Besides the irreversible processes, potential vorticity is affected at the air-sea interface by the
transfer of matter across the boundary via the term QQm. We can think of this term as an
advection of potential vorticity across the boundary via the boundary mass transport. More
generally, we can think of the full boundary flux (42.77) as acting to stretch/compress the fluid
column so to alter vorticity and hence the potential vorticity.

To help interpret the friction term appearing in the flux (42.77), write

(ḃωa −∇b× F ) · n̂ = (ωa · n̂) (∂tb+ v · ∇b) + (n̂× F ) · ∇b (42.78a)

= (ωa · n̂) [∂tb+ (v − vE) · ∇b] , (42.78b)

where we introduced the generalized Ekman velocity

vE ≡
F × n̂
ωa · n̂

, (42.79)

thus bringing the air-sea boundary potential vorticity flux (42.77) to the form

(−JQ + ρQ ẋ) · n̂ = QQm + (ωa · n̂) [∂tb+ (v − vE) · ∇b] . (42.80)

Note that for the special case of a vertical outward normal, n̂ = ẑ, and weak relative vorticity,
f + ζ ≈ f , we have

vE ≈ f−1 F × ẑ, (42.81)

which is the Ekman velocity given by equation (33.4). We thus see that the sign of the (ωa · n̂)
portion of the potential vorticity flux is determined by whether the surface buoyancy is increasing
or decreasing in time following the velocity difference, v − vE, along the air-sea boundary. We
can interpret v − vE as the inviscid portion of the velocity since it removes that portion arising
from friction.5

42.5.5 Thought experiments
The surface potential vorticity flux (42.77), or its rewritten form in equation (42.80), provide an
explicit expression for how surface boundary fluxes affect the potential vorticity budget within a
buoyancy layer outcropping at the ocean surface. It contains a wealth of physics that can be
explored via thought experiments.

Potential vorticity generation in a fluid with zero initial baroclinicity

Consider a fluid region initially with zero baroclinicity and zero flow so that the initial potential
vorticity is given by f N2, with N2 the squared buoyancy frequency. The surface potential vor-
ticity flux (42.77) creates potential vorticity via the mass flux term and through heating/cooling.
If this term alone affected the potential vorticity, and it did so uniformly in space, then it would
alter potential vorticity only via changes in the vertical stratification. More generally, both the
mass term and the diabatic term create horizontal buoyancy gradients, which then generate
currents and vorticity that generate further contributions to the potential vorticity flux.

5The velocity difference, v− vE, is not equal to the inviscid velocity that would appear in an inviscid (perfect)
fluid. Rather, v = vE + (v − vE) is an interpretational decomposition akin to that studied in Chapter 33 for
Ekman mechanics. See the comment after equation (33.4) for more on this point.
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Potential vorticity generation in a fluid that is initially homogeneous

Consider an initially homogenous box of seawater with zero potential vorticity. In this case it is
only the buoyancy term, ḃ f , that contributes to initial changes in potential vorticity. Northern
hemisphere (f > 0) surface cooling (ḃ < 0) adds negative potential vorticity to the box. Cooling
also initiates gravitational instability that mixes the water and in turn spreads the negative
potential vorticity boundary source throughout the fluid. Cooling adds structure to the buoyancy
field by inflating the formerly zero thickness buoyancy layers, with layer inflation originating
from the boundary. Once inflated, the impermeability theorem dictates that the layer integrated
PV-substance changes only via boundary interactions, whereas stirring and mixing transport
potential vorticity into the fluid interior. Notably, a region with f Q < 0 is locally unstable to
symmetric instability, with the generated symmetric instability acting to locally bring the flow
towards a state with zero potential vorticity. However, the constraints from impermeability mean
that the net PV-substance remains unchanged within a buoyancy layer, even in the presence of
mixing.

42.5.6 Is there a preferred form of the PV-substance flux?

Analysis in this section made use of the Haynes-McIntyre form of the PV-substance flux (equation
(42.1))

JQ = ρvQ− ḃωa +∇b× F . (42.82)

We could have instead chosen to work with the Marshall form (equation (42.32))

Jmarshall = − [∂tv +∇(M + p/ρ)]×∇b− ωa ∂tb, (42.83)

or the modified kinematic form (equation (42.18))

J̃kin = −∂tva ×∇b− ωa ∂tb. (42.84)

These fluxes differ by a gauge choice and yet they each satisfy the impermeability theorem.
Subjective choices determine which one is preferred. Importantly, once chosen, we can use only
a single form of the flux throughout the budget analysis in order to remain self-consistent with
the form of the total curl that is removed by the divergence operator.

The PV-substance budget, though invariant to the choice of flux, has distinct physical
pictures depending on the choice of the flux. As a particularly clear example consider a steady
state budget in which the fluxes take the form

JQ = ρvQ− (v · ∇b)ωa +∇b× F (42.85)

Jmarshall = −∇(M + p/ρ)×∇b (42.86)

J̃kin = 0. (42.87)

The physical picture for J̃kin is rather trivial, whereby the PV-substance stays constant within
buoyancy layers and there are zero PV-substance fluxes across all boundaries of the layer. In
contrast, a steady state budget when working with JQ or Jmarshall afford a physical picture of
PV-substance entering, leaving, and transported through the buoyancy layers. Marshall et al.
(2001) developed a rather elegant analysis framework using Jmarshall for steady budgets, and we
explore facets of that approach in Section 41.5 for the special case of a Boussinesq hydrostatic
fluid.

Nevertheless, our use of the Haynes-McIntyre PV-substance flux in the present section is
motivated by its utility for describing how boundary forcing can change the sign of the potential
vorticity. Such forcing exposes the flow to a variety of local instabilities (e.g., symmetric,
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centrifugal, gravitational). Thomas et al. (2008) offer a pedagogical review for the ocean;
Thomas et al. (2013) provides a thorough study of the upper reaches of the Gulf Stream; and
Naveira Garabato et al. (2019) provide evidence for such boundary forcing in regions of strong
abyssal flows. Each of these studies points to the need to further understand details of the
boundary potential vorticity flux and to furthermore ensure it is properly formulated within
numerical models (e.g., Hallberg and Rhines (1996)).

42.5.7 Further study
The study of boundary potential vorticity fluxes generally requires careful analysis of the
multitude of processes active in boundary layers. The interested reader can find ocean examples
of these analyses in Benthuysen and Thomas (2012) and Wenegrat et al. (2018), and the references
therein.
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Fluid motion dominated by rotation is characterized by a small Rossby number. To zeroth
order in an asymptotic expansion in Rossby number, the flow maintains geostrophic balance,
which is a balance between the Coriolis acceleration and pressure gradient acceleration. As seen
in Chapter 31, the geostrophic balance is diagnostic, which means it offers no means to compute
time evolution of the motion. To obtain a prognostic equation requires going to next order in
Rossby number within the asymptotic expansion. For quasi-geostrophy (QG), the resulting
prognostic equation makes use of ageostrophic motions, though only as an intermediate step
towards an evolution equation involving just zeroth order geostrophically balanced fields. For
planetary geostrophy (PG), the prognostic equation arises from mass (or volume) conservation,
whereas fluid motion is a directly determined by evolution of the mass field.

The nuts and bolts of this part of the book involve methods of scaling analysis and asymptotic
analysis via perturbation series. In Chapter 43, we use these tools to derive equations for both
planetary geostrophy and quasi-geostrophy within shallow water flows, and then extend that
discussion to continuously stratified flows in Chapters 44 and 45. Planetary geostrophy and quasi-
geostrophy are both very useful theoretical models lending insights into ocean and atmosphere
fluid mechanics. In particular, planetary geostrophy is often the foundation for theories of
large-scale laminar ocean circulation. Quasi-geostrophy serves as a theoretical model for studies
of both oceanic and atmospheric flows at or near the deformation radius, particularly when
concerned with transient features such as Rossby waves, baroclinic instability, and geostrophic
turbulence.

One central property of balanced flow is that knowledge of the relevant balanced version of
potential vorticity is sufficient to determine the flow field. A way to appreciate this property is
to consider a horizontally non-divergent barotropic flow (Chapter 38), in which the Laplacian of
the streamfunction gives the relative vorticity, ζ = ∇2ψ. Conversely, if we know the vorticity
then we can invert the Laplacian (with suitable boundary conditions) to yield the streamfunction
and hence the velocity.6 In our discussion of quasi-geostrophy in Chapter 45, we extend this
result to three-dimensional quasi-geostrophic flow, where the prognostic fields are the horizontal
components to the geostrophic flow, plus the buoyancy field. Such methods of potential vorticity
inversion are routinely used to study atmospheric flows given maps of potential vorticity (see
Hoskins (1991) for a review).

6Recall the study of Green’s function methods in Chapter 9 for examples of inverting the partial differential
equation to determine the solution to an elliptic boundary value problem.



Chapter 43

MODELS OF NEARLY GEOSTROPHIC FLOWS

Planetary rotation, and the corresponding Coriolis acceleration, is a primary feature of geophysical
fluid flows. To probe the physics of such flows, it is useful to develop mathematical models where
rotation of the reference frame is a prominent facet of the equations of motion. Systematically
deriving such models is the focus of this chapter, where we develop the mechanical equations
for planetary geostrophy (PG) and quasi-geostrophy (QG) within the shallow water fluid. We
also work through non-dimensionalization of the stratified Boussinesq equations, thus providing
the foundations for the equations of stratified planetary geostrophy in Chapter 44 and stratified
quasi-geostrophy in Chapter 45.

reader’s guide for this chapter
This chapter makes use of dimensional analysis, scale analysis, and asymptotic methods

to derive approximate geostrophic equations. As such, the chapter is technical in nature and
with mathematical derivations offered in detail. We assume an understanding of the equations
for a single layer of shallow water fluid as derived in Chapter 35, as well as the Boussinesq
ocean equations from Chapter 29. We follow this work with studies of continuously stratified
planetary geostrophy in Chapter 44 and continuously stratified quasi-geostrophy in Chapter
45.

43.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1226
43.2 Scale analysis and the Buckingham-Π theorem . . . . . . . . . . . . . . . 1226
43.3 Shallow water equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 1227

43.3.1 Dimensional scales . . . . . . . . . . . . . . . . . . . . . . . . . . 1227
43.3.2 Physical dimensions . . . . . . . . . . . . . . . . . . . . . . . . . 1228
43.3.3 Number of non-dimensional parameters . . . . . . . . . . . . . . 1228
43.3.4 Choosing the non-dimensional parameters . . . . . . . . . . . . . 1229
43.3.5 Assumed values for the non-dimensional parameters . . . . . . . 1230
43.3.6 Deformation radius and the free surface undulation scale . . . . . 1231
43.3.7 Non-dimensional shallow water equations . . . . . . . . . . . . . 1232

43.4 Shallow water planetary geostrophy . . . . . . . . . . . . . . . . . . . . . 1234
43.5 Shallow water quasi-geostrophy . . . . . . . . . . . . . . . . . . . . . . . 1235

43.5.1 Quasi-geostrophic scaling . . . . . . . . . . . . . . . . . . . . . . 1235
43.5.2 Outlining the asymptotic method . . . . . . . . . . . . . . . . . . 1236
43.5.3 Order Ro0 asymptotic equations . . . . . . . . . . . . . . . . . . 1237
43.5.4 Order Ro1 asymptotic equations . . . . . . . . . . . . . . . . . . 1238

43.6 Elements of shallow water quasi-geostrophy . . . . . . . . . . . . . . . . . 1239
43.6.1 Dimensional potential vorticity and streamfunction . . . . . . . . 1240
43.6.2 Contributions to quasi-geostrophic potential vorticity . . . . . . . 1241
43.6.3 Connecting to background (resting state) potential vorticity . . . 1242
43.6.4 Connecting to Rossby’s shallow water potential vorticity . . . . . 1242
43.6.5 Geostrophic flow via potential vorticity inversion . . . . . . . . . 1243

1225



43.1. LOOSE THREADS

43.6.6 Evolution of quasi-geostrophic vorticity, velocity, and free surface 1244
43.6.7 Unpacking quasi-geostrophic evolution . . . . . . . . . . . . . . . 1246
43.6.8 Energetics of quasi-geostrophic flows . . . . . . . . . . . . . . . . 1247
43.6.9 Considering topography to be O(Ro0) . . . . . . . . . . . . . . . 1248
43.6.10 Two layer quasi-geostrophy . . . . . . . . . . . . . . . . . . . . . 1248
43.6.11 Rigid lid shallow water quasi-geostrophy . . . . . . . . . . . . . . 1249
43.6.12 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1250

43.7 Non-dimensional Boussinesq ocean equations . . . . . . . . . . . . . . . . 1250
43.7.1 Dimensional parameters . . . . . . . . . . . . . . . . . . . . . . . 1251
43.7.2 Physical dimensions and non-dimensional parameters . . . . . . . 1252
43.7.3 Choosing the non-dimensional parameters . . . . . . . . . . . . . 1252
43.7.4 Relating the buoyancy scale to the Coriolis acceleration scale . . 1253
43.7.5 Richardson number and QG/PG flow regimes . . . . . . . . . . . 1253
43.7.6 The Rossby deformation radius . . . . . . . . . . . . . . . . . . . 1255
43.7.7 Assumed values for the non-dimensional parameters . . . . . . . 1255
43.7.8 Non-dimensional Boussinesq equations . . . . . . . . . . . . . . . 1257
43.7.9 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1258

43.8 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1258

43.1 Loose threads
• External and internal modes for QG two layers in Section 43.6.10.

43.2 Scale analysis and the Buckingham-Π theorem
Scale analysis is ubiquitous in physics, with geophysical fluid mechanics no exception. We find it
useful to distinguish two classes of scales. External scales are prescribed as part of the physical
system under consideration, and they can be considered to be under “control” of the physicist.
Examples include planetary rotation rate, gravitational acceleration, and domain geometry.
Internal scales emerge from the flow itself, such as the length and time scales of the flow, and as
such internal scales are only indirectly controlled by the physicist.

The Buckingham-Π theorem provides a useful framework for organizing dimensions and
scales. The theorem states that the number of dimensionless parameters characterizing a physical
system is a function of the number of dimensional parameters or scales, Kscales (e.g., scales for the
velocity, rotation rate, pressure force, friction force, gravitational acceleration) and the number
of physical dimensions, Kdimensions (e.g., time, length, mass). Precisely, Buckingham-Π states
that the number of dimensionless parameters is

Ndimensionless = Kscales −Kdimensions. (43.1)

Different physical systems possessing the same suite of dimensionless parameters are isomorphic.
For example, a laboratory study of flow around a cylinder contains two dimensionless parameters:
the drag coefficient, Cd, and the Reynolds number, Re. If the problem is scaled up to a building
with the same shape, then so long as the values for the dimensionless parameters are the same
(e.g., same drag coefficient and same Reynolds number), one can make use of the laboratory
analog for determining suitability of the building architecture. Similar isomorphisms exist
between flows in a rotating tank and flows in the ocean and atmosphere.

The Buckingham-Π theorem does not provide the form of the dimensionless parameters.
Nor does the theorem determine their values. This information comes only after introducing
physical prejudices surrounding a regime of chosen interest. Additionally, Buckingham-Π does
not offer information about how the dimensionless parameters might be related. Instead, any
such relations arise from the mechanical and thermodynamical equations describing the system.
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Consequently, mechanical and thermodynamical equations generally mean that fewer than
Ndimensionless non-dimensional numbers are independent.

We focus in this chapter on the regime of large-scale atmospheric and oceanic flow where the
shallow water fluid is close to geostrophic balance. That choice then guides the length and time
scales, which in turn determines the size of the dimensionless parameters. In many cases, one is
able to identify dimensionless parameters that are large or small in particular regimes, which in
turn suggests asymptotic analyses to render equations specific to the regime of interest.

43.3 Shallow water equations
A single-layer of inviscid shallow water fluid of thickness h is governed by the velocity and
thickness equations (Chapter 35)

∂tu+ (u · ∇)u+ f × u = −g∇η (43.2a)

∂th+∇ · (hu) = 0, (43.2b)

where u is the horizontal velocity that is independent of depth within the layer (∂zu = 0). The
vertical bounds for the layer are specified by the free surface height, z = η(x, y, t), and bottom
topography, z = ηb(x, y) (see Figure 35.1). They are related according to

η = ηb + h = H + ηb + η′ = h+ ηb + η′, (43.3)

where H = h is the area average layer thickness, ηb is the area average of the bottom topography,
η′ = η − η is the deviation of the surface height from its area average, η = ηb +H. We also find
occasion to write the layer thickness in the form

h = η − ηb = H + (ηb − ηb) + η′ = h− η′b + η′ = h+ h′, (43.4)

where η′b = ηb − ηb is the deviation of the bottom topography from its area average, and we
introduced the thickness deviation

h′ = h− h = η′ − η′b. (43.5)

Dexterity with the geometrical relations (43.3)-(43.5) is assumed in the following.

43.3.1 Dimensional scales
We identify the following nine dimensional scales for the shallow water layer.

• length scales

⋆ H = depth scale of the fluid layer. Given that the layer is homogeneous, we take H
equal to the area average layer thickness (see Figure 35.1).

⋆ L = horizontal/lateral length scale of flows under consideration. We assume both
horizontal directions to have the same flow length scale. This assumption is not
necessarily appropriate on a rotating planet, where flows in the zonal (east-west)
direction typically have length scales longer than meridional (north-south) flow scales.
Nonetheless, this choice does not preclude the dynamical emergence of anisotropic
length scales, and so it serves our uses for the present analysis.

⋆ Re = prescribed radius of the planet. We include this scale anticipating that for
length scales small compared to the earth’s radius, the Coriolis parameter may be
approximated by a constant (f -plane) or linear function of latitude (β-plane).
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⋆ H = length scale for deviations of the free surface height, η, relative to its area
average, η, so that η′ = η − η ∼ H.

⋆ B = prescribed length scale for deviations of the bottom topography, ηb, relative to
its area average, ηb, so that η′b = ηb − ηb ∼ B.

• velocity scales

⋆ U = velocity scale for horizontal fluid particle motion; i.e., the speed for horizontal
flows.

⋆ c = scale for wave speeds. For the shallow water model, the wave speed is given by
the shallow water gravity wave (Section 55.5.1)

c =
√
g H. (43.6)

We introduce the wave speed anticipating the presence of distinct flow regimes
depending on whether the fluid particle speed is larger or smaller than the wave speed.
The ratio of the fluid particle speed (advection speed) to the wave speed is known as
the Froude number (Section 43.3.4).

• body forces: There are two body forces acting on the fluid; one from gravity and one
from Coriolis. These two forces are scaled according to the following prescribed parameters:

⋆ g = gravitational acceleration

⋆ f = Coriolis frequency.

If we were interested in other forces, such as electromagnetic or frictional forces, then we add
further dimensional parameters corresponding to these forces.

43.3.2 Physical dimensions
There are two physical dimensions in the shallow water system: length, L, and time, T . Notably,
there is no mass in the shallow water system. The reason is that the fluid density is assumed
uniform within a shallow water layer so that mass is described by area times thickness

M =

ˆ
ρ dV [≡] L2H ρ, (43.7)

where [≡] is read “has dimensions”.

43.3.3 Number of non-dimensional parameters
The Buckingham-Π theorem says there are

Ndimensionless = 9− 2 = 7 (43.8)

non-dimensional parameters that characterize the flow within a single shallow water layer. So
we expect to find seven non-dimensional parameters as part of the analysis.

How do we know that we properly counted the physical dimensions or the dimensional scales?
Fortunately, the process of determining the non-dimensional parameters is largely self-correcting.
Namely, if a physical dimension or a physical scale is omitted, then it would appear somewhere
in the subsequent analysis. Indeed, such omissions often are only found at the point of a
mathematical or physical inconsistency. Hence, the analyst must remain cognizant of the need
to self-correct when performing dimensional analysis.
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43.3.4 Choosing the non-dimensional parameters
There is no unique choice for the non-dimensional parameters. Our choice is guided by experience,
interest, and what parameters might be available to experimental control or measurement.

1. vertical to horizontal/lateral aspect ratio: The ratio of the vertical scale of the
layer to the horizontal/lateral scale of the flow1 defines the aspect ratio

δvertical/horizontal =
vertical length scale

horizontal length scale
=
H

L
. (43.9)

2. ratio of horizontal/lateral scale to planetary scale: The ratio of the horizontal
length scale of the flow to the planetary radius is

δhorizontal/planet =
horizontal length scale

planetary length scale
=

L

Re

. (43.10)

3. ratio of free surface undulation to vertical length scale: The ratio of the free
surface undulations that emerge from the flow, to the vertical length scale of the layer is

δfree surface/depth =
free surface undulation scale

vertical length scale
=

H

H
. (43.11)

4. ratio of bottom topography undulation to vertical length: The ratio of the
prescribed bottom topography undulation scale to the vertical length scale is

δbottom/depth =
bottom topography undulation scale

vertical length scale
=

B

H
. (43.12)

5. Froude number: The Froude number is the ratio of the fluid particle speed emerging
from the flow, to the gravity wave speed determined by geophysical parameters. For the
shallow water system, this ratio is

Fr =
U

c
=

U√
g H

. (43.13)

6. Rossby number: The Rossby number is the ratio of the fluid particle acceleration scale
to the Coriolis acceleration scale, both of which emerge from the flow

Ro =
particle acceleration

Coriolis acceleration
. (43.14)

The particle acceleration scale is determined by the local time tendency plus advection

particle acceleration =
∂u

∂t
+ (u · ∇)u ∼ U

T
+
U2

L
. (43.15)

The local time tendency and advection generally have distinct scales, thus leading to the
potential for two Rossby numbers

Rotendency =
1

T f
and Roadvection =

U

Lf
. (43.16)

1The terms “lateral” and “horizontal” are used interchangeably, referring to motion at constant vertical
position either on the sphere or on the plane.
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In the following we consider these two Rossby numbers to have the same scale, which is
realized by advective contributions to material time evolution being comparable to local
time changes. We refer to this choice as an advective time scale, whereby

T =
L

U
=⇒ U2

L
=
U

T
, (43.17)

so that there is only one Rossby number

Ro =
1

f T
=

U

f L
. (43.18)

Another interpretation for the Rossby number is the ratio of the relative vorticity to the
planetary vorticity

Ro =
relative vorticity

planetary vorticity
. (43.19)

With the relative vorticity scaling as U/L and the planetary vorticity scaling as f , we
recover the expression (43.18) for the Rossby number.

7. Geostrophic number: We define the geostrophic number as the ratio of the Coriolis
acceleration scale to the scale of the pressure gradient acceleration

Ge =
Coriolis acceleration

pressure gradient acceleration
. (43.20)

The Coriolis acceleration scales as

Coriolis acceleration ∼ f U, (43.21)

whereas the pressure gradient acceleration, −g∇η, scales as

pressure gradient acceleration ∼ gH

L
, (43.22)

so that

Ge =
Coriolis acceleration

pressure gradient acceleration
=

f U

(g/L)H
. (43.23)

43.3.5 Assumed values for the non-dimensional parameters
We now enumerate the assumed values for the non-dimensional parameters. These values are
based on the preconceived topic of the analysis as determined by a chosen range of external and
internal scales. Here, those scales arise from our interest in large scale flows in the atmosphere
and ocean.

1. small vertical to horizontal aspect ratio: The aspect ratio is generally small for
large-scale atmospheric and oceanic fluid systems

δvertical/horizontal = H/L≪ 1. (43.24)

This assumption was made when formulating the shallow water system, which is based on
hydrostatic balance (see Section 35.2). We thus retain this assumption as we further scale
the shallow water system.

2. small or order one ratio of horizontal/lateral to planetary scales: The
ratio of the lateral length scale to the planet radius is small for quasi-geostrophic systems
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and order unity for planetary geostrophy

δhorizontal/planet = L/Re ≪ 1 quasi-geostrophy (43.25a)

δhorizontal/planet = L/Re ∼ 1 planetary geostrophy. (43.25b)

3. ratio of free surface undulation to vertical length scale: The ratio H/H is
implied below by assuming a unit geostrophic number.

4. ratio of bottom topography undulation to vertical length scale: For quasi-
geostrophy, we assume that undulations in the bottom topography are small relative to
the vertical length scale, whereas there is no restriction for planetary geostrophy. “Small”
in the present context is determined by the Rossby number, in which case

δbottom/depth = B/H = Ro for quasi-geostrophy. (43.26)

5. Froude number: We find that the Froude number is implied by scales assumed for the
other non-dimensional numbers.

6. Small Rossby number: The Rossby number is assumed small

Ro = U/(f L)≪ 1, (43.27)

which means that the Coriolis acceleration is a leading order term in the horizontal velocity
equation (43.2a).

7. Unit geostrophic number: The geostrophic number is assumed to be order unity

Ge ∼ 1. (43.28)

This assumption means that the Coriolis acceleration and pressure gradient acceleration
scale together

f U ∼ (g/L)H. (43.29)

Making use of the velocity equation (43.2a), we see that this scaling is consistent only so
long as the Rossby number is small, Ro ≪ 1. Furthermore, this scaling constrains the
scale of the free surface undulation, H, as we discuss in Section 43.3.6.

43.3.6 Deformation radius and the free surface undulation scale
We determine the scale for the free surface height undulation, H, by making use of the assumed
order unity geostrophic number. For this purpose, start from the geostrophic scaling of Coriolis
and pressure gradient accelerations, equation (43.29), to express the free surface undulation
scale according to

η′ ∼ H =
f U L

g
= Ro

f2 L2

g
= RoH

f2 L2

g H
= RoH

[
L

Ld

]2
. (43.30)

In the final equality we introduced the deformation radius

Ld =
√
g H/f = cgrav/f, (43.31)

where cgrav =
√
g H is the shallow water gravity wave speed (Section 55.5.1). The deformation

radius distinguishes flows where the Coriolis force is important, L ≥ Ld, from those where the
Coriolis can be neglected, L ≪ Ld. Since the deformation radius decreases toward the poles,
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rotational effects are felt by smaller scales in the high latitudes than in the tropics. The shallow
water deformation radius is an external scale that we find in Section 43.6.2 acts as a regime
boundary between relative vorticity and vortex stretching for the quasi-geostrophic potential
vorticity. We again encounter the shallow water deformation radius when discussing shallow
water waves in Chapter 55.

We can use Ld to rewrite the Froude number as

Fr = U/
√
g H = U/(f Ld) = Ro (L/Ld), (43.32)

where the second equality wrote the Froude number as the ratio of the advection speed, U , to
the rotation speed, f Ld. Furthermore, the squared ratio of the deformation radius to the lateral
length scale of the flow is termed the Burger number

Bu = (Ld/L)
2. (43.33)

Use of the Burger number allows us to write the Froude number in terms of the Rossby number
and Burger number

Fr = Ro/
√
Bu. (43.34)

Likewise, the free surface height undulation scale can be written

H = H Ro (L/Ld)
2 = H Ro/Bu = H Fr2/Ro. (43.35)

Hence, the ratio of the free surface undulations to the layer thickness (depth) scale is given by

δfree surface/depth = H/H = Ro (L/Ld)
2 = Ro/Bu = Fr2/Ro. (43.36)

Again, this scaling is implied by making the dynamical assumption of a unit geostrophic number,
which means that the pressure gradient acceleration scales according to the Coriolis acceleration.

43.3.7 Non-dimensional shallow water equations

To non-dimensionalize the shallow water equations we introduce non-dimensional variables for
time, space, velocity, and Coriolis parameter. Non-dimensional variables are adorned with a
widehat2

t = T t̂, (x, y) = L (x̂, ŷ), ∂t = ∂t̂/T, ∇ = ∇̂/L, (u, v) = U (û, v̂), f = fo f̂ , (43.37)

where fo is the Coriolis parameter at the central latitude for the β-plane approximation (Section
24.5). We also require non-dimensional variables for the surface and bottom undulations

η′ = H η̂, η′b = B η̂b, h = H + η′ − η′b = H +H η̂ − B η̂b, (43.38)

where we used equation (43.4) for the layer thickness. Importantly, we assume that the non-
dimensional variables (the widehat variables) are order unity. That assumption is critical for
organizing terms in the asymptotic expansion.

2The LATEX widehat symbol is used for non-dimensional variables, such as the non-dimensional velocity,
û. The widehat is distinguished from the hat used for unit vectors, such as for the vertical unit vector, ẑ. We
also use widehats for thickness weighted means in Chapter 67, but that usage is completely distinct from the
non-dimensionalization usage in the present chapter.
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Non-dimensional velocity equation

Introducing the above variables into the shallow water velocity equation (43.2a) renders

U

T

∂û

∂t̂
+
U2

L
(û · ∇̂) û+ fo U (f̂ × û) = −gH

L
∇̂η̂. (43.39)

As before, we assume the time scale is given by the advection time

T = L/U = 1/(Ro fo), (43.40)

so that dividing by fo U leads to

Ro

[
∂û

∂t̂
+ (û · ∇̂) û

]
+ (f̂ × û) = −

[
g H

fo LU

Ro

Bu

]
∇̂η̂, (43.41)

where we set H = H (Ro/Bu) according to equation (43.36). We simplify the factor on the right
hand side according to

g H

fo LU

Ro

Bu
=

g H

fo LU

U

fo L

L2

L2
d

=
g H

fo LU

U

fo L

L2 f2o
g H

= 1. (43.42)

Hence, the non-dimensional inviscid shallow water velocity equation takes on the rather elegant
form

Ro

[
∂û

∂t̂
+ (û · ∇̂) û

]
+ f̂ × û = −∇̂η̂. (43.43)

Introducing the non-dimensional material time derivative

D

Dt̂
=

∂

∂t̂
+ û · ∇̂ (43.44)

brings the velocity equation to

Ro
Dû

Dt̂
+ f̂ × û = −∇̂η̂. (43.45)

The velocity equation is consistent with a unit geostrophy number (i.e., Coriolis acceleration
balances pressure gradient acceleration) if and only if the Rossby number is small, thus eliminating
the material acceleration. We noted this point earlier when studying geostrophic motion, such as
in Chapter 31. Even so, it is reassuring to see it emerge from the process of non-dimensionalization
and scaling.

Non-dimensional thickness equation

The thickness equation (43.2b) can be written

∂η′

∂t
+∇ · [(H + η′ − η′b)u] = 0, (43.46)

which takes on the non-dimensional form

H

T

∂η̂

∂t̂
+
U H

L
∇̂ · [(1 + η̂H/H − η̂b B/H) û] = 0. (43.47)
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The advective time scaling T = L/U brings the thickness equation to

H

H

∂η̂

∂t̂
+ ∇̂ · [(1 + η̂H/H − η̂b B/H) û] = 0. (43.48)

We further specialize this equation in the following, as determined by the assumed horizontal
length scale of the flow.

43.4 Shallow water planetary geostrophy
We make use of the non-dimensional equations derived in Section 43.3.7 to derive the mechanical
equations for planetary geostrophy. We already encountered facets of planetary geostrophy for
the continuously stratified case in Section 31.5 and for the shallow water in Sections 39.7, 39.9,
and 39.8. We further pursue the continuously stratified theory in Chapter 44, developing a
variety of vorticity analyses for use in understanding the large-scale ocean circulation. For these
reasons, our presentation here is rather brief.

Planetary geostrophy is realized by dropping the fluid particle acceleration from the momen-
tum equation (43.45), given that it is one order of Rossby number smaller than the Coriolis and
pressure gradient accelerations. This assumption means that the velocity equation reduces to
the geostrophic balance

f̂ × û = −∇̂η̂. (43.49)

We furthermore assume that the Rossby number and Burger number scale together

Ro ∼ Bu = (Ld/L)
2 ≪ 1, (43.50)

so that the horizontal length scale for the planetary geostrophic flow is much larger than the
deformation radius

L≫ Ld. (43.51)

This assumption is consistent with dropping material acceleration in the velocity equation.
Although the velocity equation is greatly simplified, we make no assumption concerning the
thickness equation. Consequently, the free surface and bottom undulations are unconstrained
with planetary geostrophic flows, so long as the flow maintains the hydrostatic balance.

In summary, the thickness equation for the planetary geostrophic fluid retains its full
unapproximated form, whereas the velocity equation reduces to geostrophy. Reintroducing
dimensions leads to the planetary geostrophic equations

f ẑ × u = −g∇η and
Dh

Dt
= −h∇ · u and h = η − ηb. (43.52)

Since the Coriolis parameter retains its spatial dependence, and so includes the beta effect, the
horizontal velocity field is divergent

f ∇ · u = −β (g/f) ∂xη = −β v. (43.53)

As shown in Exercise 43.1, the shallow water planetary geostrophic equations are equivalent to

f ẑ × u = −g∇η and
DQ

Dt
= 0 with Q = f/h. (43.54)

As seen in Chapter 44, the planetary geostrophic potential vorticity, Q = f/h, plays a huge role
in the mechanical interpretation of large scale flows in the ocean.
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43.5 Shallow water quasi-geostrophy
In this section we develop the quasi-geostrophic equations for a single shallow water layer.
Doing so requires far more work than for the planetary geostrophic equations. In particular,
we use rudimentary asymptotic methods with the Rossby number acting as the relvant small
non-dimensional parameter.

43.5.1 Quasi-geostrophic scaling
Quasi-geostrophic scaling is based on the following assumptions, with the first and second shared
with planetary geostrophy whereas the remaining are distinct.

1. small Rossby number: Ro≪ 1, which is fundamental to geostrophic scaling.

2. advective time scale: T ∼ L/U ; that is, the time scale is determined by horizontal
advection of the horizontal flow, which is how we scale time throughout this chapter.
Notably, we do not distinguish between the two horizontal directions, so that L and U are
scales for both the zonal and meridional flow. This assumption will be jettisoned when
considering the dynamics of fronts in Section 59.9, which then leads to the semi-geostrophic
equations.

3. order Rossby number beta effect: |β L| ≪ |fo|, which means that the Coriolis
frequency does not vary much from its central value. To incorporate this assumption into
the asymptotics, we expand the non-dimensional Coriolis parameter in terms of the Rossby
number3

f̂ = f/fo = (1 + β y/fo) ≡ (f̂0 +Ro β̂ ŷ). (43.55)

Making use of the advective scaling for time as in equation (43.40) renders4

β̂ ŷ = β y/(Ro fo) = T β y and f̂0 = fo/fo = 1. (43.56)

The non-dimensional Coriolis parameter (43.55) and the scaling (43.56) are motivated
by assuming the horizontal scales of motion are on the same order as the deformation
radius, and that the Coriolis parameter does not vary much from its central value. Quasi-
geostrophy is thus formulated within the beta plane approximation discussed in Section
24.5.

4. Burger number order one: Bu ∼ 1, which means that the horizontal scales of motion
for the quasi-geostrophic flows are on the same order as the deformation radius, L ∼ Ld.

5. order Rossby number free surface undulations: From equation (43.36), an order
unity Burger number means that undulations of the free surface height scale according to
the Rossby number: H/H = Ro, so that free surface height undulations are small.

6. order Rossby number bottom topography undulations: As seen in Section 43.6.4,
for the quasi-geostrophic potential vorticity to correspond to the small Rossby number
version of the shallow water potential vorticity requires the topography undulations to scale
as B/H = Ro. The assumed scaling for the bottom topography undulation pairs with that
for the free surface, so that the layer thickness undulations, h′ = η′ − η′b, also scale as Ro.
We are thus able to take a sensible Ro expansion of the 1/h factor appearing in the shallow

3One could conceive of another small parameter that scales the beta effect, but the resulting asymptotics
would be more difficult to manage given the need to keep track of two small parameters.

4Although f̂0 = 1 in equation (43.56), it is useful to retain this term as a placeholder in the manipulations to
follow. In particular, it helps when reintroducing dimensions in Section 43.6.1.
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water potential vorticity (Section 43.6.4). It is useful to maintain a direct connection to
the shallow water model as doing so helps to ensure that the resulting asymptotic theory
is self-consistent. In particular, it ensures that quasi-geostrophic energetics are physically
sensible since there is a direct lineage to the shallow water energetics.

The B/H = Ro scaling is consistent with the assumption that the planetary beta effect is
small. Together, the two scalings

B/H = Ro and H/H = Ro (43.57)

mean that the effective beta effect (arising from both planetary and topographic variations;
see Section 43.6.1 below) are small.

43.5.2 Outlining the asymptotic method
To derive equations for the quasi-geostrophic shallow water model, we employ an asymptotic
method with the Rossby number as the small parameter. Furthermore, we stop at the first
nontrivial order. For this purpose, recall the non-dimensional shallow water equations from
Section 43.3.7, and make use of the assumed Bu ∼ 1 scaling

Ro
Dû

Dt̂
+ (f̂ × û) = −∇̂η̂ (43.58a)

Ro

[
∂(η̂ − η̂b)

∂t̂
+ ∇̂ · [(η̂ − η̂b) û]

]
= −∇̂ · û. (43.58b)

We brought the time independent bottom topography, η̂b, into the time derivative for the
thickness equation, as doing so provides some symmetry with η̂.5

Asymptotic expansion of the prognostic fields

Asymptotic methods are ideally suited for non-dimensional equations since we can unambiguously
determine scales via the size of non-dimensional parameters. We here assume the Rossby number
to be small, in which case we are led to perform an asymptotic expansion of the prognostic fields
in terms of the Rossby number. There are three prognostic fields, û, v̂, η̂, and corresponding
vertical velocity, ŵ, which we assume can be written as an asymptotic series

û = û0 +Ro û1 +Ro2 û2 + . . . (43.59a)

v̂ = v̂0 +Ro v̂1 +Ro2 v̂2 + . . . (43.59b)

ŵ = ŵ0 +Ro ŵ1 +Ro2 ŵ2 + . . . (43.59c)

η̂ = η̂0 +Ro η̂1 +Ro2 η̂2 + . . . (43.59d)

We thus refer to the zeroth, first, second, etc. order of the asymptotic expansion. The three
components of the velocity satisfy the non-divergence condition at each order

∇ · v̂n = 0 ∀ n. (43.60)

Practical goal

The practical goal of asymptotic analysis is to develop a closed set of prognostic equations for
functions appearing in the asymptotic expansions (43.59a)-(43.59d). For our purposes, we are

5Also recall our nomenclature, whereby u is the horizontal velocity, so that −∇̂ · û is the non-dimensionalized
horizontal convergence of the horizontal velocity. Also, since η is a function just of the horizontal directions (and

time), ∇̂η̂ is the non-dimensionalized horizontal gradient of the free surface.
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content to stop at the lowest nontrivial order, meaning the point at which there is a prognostic
equation that provides a means to move the system forward in time. Motivation for asymptotic
analysis is to produce an equation set offering a means to focus analysis on dynamics most active
under the regime determined by the chosen non-dimensional parameters. Each higher order in
asymptotic expansion generally produces more accurate solutions, and yet requires more complex
algebraic manipulations. Hence, pursuit of higher order expansions should be undertaken only
after first determining that the lower order equation set remains physically lacking.

Enabling the machinery

At this point we enable the machinery by “turning the crank”. To do so, insert the asymptotic
expansions (43.59a)-(43.59d) into the non-dimensional partial differential equations (43.58a) and
(43.58b). Since the Rossby number, Ro, is arbitrarily small, and all non-dimensional fields are
order unity regardless their order, the only means to maintain self-consistency is for terms to
balance at equal order in Rossby number. Hence, we do not mix terms from different orders of
Rossby number. This point is fundamental to asymptotic methods.

Again, our goal is to establish a set of prognostic equations that allows us to evolve a
state that is arbitrarily close to geostrophic balance. We anticipate that at zeroth order, the
asymptotic method offers us just the geostrophic balance, which has no prognostic value. Hence,
we need to go at least to order Ro1, and hopefully no further since the algebraic tedium increases
with order. With that anticipation and hope (and prior knowledge of what is sufficient), we only
keep track of terms of order Ro0 and Ro1, in which the momentum and continuity equations
become

Ro
D0û0

Dt̂
+ (f̂0 +Ro β̂ ŷ) ẑ × (û0 +Ro û1) = −∇̂(η̂0 +Ro η̂1) (43.61a)

Ro

[
∂η̂0

∂t̂
+ ∇̂ · [(η̂0 − η̂b) û0] + ∇̂ · û1

]
= −∇̂ · û0. (43.61b)

Note that the material time derivative in equation (43.61a) makes use of only the zeroth order
geostrophic horizontal velocity

D0

Dt̂
=

∂

∂t̂
+ û0 · ∇̂. (43.62)

43.5.3 Order Ro0 asymptotic equations
Terms in equations (43.61a) and (43.61b) balancing at order Ro0 are given by

f̂0 × û0 = −∇̂η̂0 (43.63a)

∇̂ · û0 = 0. (43.63b)

The zeroth order velocity equation (43.63a) is the f -plane geostrophic balance. Furthermore,
the vertical component to the curl of equation (43.63a) leads to the horizontal non-divergence
condition, ∇̂ · û0 = 0, which is identical to the zeroth order thickness equation (43.63b). Hence,
the zeroth order horizontal velocity is given by f -plane geostrophy within a single shallow water
layer.

The geostrophic streamfunction

Given the non-divergence condition (43.63b), the zeroth order velocity field can be written in
terms of a geostrophic streamfunction

û0 = −∂ŷψ̂0 and v̂0 = ∂x̂ψ̂0 and ζ̂0 = ∇̂2ψ̂0, (43.64)
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where the zeroth order streamfunction is the ratio of the zeroth order surface height to zeroth
order Coriolis parameter

ψ̂0 = η̂0/f̂0, (43.65)

and we introduced the non-dimensional sgeostrophic relative vorticity

ζ̂0 = ∂x̂v̂0 − ∂ŷû0. (43.66)

The corresponding dimensionful quantities are

ψ = (U L) ψ̂0 and ζ = (U/L) ζ̂0. (43.67)

We dropped the asymptotic label on the dimensional geostrophic streamfunction since it is the
only streamfunction considered in quasi-geostrophy.6

Horizontally non-divergent flow with an undulating free surface

Recall the discussion of horizontally non-divergent flow in Chapter 38, where the vertical velocity
vanishes and the lid pressure renders a surface interface that is rigid and flat. We here also
have a horizontally non-divergent flow, and yet it is within a single shallow water layer with a
free surface that is not flat and that provides a pressure gradient in geostrophic balance with
the Coriolis acceleration. Geostrophy and horizontal non-divergence enforces a free surface
(and hence pressure field) that is related to relative vorticity through the Laplacian operator in
equation (43.64). Furthermore, in the absence of horizontal convergence, there is no means for
the flow to generate a vertical velocity, so that at this order we have

ŵ0 = 0 (43.68)

for shallow water quasi-geostrophy.

43.5.4 Order Ro1 asymptotic equations

Time derivatives appear at order Ro1, with the velocity and thickness equations given by

D0û0

Dt̂
+ f̂0 ẑ × û1 + β̂ ŷ ẑ × û0 = −∇̂η̂1 (43.69a)

D0(η̂0 − η̂b)
Dt̂

= −∇̂ · û1. (43.69b)

These equations appear to be unclosed because the evolution equation for zeroth order (geostrophic)
terms is dependent on first order (ageostrophic) terms. However, the ageostrophic terms can
be eliminated using two steps. First, we produce the vorticity equation from the momentum
equation, which removes the ageostrophic pressure gradient, −∇̂η̂1. Second, combining the vor-
ticity equation and continuity equation eliminates the horizontal convergence of the ageostrophic
velocity, −∇̂ · û1. The second step leads to the quasi-geostrophic potential vorticity equation.
Although details are specific to the present study of shallow water quasi-geostrophy, similar
steps are encountered in other balanced geophysical fluid systems.

6In some of our discussions, it is useful to introduce “g” or “ag” subscripts to distinguish O(Ro0) geostrophic
terms from O(Ro1) ageostrophic terms.
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The geostrophic vorticity equation

Taking the curl of the momentum equation (43.69a) eliminates the ageostrophic pressure gradient,
∇̂η̂1, thus producing the vorticity equation

∂t̂ζ̂0 + (û0 · ∇̂) (ζ̂0 + β̂ ŷ) = −f̂0 ∇̂ · û1. (43.70)

The right hand side term arises from stretching in the presence of planetary rotation, which can
be seen by using continuity to express the right hand side as

−f̂0 ∇̂ · û1 = f̂0 ∂ẑŵ1. (43.71)

Evidently, to this order in Rossby number, stretching arises just from the planetary vorticity, with
stretching due to relative vorticity appearing at a higher order. Since β̂ ŷ is time independent,
we can write the vorticity equation (43.70) using the geostrophic material time derivative

D0 (ζ̂0 + β̂ ŷ)

Dt̂
= −f̂0 ∇̂ · û1. (43.72)

The quasi-geostrophic potential vorticity equation

We need one more step to close the system since the evolution of zeroth order vorticity in
equations (43.70) and (43.72) depends on vortex stretching induced by convergence of the first
order velocity. To eliminate ∇̂ · û1, we substitute from the thickness equation (43.69b), thus
leading to a prognostic equation involving just zeroth order terms

∂[ζ̂0 + β̂ ŷ − f̂0 (η̂0 − η̂b)]
∂t̂

+ û0 · ∇̂[ζ̂0 + β̂ ŷ − f̂0 (η̂0 − η̂b)] = 0, (43.73)

which can be written in the material form

D0

Dt̂

[
ζ̂0 + β̂ ŷ − f̂0 (η̂0 − η̂b)

]
= 0. (43.74)

Finally, we introduce the geostrophic streamfunction ψ̂0 = η̂0/f̂0 (equation (43.65)) to render

D0

Dt̂

[
∇̂2 ψ̂0 + β̂ ŷ + f̂0 η̂b − f̂20 ψ̂0

]
= 0. (43.75)

Equation (43.75) is a statement of the material conservation of quasi-geostrophic potential
vorticity (in its non-dimensional form), where material evolution is defined by the horizontal
geostrophic currents (equation (43.62)). This equation is the culmination of our quest to derive a
prognostic equation for the evolution of geostrophic flow. It enables us to evolve the geostrophic
velocity and geostrophic free surface by accessing, but not explicitly determining, the leading
order ageostrophic motions. Practical use of the quasi-geostrophic method is based on time
stepping the quasi-geostrophic potential vorticity, and then inverting the potential vorticity
equation to diagnose the streamfunction to then determine the geostrophic velocity and free
surface. That inversion requires solving an elliptic boundary value problem (see Chapters 6 and
9), and we present further remarks on inversion in Section 43.6.5.

43.6 Elements of shallow water quasi-geostrophy
The asymptotic analysis of Section 43.5 worked with non-dimensional quantities, which are
suitable for determining the scales required for organizing terms in the asymptotic expansion.
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Now that we have worked through the details, we can make use of that effort to further expose
the physical content of shallow water quasi-geostrophy theory. For that purpose, it is useful to
reintroduce physical dimensions.

43.6.1 Dimensional potential vorticity and streamfunction

To introduce physical dimensions, we invert the relations used in Section 43.3.7

t̂ = t/T (x̂, ŷ) = (x, y)/L ∂t̂ = T ∂t ∇̂ = L∇ (û, v̂) = (u, v)/U (43.76a)

η̂ = η′/H η̂b = η′b/B H = H Ro B = H Ro (43.76b)

f̂0 = fo/fo β̂ ŷ = β y/(Ro fo) = (L/U)β y ζ̂ = (L/U) ζ = L2∇2ψ. (43.76c)

We often drop asymptotic subscripts on dimensional terms to help reduce clutter, though at
times it is useful to introduce a g or ag subscript to distinguish the geostrophic and ageostrophic
components (e.g., see Section 43.6.6).

Starting from the non-dimensional quasi-geostrophic potential vorticity (43.74), the reintro-
duction of dimensions leads to

q̂ = ζ̂0 + β̂ ŷ + f̂0 η̂b − f̂0 η̂0 (43.77a)

=
L

U
(ζ + β y) +

η′b
B
− η′

H
(43.77b)

=
L

U
(ζ + β y) +

η′b
H Ro

− η′

H Ro
(43.77c)

=
L

U

[
ζ + β y − fo (η

′ − η′b)
H

]
(43.77d)

=
L

U

[
ζ + β y − g (η′ − η′b)

fo

1

L2
d

]
(43.77e)

=
L

U

[
ζ + β y − L−2

d (ψ − ψb)
]
, (43.77f)

where Ld =
√
g H/f is the shallow water deformation radius (equation (43.31)), and we introduced

the geostrophic streamfunction7

ψ = (g/fo) η
′. (43.78)

We also wrote the contribution from topography as

ψb = (g/fo) η
′
b, (43.79)

which is a static field. We are thus led to the dimensionful quasi-geostrophic potential vorticity
for a single shallow water layer

q = fo (1 + Ro q̂) = (ζ + f)− L−2
d (ψ − ψb) = f + ψb L

−2
d + (∇2 − L−2

d )ψ. (43.80)

We took the liberty of adding the constant, fo, to the QG potential vorticity, which does not
alter the dynamics but does allow us to introduce the planetary vorticity, f = fo +β y. Evidently,
the dynamically relevant portions of q appear at order Ro, as expected since the zeroth order
theory is f -plane geostrophy, which provides no prognostic capability.

7The geostrophic streamfunction is arbitrary up to a constant. For example, Vallis (2017) defines the
geostrophic streamfunction in his equation (5.69) as ψvallis = g η/fo = ψ + g H/fo, which differs by the constant
g H/fo.
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43.6.2 Contributions to quasi-geostrophic potential vorticity
The quasi-geostrophic potential vorticity (43.80) has three main contributions

q = f + ζ − fo h′/H, (43.81)

where we wrote
L−2

d (ψ − ψb) = f2o /(g H) (g/fo) (η
′ − η′b) = fo h

′/H, (43.82)

with h′ the undulations in the layer thickness due to undulations in the free surface and bottom
topography. Heuristically, we can connect q to the shallow water Q = (f + ζ)/h by

(f + ζ)/h ≈ (f + ζ) (1− h′/H) ≈ H−1 (f + ζ − fo h′/H), (43.83)

where we assumed β y, ζ, and h′ are order Ro whereas fo is order unity. We pursue this expansion
more formally in Section 43.6.4.

It is notable that the quasi-geostrophic potential vorticity, q, is determined by the free surface
height, the bottom topography, and the Coriolis parameter. That is, once f , ηb, and η are
known, then we have q and thus, through inversion, the geostrophic flow is determined. This is
a rather remarkable result that embodies the following variety of physical processes contributing
to potential vorticity, and hence to quasi-geostrophic dynamics.

• planetary vorticity: The contribution f = fo +β y arises from planetary vorticity, with
the dynamically relevant contribution for quasi-geostrophy arising just from the β y term.
The difference, q − f , is sometimes referred to as the relative potential vorticity, in analog
to the relative vorticity, ζ = ζa − f .

• geostrophic relative vorticity: ζ = ∇2ψ = (g/fo)∇2η is the relative vorticity of
the geostrophic flow. The Laplacian operator emphasizes small spatial scales, so that the
relative vorticity is most important at scales at or smaller than the deformation radius.

• effective beta: The contribution from the gradient of planetary vorticity is given by
β y = x · ∇f . Likewise, the contribution from topography is given by

ψb L
−2
d = fo η

′
b/H = (fo/H) (ηb − ηb) ≈ (fo/H)x · ∇ηb, (43.84)

where the approximate expression made use of a Taylor series. These two contributions
can be combined into an effective beta

β y + ψb L
−2
d = x · ∇(f + fo ηb/H) ≈ x · (H − ηb)∇[f/(H − ηb)], (43.85)

with the final approximate expression connecting to the effective beta discussed in Section
39.5.1.

• vertical stretching: As discussed in Section 35.2, shallow water fluids move as vertical
columns that can expand (stretch) and contract (squash). Hence, the term (fo/H)h′

accounts for the contribution to potential vorticity from column stretching and squashing.
It is most important for scales at or larger than those where the relative vorticity is
important; i.e., at or larger than the deformation radius.

• Flow regimes relative to the deformation radius: The term (∇2−L−2
d )ψ signals

two regimes as determined by the deformation radius. For lateral scales on the order
of the deformation radius, both the relative vorticity and vortex stretching make equal
contributions to the potential vorticity. For smaller scales, relative vorticity is more
important whereas for larger scales vortex stretching dominates.
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43.6.3 Connecting to background (resting state) potential vorticity

For some purposes, particularly when studying Rossby waves in Section 55.9, we find it useful to
unpack the material time derivative,

Dq/Dt = ∂tq + ẑ · (∇ψ ×∇q), (43.86)

to expose the role of the potential vorticity contained in a resting fluid. For this purpose, expand
the gradient

∇q = ∇(∇2ψ)−∇ψ/L2
d +∇f +∇ψb/L

2
d , (43.87)

so that
∇ψ ×∇q = ∇ψ ×∇(∇2ψ) +∇ψ × (∇f +∇ψb/L

2
d ). (43.88)

The second term on the right hand side can be written in terms of the resting state potential
vorticity

∇f +∇ψb/L
2
d = ∇f + (fo/H)∇η′b = ∇f − (fo/H)∇(H − η′b) ≈ H∇(f/Hr) = H∇Qr, (43.89)

where Hr = H − η′b is the thickness of the resting fluid, and Qr is the potential vorticity of the
resting fluid. The approximation in the penultimate step follows from assuming η′b/H = O(Ro),
as per the quasi-geostrophic scaling in Section 43.5.1.

Bringing the pieces together leads us to write the material time evolution of quasi-geostrophic
potential vorticity as

(fo/g)Dq/Dt = ∂t [(L
−2
d −∇2) η′]−H ẑ · (∇η′ ×∇Qr)− (g/fo) ẑ · [∇η′ ×∇(∇2η′)]. (43.90)

The second term on the right hand side arises from geostrophic advection of the potential
vorticity in the resting fluid. This linear term is fundamental to the Rossby wave dispersion
relation studied in Section 55.9. The nonlinear term on the right hand side arises from advection
of the geostrophic relative vorticity by the geostrophic velocity. This term is generally ignored
when studying small amplitude wave fluctuations. Furthermore, it is notable that this term
vanishes identically for plane waves (see Section 55.9.2 for more discussion).

43.6.4 Connecting to Rossby’s shallow water potential vorticity

We here determine how potential vorticity for shallow water quasi-geostrophy relates to Rossby’s
shallow water potential vorticity studied in Chapter 39. For that purpose, recall that the
potential vorticity for a single layer of shallow water fluid is (Section 39.3)

Q =
f + ζ

h
, (43.91)

where h = H + η′ − η′b (equation (43.4)) is the layer thickness.

To connect to the quasi-geostrophic potential vorticity, we non-dimensionalize the potential
vorticity and then perform an asymptotic expansion to order Ro1. For this purpose, use the
scaling relations from Section 43.3.7 to write the geostrophic relative vorticity as

ζ = ∇2ψ = (g/fo)∇2η′ = (gH)/(fo L
2) ∇̂2η̂ = (g H Ro)/(fo L

2) ζ̂0 = fo Ro (Ld/L)
2 ζ̂0, (43.92)

as well as

h = H +H Ro (η̂ − η̂b) (43.93a)

f = fo (f̂0 +Ro β̂ ŷ). (43.93b)
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Taking the ratio and expanding to order Ro1 leads to

f + ζ

h
=
fo
H

[
f̂0 +Ro (Ld/L)

2 ζ̂0 +Ro β̂ ŷ

1 + Ro (η̂ − η̂b)

]
(43.94a)

≈ fo
H

+
fo Ro

H

[
−f̂0 (η̂ − η̂b) + (Ld/L)

2 ζ̂0 + β̂ ŷ
]

(43.94b)

=
fo
H

+
fo Ro

H

[
(Ld/L)

2 ζ̂0 + β̂ ŷ − f̂0 (η̂ − η̂b)
]

(43.94c)

=
fo
H

+
fo Ro

H

[
ζ

fo Ro
+

β y

fo Ro
− η′

H
+
η′b
B

]
(43.94d)

=
1

H

[
ζ + fo + β y − fo (η

′ − η′b)
H

]
(43.94e)

= q̂ U/(H L) (43.94f)

= q/H. (43.94g)

We are thus led to the relation between the shallow water potential vorticity and the quasi-
geostrophic shallow water potential vorticity

f + ζ

h
=

q

H

[
1 +O(Ro2)

]
. (43.95)

As noted in Section 43.5.1, this connection between the potential vorticities only holds when
assuming deviations in both the bottom topography and free surface scale according to the
Rossby number, η′ = HRo and η′b = BRo, thus allowing us to combine η̂ and η̂b in the thickness
equation (43.93a). That is, we must assume that both the planetary beta and topographic beta
are on the order of Ro1.

The identity (43.95) is a consequence of the asymptotic expansion of the velocity and
thickness equations. We could alternatively invert our development of quasi-geostrophy by using
the quasi-geostrophic potential vorticity as the basis for deriving the governing equations. We
pursue that approach to derive the layered quasi-geostrophic equations in Section 43.6.10.

43.6.5 Geostrophic flow via potential vorticity inversion

Here are the key pieces to single layer shallow water quasi-geostrophic theory:

u = ẑ ×∇ψ and ζ = ẑ · ∇ × u = ∇2ψ and q = f + ζ − L−2
d (ψ − ψb) (43.96a)

ψ = (g/fo) η
′ and ψb = (g/fo) η

′
b and Ld =

√
g H/fo. (43.96b)

Note that we can choose to use the full free surface height, η = η′ + η, and bottom topography,
ηb = η′b − ηb, since doing so only adds a dynamically irrelevant constant to ψ, ψb, and q.

As seen in Section 43.5.4, evolution of the geostrophic flow is determined by material
evolution of the quasi-geostrophic potential vorticity following the horizontal geostrophic flow.
This evolution equation takes on the dimensional form

Dq

Dt
= (∂t + u · ∇) q = ∂tq + ẑ · (∇ψ ×∇q) = ∂tq + J(ψ, q), (43.97)

where the final equality introduced the Jacobian operator

J(ψ, q) = ẑ · (∇ψ ×∇q) = ∂xψ ∂yq − ∂yψ ∂xq. (43.98)

For a perfect fluid, the quasi-geostrophic potential vorticity is materially constant, whereas more
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general flows have forcing and dissipation so that

Dq

Dt
= forcing− dissipation. (43.99)

As a method to evolve the quasi-geostrophic state forward in time, we first update the
potential vorticity to a new time step. Thereafter, we must diagnose the streamfunction,
ψ = g η/fo, by solving the elliptic boundary value problem for ψ,

(∇2 − L−2
d )ψ = q − f − ψb/L

2
d , (43.100)

at which point we have the updated free surface and updated velocity. This same inversion
method was outlined for time stepping the two-dimensional non-divergent barotropic model in
Section 38.2.6. It is here referred to as potential vorticity inversion.

The streamfunction equation (43.100) is a forced Helmholtz equation (Section 6.7.3), which
is an elliptic partial differential equation.8 While q results from taking derivatives of ψ, the
streamfunction results from taking integrals of q. Consequently, maps of the potential vorticity
have more structure at the high wave numbers (small scales) relative to the streamfunction.
Writing the potential vorticity in equation (43.100) as

(∇2 − L−2
d ) (ψ − ψb) = q − f − L−2

d ∇2ψb (43.101)

offers us further interpretations, based on properties of the horizontal Laplacian operator. Namely,
regions of relatively low ψ − ψb correspond to regions of relatively high q − f − L−2

d ∇2ψb, and
vice versa. For a flat bottom where ψb is a constant, relatively low sea level regions (low pressure
regions) correspond to regions of relatively high q−f . Finally, on the f -plane with a flat bottom,
relatively low pressure regions correspond to relatively high potential vorticity regions.

43.6.6 Evolution of quasi-geostrophic vorticity, velocity, and free surface

When making use of the potential vorticity inversion method from Section 43.6.5, we are
unconcerned with the velocity equation and the free surface equation. Rather, it is sufficient
to invert the potential vorticity equation (43.100) to find the streamfunction, from which both
the velocity and the free surface are diagnosed. Even so, there are physical insights resulting
from analysis of the quasi-geostrophic velocity, vorticity, and free surface. We here discuss these
equations and identify a notable ambiguity in their specification.

Quasi-geostrophic absolute vorticity equation

Reintroducing dimensions to the non-dimensional quasi-geostrophic vorticity equation (43.70)
leads to

(∂t + ug · ∇) (ζg + f) = −fo∇ · uag, (43.102)

which takes on the equivalent form using the geostrophic material time derivative9

Dg(ζg + f)

Dt
= −fo∇ · uag with

Dg

Dt
= ∂t + ug · ∇. (43.103)

8We can mathematically formulate the inversion problem using the Green’s function method for elliptic
operators studied in Chapter 9.

9It is important to remember our notation for the velocity, in which ug is horizontal so that ug ·∇ = ug ∂x+vg ∂y.
See also equation (43.106).
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In these equations we introduced subscripts to distinguish the geostrophic velocity and corre-
sponding free surface height,

fo ẑ × ug = −g∇ηg, (43.104)

from the ageostrophic velocity, uag, and ageostrophic free surface height, ηag. We have already
discussed the vorticity equation (43.103) in its non-dimensional form. There, we emphasized the
central role of the horizontal convergence of the ageostrophic flow in providing a source for the
geostrophic material time evolution of the geostrophic absolute vorticity.

Quasi-geostrophic velocity and free surface equations: Version I

The velocity and free surface equations are determined by the order Ro1 equations derived in
Section 43.5.4. These equations take on the following dimensional form

∂tug + (ug · ∇)ug + (fo + β y) ẑ × ug + fo ẑ × uag = −g∇(ηg + ηag) (43.105a)

∂t(ηg − ηb) + (ug · ∇) (ηg − ηb) = −H∇ · uag. (43.105b)

The ageostrophic velocity generally has a nonzero horizontal convergence. Even so, it is three
dimensionally non-divergent since the fluid layer has constant density. Hence, vertical component
to the ageostrophic velocity satisfies

vag = uag + ẑwag with ∇ · vag = ∂xuag + ∂yvag + ∂zwag = 0. (43.106)

Cancelling the geostrophic balance (43.104) from the velocity equation (43.105a), making use of
continuity (43.106), and introducing the geostrophic material time derivative (equation (43.103))
leads to

Dgug

Dt
+ (β y) ẑ × ug + fo ẑ × uag = −g∇ηag (43.107a)

Dg(ηg − ηb)
Dt

= H ∂zwag. (43.107b)

Quasi-geostrophic velocity and free surface equations: Version II

As seen in Section 43.5.4, we eliminate the ageostrophic pressure gradient, −g∇ηag, by forming
the quasi-geostrophic vorticity equation. The resulting source term arises from convergence
of the ageostrophic flow, −fo∇ · uag, with continuity equating this vorticity source to vortex
stretching by the ageostrophic flow in a rotating reference frame, −fo∇ · uag = fo ∂zw (see
equation (43.103)). Evidently, the vorticity equation is unchanged if the ageostrophic free surface
is modified by an arbitrary scalar function, since that function is annihilated when taking the
curl to form the vorticity equation. Likewise, the ageostrophic velocity is arbitrary up to a
horizontally non-divergent velocity, since that extra non-divergent velocity also plays no role in
the vorticity equation.

The ambiguity in specifying ηag and uag is constrained, as revealed by taking the divergence
of the velocity equation (43.107a) and noting that ∇ · ug = 0, in which case

g∇2ηag = 2 J(ug, vg) + β (y ζg − ug) + fo ζag, (43.108)

where we used

∇ · (β y ẑ × ug) = −β y ζg + β ug (43.109a)

∇ · (fo ẑ × uag) = −fo ζag (43.109b)

∇ · ∂tug = ∂t(∇ · ug) = 0 (43.109c)
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∇ · [∂tug + (ug · ∇)ug] = −2 J(ug, vg), (43.109d)

with
ζag = ∂xvag − ∂yuag (43.110)

the relative vorticity contained in the horizontal ageostrophic flow. The constraint (43.108)
means that adding a horizontally non-divergent velocity, ũ, to the ageostrophic velocity, uag,
requires a corresponding modification to the free surface via η̃ added to ηag, in which η̃ satisfies
the Poisson equation

g∇2η̃ = fo ẑ · (∇× ũ). (43.111)

Again, these ambiguities arise in quasi-geostrophy since potential vorticity inversion is
sufficient to specify evolution of the flow and free surface, with ηag and uag having no affect on
the quasi-geostrophic potential vorticity. We refer to this freedom as a gauge freedom. Following
Section 6.3 of Holton and Hakim (2013), a convenient gauge choice sets ηag = 0 so that all
ageostrophic effects live within the ageostrophic flow, uag + ẑwag. In this case the momentum
equation (43.107a) takes on the particularly tidy form

Dgug

Dt
+ (β y) ẑ × ug + fo ẑ × uag = 0, (43.112)

so that the f -plane ageostrophic Coriolis acceleration is the only means for the ageostrophic
flow to affect the geostrophic flow. The ηag = 0 gauge choice amounts to expanding the velocity
fields in the asymptotic series (43.59a)–(43.59c), whereas the free surface appears only at zeroth
order.10 The corresponding divergence equation (43.108) reveals that the ageostrophic relative
vorticity is diagnosed from the geostrophic flow according to

fo ζag = −2 J(ug, vg)− β (y ζg − ug). (43.113)

43.6.7 Unpacking quasi-geostrophic evolution
Evolution of the quasi-geostrophic state occurs via the geostrophic material evolution of potential
vorticity and then potential vorticity inversion (Section 43.6.5). This perspective is complete
and elegant, and it encompasses a wealth of processes. To help expose those processes, and thus
to reveal the fine tuned nature of quasi-geostrophic evolution, consider the evolution equation
(43.112) for the geostropic velocity along with equation (43.107b) for the free surface, written in
the form

Dgug

Dt
= −(β y) ẑ × ug − fo ẑ × uag (43.114a)

Dgηg
Dt

=
Dgηb
Dt

+H ∂zwag. (43.114b)

The quasi-geostrophic flow retains a geostrophically balanced state, fo ẑ × ug = −g∇ηg, at each
point in space and for each time instance.11 Consequently, geostrophic balance is maintained for
an observer following a fluid particle moving with the horizontal geostrophic velocity, ug, so that

Dg

Dt
(fo ẑ × ug + g∇ηg) = 0. (43.115)

Performing the material time derivatives in equation (43.115), and making use of the evolution

10We know of no other gauge choice discussed in the literature.
11Maintaining geostrophic balance at each point in space and time is a constraint analogous to the non-divergent

flow condition maintained by a Boussinesq ocean. In that case, the pressure field satisfies an elliptic partial
differential equation that ensures the flow satisfies non-divergence (see Section 29.3).
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equations (43.114a) and (43.114b), lead to the balance

fo β yug + gQ(ηg) + g∇ (ug · ∇ηb)︸ ︷︷ ︸
geostrophic

+ f2o uag + g H∇∂zwag︸ ︷︷ ︸
ageostrophic

= 0, (43.116)

where we used

Dg(∇ηg)/Dt = ∇ (Dgηg/Dt) +Q
(ηg) = ∇ (ug · ∇ηb) +H∇(∂zwag) +Q

(ηg). (43.117)

Q(ηg) is a vector arising from the nonlinear coupling of horizontal shears in the geostrophic flow
with gradients in the free surface

gQ(ηg) = −g x̂ ∂xug · ∇ηg − g ŷ ∂yug · ∇ηg (43.118a)

= fo x̂ [∂xug · (ẑ × ug)] + fo ŷ [∂yug · (ẑ × ug)] (43.118b)

= fo x̂ [ẑ · (ug × ∂xug)] + fo ŷ [ẑ · (ug × ∂yug)], (43.118c)

where the second equality used the geostrophic balance. If any process contributes to changes in
one of the terms in the balance (43.116), then the other terms compensate to retain the balance
and thus to retain geostrophy.

The special case of a flat bottom β-plane is of particular interest, in which case the nonlinear
geostrophic term, Q(ηg), balances the ageostrophic terms

gQ(ηg) = −[f2o uag + g H∇∂zwag]. (43.119)

For example, if Q(ηg) grows, say from a wave or instability, ageostrophic processes arise to
compensate, thus preserving the balance (43.119) and, by extension, preserving geostrophy.
From its definition (43.118a), for Q(ηg) to be nonzero requires the geostrophic flow to not be
parallel to its horizontal shear. For example, geostrophic flow along a straight front (say, with
ug = x̂ug(y) and ∇ηg = ŷ ∂yηg) has Q(ηg) = 0, whereas Q(ηg) ̸= 0 for fronts with curvature.
Hoskins (1975) and Section 6.5 of Holton and Hakim (2013) provide a thorough discussion of
this term and its role in the dynamics of atmospheric fronts.

43.6.8 Energetics of quasi-geostrophic flows

To derive the energetic balances within an unforced quasi-geostrophic shallow water flow, we
start by multiplying the potential vorticity equation by the streamfunction

ψ ∂tq + ψu · ∇q = 0. (43.120)

The time tendency term can be written

ψ ∂tq = ψ (∂tζ − L−2
d ∂tψ) (43.121a)

= ψ∇ · (∇∂tψ)− (1/2)L−2
d ∂t(ψ)

2 (43.121b)

= ∇ · (ψ∇∂tψ)−∇ψ · ∇(∂tψ)− (1/2)L−2
d ∂t(ψ)

2 (43.121c)

= ∇ · (ψ∇∂tψ)− ∂t(u · u+ L−2
d ψ2)/2, (43.121d)

whereas the advection term can be written

ψu · ∇q = ψ∇ · (u q) = ∇ · (ψu q)−∇ψ · u q = ∇ · (ψu q), (43.122)

where we used
∇ψ · u = ∇ψ · (ẑ ×∇ψ) = 0. (43.123)
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We are thus led to the energy equation for shallow water quasi-geostrophy

∂t(u · u+ L−2
d ψ2)/2 = ∇ · (ψ∇∂tψ + u q ψ). (43.124)

The first term on the left hand side is the kinetic energy per mass. The second term is the
available potential energy per mass, where the available potential energy is proportional to the
free surface height undulation (Section 36.5.6)

L−2
d ψ2 = f2o /(g H) (g2/f2o ) (η

′)2 = (g/H) (η′)2 = c2grav (η
′/H)2, (43.125)

where the final step introduced the shallow water gravity wave speed cgrav =
√
g H.

43.6.9 Considering topography to be O(Ro0)

In our treatment of quasi-geostrophy, we assumed the topographic undulations to be on the
order of Ro. Doing so ensured asymptotic consistency by combining η′ and η′b into an order
Rossby number fluctuation of the layer thickness. We just encountered this need in Section
43.6.4 when connecting quasi-geostrophic potential vorticity to Ertel potential vorticity (see also
Section 43.5.1). What happens if we allow for arbitrarily large topographic undulations? It
is not uncommon to examine how an asymptotic theory performs when outside of its formal
regime of validity, particularly with the advent of numerical codes to facilitate such studies. In
many cases the theories continue to provide provocative, and sometimes physically relevant,
information.

To see what happens, consider the quasi-geostrophic PV equation

(∂t + u · ∇) [ζ + β y + L−2
d (ψb − ψ)] = 0. (43.126)

If ψb order Ro0, whereas the other terms are order Ro, then to leading order the potential
vorticity is given by the static term, L−2

d ψb, so that material conservation of potential vorticity
reduces to

u · ∇ψb = 0 =⇒ u · ∇ηb = 0. (43.127)

This constraint means that the f -plane geostrophic flow is constrained to flow along lines of
constant topography (isobaths), in which case the geostrophic streamfunction satisfies

(f/g)u · ∇ηb = ẑ · (∇η ×∇ηb) ≡ J(η, ηb) = 0. (43.128)

Evidently, the order unity bottom topography undulations provide a constraint on the quasi-
geostrophic flow, making the flow align with the bottom topography and in turn aligning surface
height undulations with bottom undulations. We uncovered this constraint in our analysis of
topographic form stress in Section 39.7.6. We also discussed this flow as a particular realization
of the two-dimensional non-divergent barotropic flow in Section 38.1.4.

43.6.10 Two layer quasi-geostrophy

In Section 35.4 we developed the equations for an adiabatic stacked shallow water model. We here
specialize those equations to a two-layer quasi-geostrophic model, with extensions to multiple
layers following straightforwardly. Rather than pursue the formal asymptotic methods used
previously, we here make use of our observation in Section 43.6.4 concerning the connection
between shallow water and quasi-geostrophic potential vorticities.

To get started, recall from Section 39.3.6 that the shallow water potential vorticity for an
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arbitrary layer, labelled by the index k, is given by

Qk =
f + ζk
hk

, (43.129)

As in Section 43.6.2, we assume β y, ζk, and h
′
k scale as Ro, in which case we have the quasi-

geostrophic potential vorticity for each layer

qk = f + ζk − fo h′k/H, (43.130)

where ζk is here the geostrophic relative vorticity for layer k.

From our asymptotic analysis earlier in this section, the toughest part of that analysis
concerned derivation of the quasi-geostrophic potential vorticity equation. In the present
approach, we already have the potential vorticity for each layer via equation (43.130). What we
need is the velocity field to advect it. Again, we know what that velocity is: it is the f -plane
geostrophic velocity for each layer. The 2-layer velocity equations are given by equations (35.75a)
and (35.75b), with their geostrophic components determined by

fo ẑ × u1 = −g∇(η′b + h′1 + h′2) (43.131a)

fo ẑ × u2 = −∇
[
gr

1/2 (η
′
b + h′1 + h′2) + gr

3/2 (η
′
b + h′2)

]
. (43.131b)

In these equations we set the applied atmospheric pressure to a constant, and made use of the
reduced gravities at the layer interfaces are

gr

1/2 = g (ρ1 − ρatm)/ρref ≈ g and gr

3/2 = g (ρ2 − ρ1)/ρref , (43.132)

with the Boussinesq reference density taken as ρref = ρ1. Furthermore, we assume ρatm ≪ ρref so
that the top interface reduced gravity is well approximated by the full gravity. From equations
(43.131a) and (43.131b) we can identify the geostrophic streamfunctions

ψ1 = (g/fo) (η
′
b + h′1 + h′2) (43.133a)

ψ2 = (1/fo)
[
gr

1/2 (η
′
b + h′1 + h′2) + gr

3/2 (η
′
b + h′2)

]
, (43.133b)

so that the layer geostrophic velocities are given by

u1 = ẑ ×∇ψ1 and u2 = ẑ ×∇ψ2. (43.134)

We thus proceed with the usual quasi-geostrophic method, whereby evolution is determined by
the material time changes of the potential vorticity with advection given by the layer geostrophic
flow

(∂t + uk · ∇)qk = 0. (43.135)

43.6.11 Rigid lid shallow water quasi-geostrophy

We studied the horizontally non-divergent barotropic model in Chapter 38, whereby the full
velocity field has zero horizontal divergence, thus leading to a rigid surface boundary. Gradients
in the lid pressure drive the flow, with the lid pressure required to maintain the non-divergence
constraint on the horizontal flow. For a single layer of quasi-geostrophic shallow water fluid, the
rigid lid approximation means that the external deformation radius goes to infinity, so that the
quasi-geostrophic potential vorticity reduces to the absolute geostrophic vorticity

Ld →∞ =⇒ q = ζ + f. (43.136)
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That is, the single rigid layer reduces to the non-divergent barotropic model in Chapter 38.

For more than one layer, we follow the rigid lid stacked shallow water model discussed in
Section 35.4.5. In this case, the rigid upper surface means that η′1/2 = 0 so that fluctuations in
the upper layer are given just by that of its lower interface

h′1 = η′1/2 − η′3/2 = −η′3/2. (43.137)

As a result, the upper layer potential vorticity is given by

q1 = f + ζ1 − fo h′1/H = f + ζ1 + fo η
′
3/2/H. (43.138)

43.6.12 Further study

Section 6.4 of Holton and Hakim (2013) provides an insightful discussion of potential vorticity
inversion for example atmospheric flows.

43.7 Non-dimensional Boussinesq ocean equations

In this section we non-dimensionalize the continuously stratified Boussinesq ocean equations. As
part of this process we identify a variety of non-dimensional numbers that characterize the flow.
As for the shallow water system in Section 43.4, continuously stratified planetary geostrophy
is rather simple to derive, so that the detailed work in this section is arguably not necessary.
However, the details here are essential for systematically deriving the continuously stratified
quasi-geostrophic theory pursued in Chapter 45.

Our starting point is the perfect fluid stratified hydrostatic Boussinesq equations (Section
29.1.6)

Du

Dt
+ f ẑ × u = −∇hφ (43.139a)

∂φ

∂z
= b (43.139b)

Db

Dt
= 0 (43.139c)

∇ · v = 0, (43.139d)

where v = (u, w) is the three-dimensional velocity written using Cartesian coordinates, b =
−g (ρ− ρo)/ρo is the Archimedian buoyancy relative to a constant reference density, ρo, with ρ
the density. We also write φ = δp/ρo for the dynamic pressure (dimensions of L2 T−2), and
∇h = (∂x, ∂y, 0) for the horizontal gradient operator. We separate a background vertical buoyancy
profile from a space-time fluctuating buoyancy

b = b̃(z) + b′(x, y, z, t), (43.140)

and introduce the corresponding background squared buoyancy frequency

N2(z) =
db̃(z)

dz
. (43.141)

The background stratification is not determined by the quasi-geostrophic theory. Rather, it is
assumed to be a prescribed function.

page 1250 of 2158 geophysical fluid mechanics



43.7. NON-DIMENSIONAL BOUSSINESQ OCEAN EQUATIONS

With the above decomposition, the buoyancy equation (43.139c) takes the form

Db′

Dt
+ wN2 = 0. (43.142)

We also introduce an associated decomposition of the hydrostatic pressure

φ = φ̃(z) + φ′(x, y, z, t) (43.143)

where φ̃ is hydrostatically balanced by b̃

dφ̃

dz
= b̃, (43.144)

and the fluctuating pressure, φ′, is hydrostatically balanced by b′

∂φ′

∂z
= b′. (43.145)

43.7.1 Dimensional parameters
As for the shallow water discussion in Section 43.3.1, we have the following dimensional parameters
for the perfect Boussinesq fluid.

• length scales

⋆ H = length scale of a typical vertical structure in the fluid (e.g., the depth of the
ocean pycnocline or height of the atmospheric tropopause). This scale is affected by
the prescribed vertical stratification, N(z).

⋆ L = horizontal/lateral length scale of the flow (e.g., Gulf Stream rings, atmospheric
synoptic weather pattern, ocean gyre).

⋆ Re = radius of the planet.

• velocity scales

⋆ U = horizontal velocity scale for fluid motion.

⋆ W = vertical velocity scale for fluid motion.

• pressure and buoyancy scales: Pressure is a contact force, acting on the boundary of
an arbitrary fluid region, and buoyancy arises from the gravitational force that acts to
raise or lower a fluid element depending on its density relative to the environment. They
have scales given by the following.

⋆ Φ = scale for pressure fluctuations, φ′ (dimensions of pressure divided by density =
length scale × acceleration).

⋆ B = scale of buoyancy fluctuations, b′ (dimensions of acceleration).

• body forces: There are two body forces acting on the fluid, one from gravity and one
from Coriolis.

⋆ g = gravitational acceleration

⋆ f = Coriolis frequency.

Contrary to the shallow water discussion in Section 43.3.1, we do not introduce a wave speed
since it does not affect the asymptotics considered here. Also, we do not introduce a scale for
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the bottom topography undulations, since for planetary geostrophy there is no constraint on
topographic undulations. However, for quasi-geostrophy in Chapter 45 we follow the approach
used for shallow water in Section 43.3.5 by assuming topographic undulations scale like the
Rossby number. Further details of the bottom boundary conditions and their scaling are detailed
in Section 45.6.

43.7.2 Physical dimensions and non-dimensional parameters
There are two physical dimensions in the Boussinesq system: length, L, and time, T . As for the
shallow water system, there is no need to consider a mass dimension since mass is determined
by the density (buoyancy) and volume. The Buckingham-Π theorem then says there are

Ndimensionless = 9− 2 = 7 (43.146)

non-dimensional parameters.

43.7.3 Choosing the non-dimensional parameters
Following the shallow water discussion in Section 43.3.4, we choose the following non-dimensional
parameters.

1. vertical to horizontal aspect ratio: The ratio of the vertical length scale to the
horizontal length scale of the flow defines the aspect ratio

δvertical/horizontal =
vertical length scale

horizontal length scale
=
H

L
. (43.147)

2. ratio of horizontal scale to planetary scale: The ratio of the horizontal length
scale of the flow to the planetary radius is given by

δhorizontal/planet =
horizontal length scale

planetary length scale
=

L

Re

. (43.148)

3. Ratio vertical to horizontal velocity scales: The ratio of the vertical to horizontal
velocity scales is given by

vertical velocity scale

horizontal velocity scale
=
W

U
. (43.149)

4. Hydrostatic number: The hydrostatic number is the ratio of the pressure fluctuation
scale to the buoyancy fluctuation scale,

pressure fluctuations

buoyancy fluctuations
=

Φ/H

B
. (43.150)

5. Rossby number: The Rossby number is the ratio of the fluid particle acceleration scale
to the Coriolis acceleration

Ro =
particle acceleration

Coriolis acceleration
=

U

f L
. (43.151)

As in Section 43.3.4, we assume that the time scale is advective

T ∼ L/U =⇒ Ro = U/(f L) = (f T )−1. (43.152)
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6. Geostrophic number: The ratio of the Coriolis acceleration to the pressure gradient
acceleration defines the geostrophic number

Ge =
Coriolis acceleration

pressure gradient acceleration
. (43.153)

The Coriolis acceleration scales as

Coriolis acceleration ∼ f U (43.154)

whereas the pressure gradient acceleration from the fluctuating pressure, φ′, scales as

pressure gradient acceleration ∼ Φ/L, (43.155)

so that

Ge =
Coriolis acceleration

pressure gradient acceleration
=

f U

(Φ/L)
. (43.156)

7. ratio of fluctuating stratification to background stratification: The ratio
of the buoyancy frequency arising from the fluctuating buoyancy, B/H, to the background
squared buoyancy frequency, N2(z), is given by

fluctuating squared buoyancy frequency

background squared buoyancy frequency
=

B/H

N2(z)
. (43.157)

43.7.4 Relating the buoyancy scale to the Coriolis acceleration scale

The fluctuating buoyancy, b′, and fluctuating pressure, φ′, have scales related through the
hydrostatic balance. Hence, taking a unit hydrostatic number from equation (43.150) renders

B = Φ/H. (43.158)

Additionally, assuming geostrophic scaling as per equation (43.156) means that the fluctuating
pressure has a scale related to the Coriolis acceleration scale according to

Φ = U f L. (43.159)

Evidently, the scale for the fluctuating buoyancy is given by

B = f U (L/H). (43.160)

We emphasize that the scale for pressure fluctuation, Φ = U f L, is distinct from the non-rotating
case considered in Section 29.2.3, where Φ = U2.

43.7.5 Richardson number and QG/PG flow regimes

The Richardson number provides a measure of the stabilizing effects from vertical stratification
versus the destabilizing effects from vertical shear

Ri =
vertical stratification

vertical shear
. (43.161)

CHAPTER 43. MODELS OF NEARLY GEOSTROPHIC FLOWS page 1253 of 2158



43.7. NON-DIMENSIONAL BOUSSINESQ OCEAN EQUATIONS

More precisely, the Richardson number is given by the ratio of the squared buoyancy frequency
to the squared vertical shear of the horizontal velocity

Ri =
N2

|∂zu|2
. (43.162)

In regions where Ri < 1, the vertical shear is stronger than the stabilizing effects from vertical
stratification. In regions with small Richardson numbers, there is enough kinetic energy in the
vertical shear to extract potential energy from the stratification, and this extraction process
occurs via a vertical shear instability as studied in Chapter 61. In contrast, for large-scale highly
stratified flow, the Richardson number is quite large, with Ri ∼ 100 common. Large Richardson
number flow regimes are where quasi-geostrophy is relevant (Chapter 45).

Given the fundamental role of the Richardson number for stratified fluid motions, it is
useful to introduce it as one of our dimensionless parameters. Namely, we define the vertically
dependent Richardson number scale as

Ri(z) =
N2(z)

(U/H)2
, (43.163)

where we set the vertical length scale to H, the horizontal velocity scale to U , and the squared
buoyancy frequency to the background value, N2(z), introduced by equation (43.141). Retaining
vertical dependence to the background buoyancy frequency means that the Richardson number
scale is also vertically dependent.

The Richardson number scale can be related to the Rossby and Burger numbers through

Bu(z) =

[
Ld(z)

L

]2
=

[
N(z)H

f L

]2
=

U2Ri(z)

U2/(Ro)2
= (Ro)2Ri(z). (43.164)

Evidently, vertical dependence to the prescribed background buoyancy frequency makes the
Burger number and Richardson number vertically dependent, as well as the deformation radius.

One further way to write the Burger number is by introducing the angle φ defined by the
vertical and horizontal length scales

tanφ ≡ H/L (43.165)

in which case

Bu =

[
Ld

L

]2
=

[
N H

f L

]2
= (Ro)2Ri = [(N/f) tanφ]2. (43.166)

When tan2 φ is set according to the slope of the ocean bottom, then [(N/f) tanφ]2 is known as
the slope Burger number (MacCready and Rhines, 1993; Peterson and Callies, 2022).

The horizontal length scales, L, for quasi-geostrophic flows are assumed to be on the order
of the deformation radius, Ld, in which case the Burger number is close to unity. The relation
(43.164) means that the Richardson number scales as

Ri ∼ (Ro)−2 quasi-geostrophic flow regime. (43.167)

For atmospheric flows with a Rossby number order 1/10, quasi-geostrophic flow regimes are
realized with a Richardson number ∼ 100. For the ocean, the Rossby number can be even
smaller, in which case quasi-geostrophic flows are characeterized by an even larger Richardson
number. For planetary geostrophy, the Burger number is small. Hence, planetary geostrophic
flows are characterized by somewhat smaller Richardson numbers than quasi-geostrophic flows.
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43.7.6 The Rossby deformation radius
The combined effects of buoyancy and rotation yield the richness of continuously stratified
planetary geostrophic and quasi-geostrophic motions. Hence, the buoyancy frequency and the
Coriolis parameter play central role in characterizing these flow regimes. The ratio of these two
frequencies, N/f , in regions of nontrivial vertical stratification is typically around 100. Hence,
rotational inertial oscillations (usually just called inertial oscillations; Section 14.4) have about
100 times longer period, 2π/f , than buoyancy oscillations with period 2π/N .

Letting the squared buoyancy frequency, N2, refer to a value typical of a particular flow
regime, one can define the Rossby deformation radius

Ld = H (N/f). (43.168)

As defined, the deformation radius is the vertical length scale multiplied by the ratio of the buoy-
ancy frequency to the Coriolis frequency. The ratio, f/N , appears frequently in rotating/stratified
fluids, and is sometimes called the Prandtl ratio

Prandtl ratio = f/N. (43.169)

With H ≈ 1 km and N/f ≈ 100, the Rossby deformation radius is roughly 100 km. This
length scale measures the relative importance of stratification and rotation. Depending on the
ratio L/Ld, we can have large or small stratification fluctuations relative to the background
stratification. Furthermore, as studied in Chapter 62, the deformation radius sets the scale for
unstable baroclinic waves leading to baroclinically unstable flow.

For some context, recall the shallow water deformation radius is given by equation (43.31),
Ld =

√
g H/f , which is the ratio of the gravity wave speed to Coriolis frequency. With

N = 100 f = 10−2 s−1 and H = 103 m, the shallow water deformation radius is about an order
of magnitude larger than the internal deformation radius. This scale difference means that the
characteristic length scales, as set by Ld, are much larger in a single layer of shallow water fluid
than in a stratified fluid.

43.7.7 Assumed values for the non-dimensional parameters
We now enumerate the assumed values for the non-dimensional parameters, again following the
choices made for the shallow water layer in Section 43.3.5. These assumptions are guided by the
flow regimes of interest.

1. small vertical to horizontal aspect ratio: The aspect ratio is generally small for
large-scale atmospheric and oceanic flows

δvertical/horizontal ≪ 1. (43.170)

This assumption is part of the hydrostatic approximation (Section 27.2), and as such it is
a necessary scaling for any asymptotic theory based on a hydrostatic starting point.

2. small or order one ratio of horizontal to planetary scales: The ratio of the
horizontal length scale of the flow to the planetary radius is small for quasi-geostrophic
systems, whereas the ratio is order unity for planetary geostrophy

δhorizontal/planet ≪ 1 quasi-geostrophy (43.171a)

δhorizontal/planet ∼ 1 planetary geostrophy. (43.171b)

For example, the vertical length scale could be determined by the averaged depth of the
pycnocline in the ocean, or the averaged height of the tropopause in the atmosphere. For
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the horizontal length scale in quasi-geostrophic theory, we might choose the scale of a Gulf
Stream ring in the ocean or synoptic weather pattern in the atmosphere. Alternatively, we
might choose the laterial scale of an ocean gyre for planetary geostrophy.

3. small ratio of vertical to horizontal velocity scales: The continuity equation
implies

W/H = U/L, (43.172)

so that
W = U (H/L). (43.173)

As noted above, for a hydrostatic fluid the vertical to horizontal aspect ratio, H/L, is small,
so that the vertical velocity scale is smaller than the horizontal velocity scale. Furthermore,
when the fluid is close to geostrophically balanced, the vertical velocity scale is even smaller,
by a factor of Ro. We see that factor emerge in the following scale analysis.

4. Unit hydrostatic number: The hydrostatic balance (43.139b) means that the scales
for a buoyancy fluctuation and pressure fluctuation are related by (see equation (43.150))

Φ = H B. (43.174)

5. Small Rossby number: The Rossby number is assumed small

Ro = U/(f L) = (f T )−1 ≪ 1, (43.175)

where we set the time scale for the motion according to advection, T = L/U .

6. Unit geostrophic number: The geostrophic number is assumed to be order unity

Ge ∼ 1, (43.176)

which means that the Coriolis acceleration and pressure gradient acceleration scale together

f U ∼ Φ/L =⇒ Φ ∼ U f L. (43.177)

This scaling is consistent with the momentum equation (43.139a) so long as the Rossby
number is small, Ro≪ 1.

7. stratification fluctuations compared to background stratification: Making
use of the assumed unit geostrophic number, the ratio of the buoyancy frequency arising
from the fluctuating buoyancy to the background buoyancy frequency is given by

B/H

N2
=

Φ

H2N2
=

f U L

H2N2
=

U

f L

L2 f2

H2N2
= Ro

L2

L2
d

=
Ro

Bu2(z)
, (43.178)

where we introduced the deformation radius (43.168) Ld = H (N/f), which is a function
of vertical position through the prescribed background buoyancy frequency, N(z). We
also introduced the Burger number, Bu(z) = (Ld(z)/L)

2, as per equation (43.33). It
is important to keep the depth dependence of N2,Bu(z), and Ld(z), when returning to
dimensional fields, particularly for the quasi-geostrophic equations derived in Section
45.3.7.
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43.7.8 Non-dimensional Boussinesq equations

Following the shallow water approach in Section 43.3.7, we introduce non-dimensional variables
according to

t = T t̂ (x, y) = L (x̂, ŷ) ∂t = ∂t̂/T ∇h = ∇̂h/L ∂z = ∂ẑ/H f = fo f̂ (43.179a)

(u, v) = U (û, v̂) w =W ŵ φ′ = fo U L φ̂ b′ = B b̂ = (fo U L/H) b̂. (43.179b)

For the second equality in the buoyancy scale, we made use of equation (43.160) to connect the
buoyancy fluctuation scale to the Coriolis acceleration scale. We also make use of the following
relations between scales

T = L/U advective scaling for T (43.180)

W = U (H/L) continuity scaling for W (43.181)

Ro = U/(fo L) = (Tfo)
−1 advective scaling for T . (43.182)

The first relation assumes the time scale is determined by the advection time, T = L/U , which
then means that the Rossby number is the ratio of the advective frequency, 1/T , to the Coriolis
frequency, fo. Furthermore, we assume a vertical velocity scale according to the continuity
equation, W = U (H/L). This continuity scaling for W is actually an over-estimate, where we
find below that W instead scales like W = RoU (H/L).

Non-dimensional momentum equation

Introducing the dimensionless variables and dimensionful scales into the Boussinesq momentum
equation (43.139a) renders

U

T

∂û

∂t̂
+
U2

L
(û · ∇̂h) û+

W U

H
ŵ
∂û

∂ẑ
+ fo U (f̂ × û) = −fo U ∇̂h φ̂, (43.183)

and dividing by fo U leads to

Ro

[
∂û

∂t̂
+ (û · ∇̂h) û+ ŵ

∂û

∂ẑ

]
+ (f̂ × û) = −∇̂h φ̂. (43.184)

The non-dimensional hydrostatic balance is given by

∂φ̂

∂ẑ
= b̂, (43.185)

and the non-dimensional continuity equation is

∇̂ · v̂ = 0. (43.186)

Non-dimensional buoyancy equation

The buoyancy equation (43.142) requires a bit more work to non-dimensionalize. The material
time derivative takes the form

Db′

Dt
=
B

T

Db̂

Dt̂
=
U

L

fo U L

H

Db̂

Dt̂
=
fo U

2

H

Db̂

Dt̂
, (43.187)
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where we made use of the advective scaling T = L/U and continuity scaling W = U (H/L). The
vertical advection of background stratification is given by

N2w = N2W ŵ = N2 U (H/L) ŵ = L2
d

U f2o
H L

ŵ, (43.188)

where we introduced the deformation radius, Ld = H(N/f), from equation (43.168). Bringing
these two pieces together leads to

Ro
Db̂

Dt̂
+Bu ŵ = 0, (43.189)

where we introduced the Burger number, Bu = (Ld/L)
2.

43.7.9 Comments
As stated earlier, the material in this section serves as the starting point for a systematic
derivation of the continuously stratified planetary geostrophic equations in Chapter 44, and
the continuously stratified quasi-geostrophic equations in Chapter 45. Particularly for the
quasi-geostrophic equations, we make use of asymptotic methods as for the shallow water
quasi-geostrophic equations in Section 43.5.

43.8 Exercises
exercise 43.1: PV conservation for planetary geostrophy
Show that the planetary geostrophic equations

f × u = −g∇η and
Dh

Dt
= −h∇ · u with η = ηb + h (43.190)

are equivalent to

f × u = −g∇η and
DQ

Dt
= 0 with Q =

f

h
. (43.191)

This result shows that the shallow water PG equations may be written as an evolution equation
for an approximated version of the shallow water potential vorticity, (f + ζ)/h ≈ f/h. This
limit holds when the Rossby number is small.

exercise 43.2: Constraints on steady state planetary geostrophic flow
Consider a shallow water fluid satisfying the planetary geostrophic equations developed in Section
43.4. Assume the flow is in steady state.

(a) In what manner does potential vorticity conservation constrain the velocity field?

(b) Consider an initially zonal geostrophic flow. In what direction (poleward or equatorward)
will a fluid parcel deviate when encountering a seamount (i.e., a region of relatively shallow
depth)?

(c) Describe the geostrophic contours (i.e., path of fluid particles following the geostrophic
flow) for the case where the ocean sea surface height undulations, η′, are far smaller than
undulations in the bottom topography, η′b (see Figure 35.1 for notation).
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(d) For the special case of an f -plane, show that the velocity is aligned with isolines of bottom
topography.

(e) For the special case of a flat bottom and latitudinally dependent Coriolis parameter, f(y),
show that there is no meridional geostrophic velocity. That is, the flow is zonally aligned.
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Chapter 44

PLANETARY GEOSTROPHIC VORTICITY ANALYSIS

The planetary geostrophic equations consist of steady and linear frictional geostrophic flow
coupled to the non-steady and nonlinear buoyancy evolution. Consequently, the fluid state
evolves through the buoyancy equation, whereas the flow is diagnosed from frictional geostrophy
and continuity. Furthermore, there is no turbulence in planetary geostrophy since the momentum
equation is linear and steady. Evidently, planetary geostrophy is focused on large-scale flow of a
stably stratified laminar fluid whose vorticity is dominated by planetary rotation in the presence
of planetary beta and topographic beta.

We already studied various physical properties of planetary geostrophy in Chapter 31, such
as geostrophy, vorticity, thermal wind, and Taylor-Proudman. We also made use of planetary
geostrophy to study western boundary current intensification for a shallow water layer in Section
39.7. We were able to present those studies earlier in the book since, as seen in Section 43.4 for
the shallow water, derivation of the planetary geostrophic equations is a very simple task, thus
allowing the equations to be plausibly written down without needing any formal asymptotics.

The stratified planetary geostrophic equations form the foundation for theories of the large-
scale ocean circulation, with vorticity constraints providing a key reason for the central role
of planetary geostrophy. The central role for vorticity motivates a focus in this chapter on
the mathematical and physical basis for planetary geostrophic vorticity analysis. It is notable
that in a planetary geostrophic flow, we are only concerned with planetary vorticity, and thus
ignore relative vorticity. Consequently, we ignore vorticity sources from baroclinicity and tilting.
Instead, we focus on how vertical stretching modifies a fluid’s planetary vorticity, and how the
fluid responds by moving meridionally to adjust its planetary vorticity in response to stretching.

After summarizing the planetary geostrophic equation set, we derive the planetary geostrophic
potential vorticity budget and determine how the impermeability theorem from Section 42.2
appears in planetary geostrophy. We then study a suite of vorticity budgets arrived at through
vertical integration the fluid from its bottom to top, with particular focus on ocean applications.
Each of the resulting two-dimensional vorticity budgets offers insights into how large-scale ocean
flow is constrained by rotation and the beta effect. In particular, these budgets render insights
into how forces and the curl of forces generate vertical flow next to the boundaries as well as
meridional flow for the full fluid column.

chapter guide

We here extend the shallow water discussions from Chapter 43 to develop an understanding
of the continuously stratified planetary geostrophic equations. We make use of stratified
geophysical fluid dynamics from Chapters 24 and 31, vorticity and the planetary beta
effect from Chapter 40, and potential vorticity from Chapter 41. Physical properties of
stratified geostrophic mechanics were considered in Chapter 31, with an understanding of
that material assumed here.
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44.1 Equations for planetary geostrophy
Just like for the shallow water model in Section 43.4, the planetary geostrophic model for the
stratified Boussinesq ocean is a rather simple asymptotic theory. For this case, we assume the
horizontal scales are large compared to the deformation radius, so that

Ro/Bu ∼ 1 =⇒ RoL2 ∼ L2
d . (44.1)

With this scaling, and with a small Rossby number, the momentum equation (43.184) reduces
to geostrophic balance. However, the continuity and buoyancy equations retain their unap-
proximated Boussinesq form. Hence, in dimensional form, the perfect (adiabatic and inviscid)
planetary geostrophic equations for a stratified Boussinesq ocean are

Db′

Dt
+ wN2 = 0 and f ẑ × u = −∇hφ′ and

∂φ′

∂z
= b′ and ∇ · v = 0. (44.2)

44.1.1 Common form of the equations
We could just as well write the planetary geostrophic equations (44.2) in terms of the full
buoyancy

b = b̃(z) + b′, (44.3)

and full pressure,
p = p0(z) + ρo φ. (44.4)

Additionally, it is quite useful to include non-conservative terms such as buoyancy mixing, ḃ, to
allow for the study of how stratification evolves, as well as horizontal frictional accelerations
and/or boundary accelerations, F , to include boundary stress driven circulations through Ekman
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layers (Chapter 33). For these reasons, we take the frictional and diabatic planetary geostrophic
equations as the basis for discussions in this chapter

f ẑ × u = −ρ−1
0 ∇hp+ F frictional geostrophy (44.5a)

(∂t + u · ∇h) b+N2w = ḃ diabatic buoyancy equation (44.5b)

∂zp = −ρ g hydrostatic balance (44.5c)

∇ · v = ∇h · u+ ∂zw = 0 non-divergent flow (44.5d)

N2 = ∂zb squared buoyancy frequency (44.5e)

b = −g (ρ− ρo)/ρo Archimedean buoyancy. (44.5f)

Note that the material time derivative in planetary geostrophy makes use of advection by
the three velocity components, v = (u, w), as seen in the buoyancy equation (44.5b), with
the horizontal velocity components determined by the frictional geostrophic balance (44.5a).
This situation contrasts to quasi-geostrophy, where it is only the horizontal advection by the
geostrophic flow that contributes to material time evolution (Section 45.2).

As for the Boussinesq ocean equations discussed in Section 29.1.6, we sometimes find it
convenient to combine the horizontal velocity equation with the hydrostatic balance to write

f ẑ × u = −∇φ+ b ẑ + F . (44.6)

Furthermore, it is common to assume an equation of state that is independent of pressure, so
that material time changes in buoyancy arise only from changes in Conservative Temperature
and/or salinity

ḃ =
∂b

∂S
Ṡ +

∂b

∂Θ
Θ̇. (44.7)

The partial derivatives, ∂b/∂Θ and ∂b/∂S, are commonly assumed constant in idealized studies.

44.1.2 Planetary geostrophic energetics

Since the velocity is diagnostic in planetary geostrophy, it is determined by the buoyancy field. In
turn, there is a prognostic equation for potential energy that arises from the buoyancy equation,
whereas kinetic energy is diagnostic. The energetics are thus a special case of the Boussinesq
energetics studied in Section 29.6. We here consider just the basics.

General considerations

Multiplying the buoyancy equation (44.5b) by z leads to the potential energy equation

∂tP +∇ · (v P ) + w b = −z ḃ, (44.8)

where we introduced the potential energy per mass relative to the reference density1

P = −z b = z g (ρ− ρo)/ρo. (44.9)

Equation (44.8) says that the potential energy at a point in the planetary geostrophic fluid is
affected by advective transport, buoyancy work, and diabatic processes. As we will see, diabatic
processes such as diffusion provide a local source for potential energy, whereas buoyancy work
transfers potential energy to kinetic energy.

1We considered this same form for the potential energy in Section 29.7 as well as Exercise 29.5 as part of the
Boussinesq ocean chapter.
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Projecting the geostrophic/hydrostatic balance equation (44.6) onto the velocity leads to the
diagnostic balance between pressure work, buoyancy work, and friction

v · ∇φ− w b = u · F . (44.10)

We can add this balance to the potential energy equation (44.8) to eliminate the buoyancy work
term, w b, thus yielding

∂tP +∇ · (v P + v φ) = u · F − z ḃ, (44.11)

where we used ∇ · v = 0 to bring v φ inside the divergence. We thus see that potential
energy at a point in the planetary geostrophic fluid is affected by reversible transport processes
from advection and pressure work, along with irreversible processes from friction and material
buoyancy changes.

Diffusively driven flow

It is revealing to consider the special case of a constant volume domain with static and rigid
boundaries and with no boundary fluxes. We also assume that buoyancy is irreversibly modified
through diffusion

ḃ = ∇ · (κ∇b), (44.12)

with κ > 0 an isotropic kinematic diffusivity that can be a function of space and time. Integrating
the potential energy equation (44.11) over the domain leads to

∂t⟨P ⟩ = ⟨u · F ⟩+ ⟨κN2⟩, (44.13)

where the angle brackets signify volume means. To reach this identity we made use of

z ḃ = z∇ · (κ∇b) = ∇ · (z κ∇b)− κ ∂zb = ∇ · (z κ∇b)− κN2, (44.14)

with ∇· (z κ∇b) integrating to zero in the absence of boundary fluxes. The global mean potential
energy equation (44.13) indicates that diffusion increases volume mean potential energy for
a stably stratified fluid (N2 > 0), whereas friction generally dissipates potential energy since
⟨u · F ⟩ < 0 (Section 26.3.3). So diffusion is the only source for potential energy, with spatial
variations in potential energy leading to motion through the geostrophic balance. In the steady
state this diffusively driven flow leads to the global mean balance between diffusion and friction

⟨κN2⟩ = −⟨u · F ⟩ steady state. (44.15)

44.2 Planetary geostrophic potential vorticity
In Section 41.5 we developed the potential vorticity equation for the hydrostatic Boussinesq
ocean in the presence of horizontal friction in the momentum equation and diabatic terms in the
buoyancy equation. Here we specialize that result to the case of planetary geostrophic system
written in the form of equations (44.5a)-(44.5e).

44.2.1 Derivation
Derivation of the potential vorticity equation proceeds much like that for the hydrostatic
Boussinesq ocean. The first step requires the planetary geostrophic vorticity equation as
determined by taking the curl of the momentum equation (44.5a). The vertical component of
this vorticity equation is given by (see also Section 31.5.2)

β v = f ∂zw + ẑ · (∇h × F ) with β = ∂yf. (44.16)
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Next, make use of frictional thermal wind balance

f ∂zu = ẑ ×∇h − ∂z(ẑ × F ) (44.17)

as well as the identities

N2 Df

Dt
= N2 β v (44.18a)

f
DN2

Dt
= f

∂ḃ

∂z
− f ∇b · ∂v

∂z
(44.18b)

f ∇b · ∂v
∂z

= f N2 ∂w

∂z
− ∂(ẑ × F )

∂z
· ∇hb, (44.18c)

to render

D(f N2)

Dt
= N2 β v + f

∂ḃ

∂z
− f ∇b · ∂v

∂z
(44.19a)

= N2

[
f
∂w

∂z
+ ẑ · (∇h × F )

]
+ f

∂ḃ

∂z
− f N2 ∂w

∂z
+
∂(ẑ × F )

∂z
· ∇hb (44.19b)

= f
∂ḃ

∂z
+∇b · (∇× F ) (44.19c)

= ∇ · (f ḃ ẑ + F ×∇b). (44.19d)

We thus identify the planetary geostrophic potential vorticity

Qpg = f N2, (44.20)

which is materially invariant in the absence of diabatic processes and friction

DQpg

Dt
= 0 if ḃ = 0 and F = 0. (44.21)

We can write the general budget equation in the form of an Eulerian flux-form expression

∂tQ
pg +∇ · Jpg = 0, (44.22)

where the planetary geostrophic potential vorticity flux is given by

Jpg = vQ
pg − ḃ f ẑ +∇b× F +∇×A. (44.23)

The vector A is an arbitrary gauge function that has no impact on the potential vorticity
evolution. Comparing to the hydrostatic Boussinesq ocean expression (41.85), we see that the
planetary geostrophic result follows by approximating the absolute vorticity by just the planetary
vorticity.

44.2.2 Impermeability theorem

Following the discussion in Section 42.2.2, we verify that the potential vorticity flux vector
(44.23) satisfies the impermeability theorem for buoyancy isosurfaces. We do so for the particular
case of a zero gauge function (A = 0), in which case

vpg · ∇b = (JPG/Q) · ∇b = v · ∇b− ḃ = −∂tb, (44.24)
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so that
(∂t + vpg · ∇)b = 0. (44.25)

Evidently, there is zero flux of PV-substance crossing buoyancy isosurfaces, even in the presence
of irreversible processes that allow matter and buoyancy to cross those surfaces. As shown in
the next subsection, we identify two more forms of the PV-substance flux vector that also satisfy
impermeability, with these alternative forms differing by gauge transformations.

44.2.3 A kinematic PV flux satisfying impermeability

Following the discussion of impermeability for the Ertel potential vorticity in Section 42.2.2,
we expose a purely kinematic means to derive the impermeability theorem for the planetary
geostrophic potential vorticity. This derivation follows by computing the time tendency of the
potential vorticity

∂Q

∂t
=

∂

∂t
∇ · (f b ẑ) = ∇ ·

[
f
∂b

∂t
ẑ

]
≡ −∇ · J̃pg, (44.26)

where
J̃pg = −f ∂tb ẑ. (44.27)

This form of the PV-substance flux also satisfies impermeability since

ṽpg · ∇b = (J̃pg/Q) · ∇b = −∂tb, (44.28)

so that
(∂t + ṽpg · ∇)b = 0. (44.29)

The PV-substance flux, J̃pg, vanishes in the steady state, whereas the steady state form of
the alternative flux, JPG, is nonzero. Following the discussion in Section 42.3.2, we may choose
to introduce a gauge transformation to the kinematic flux, J̃pg, so that it does not vanish in the
steady state. Taking the small Rossby number limit of the flux (42.32) renders

Jmarshall PG
Q = −∇(g z + φ)×∇b− f ∂tb ẑ. (44.30)

This flux differs from J̃pg by a curl

∇(g z + φ)×∇b = ∇× [(g z + φ)∇b], (44.31)

and it also satisfies the impermeability theorem. As discussed in Section 42.5.6, there are
a variety of motivations for using one form of the PV-substance flux versus another. Some
applications prefer a nonzero steady flux that also does not expose any irreversible processes,
with Jmarshall PG

Q satisfying these desires.

44.3 Depth integrated vorticity budget

In a planetary geostrophic flow, vorticity arises just from planetary vorticity since relative
vorticity is negligible by comparison. With planetary vorticity a function just of latitude, a
budget for the planetary geostrophic vorticity reveals how the curl of forces imparted to the fluid
cause meridional motion as the fluid meets the constraints imposed by the vorticity equation.
As per our discussion in Section 40.3.6, we refer to a force curl as a “torque” in our study of
vorticity sources. However, one must keep in mind that more common usage in physics refers to
a torque as affecting changes to angular momentum, with angular momentum generally distinct
from vorticity (see Section 37.9 for a discussion of the distinction).
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In this section we study the depth integrated vorticity budget for the planetary geostrophic
fluid and derive implications for the meridional flow. For this purpose we focus on frictional and
boundary accelerations that take the form of a vertical divergence of horizontal turbulent stress
vector

F = ∂zτ . (44.32)

The curl of this stress, as well as pressure forces, provide torques that generate meridional motion
as revealed by the planetary geostrophic vorticity budget.

44.3.1 The β-effect, stretching, and meridional transport
In Section 31.5.2 we derived the vorticity equation for planetary geostrophy. We also encountered
this equation when deriving the potential vorticity budget in Section 44.2.1. With friction
written as a vertical divergence of horizontal turbulent stresses (equation (44.32)), the vertical
component of the planetary geostrophic vorticity equation takes the form

ρo β v = ∂z [ρo f w + ẑ · (∇× τ )] . (44.33)

Vertical integration from the ocean bottom at z = ηb(x, y) to sea surface at z = η(x, y, t) leads
to2

ρo β V = ρo f [w(η)− w(ηb)]︸ ︷︷ ︸
column stretching

+ ẑ · (∇×∆τ )︸ ︷︷ ︸
boundary stresses

, (44.34)

where

V =

ˆ η

ηb

v dz (44.35)

is the depth-integrated meridional flow, and

∆τ = τ (η)− τ (ηb) (44.36)

is the difference in boundary stresses applied at the ocean surface and ocean bottom. Note that
∆τ is just a function of horizontal position and time.

For a planetary geostrophic flow, absolute vorticity is approximated by just the planetary
vorticity

ζa = ζ + f ≈ f. (44.37)

As revealed by the vorticity equation (44.34), vorticity sources in a planetary geostrophic fluid
lead to meridional motion, with meridional motion the only way a planetary geostrophic fluid
can modify its vorticity in response to vorticity sources.

The first term on the right hand side of the vorticity equation (44.34) arises from vertical
stretching of the depth integrated column, as measured by differences in the vertical velocity
at the ocean surface and bottom. For example, vertical stretching caused by positive surface
velocity, w(η) > 0, or a negative bottom velocity, w(ηb) < 0, lead to poleward motion of the
fluid column. Conversely, vertical squashing leads to equatorward motion. We emphasize that
when studying the motion of the depth integrated flow, we are only concerned with vertical
stretching from differences in the boundary vertical velocity rather than the vertical velocity
within the fluid interior.

The second term in the vorticity equation (44.34) arises from differences in the vorticity
imparted by surface and bottom boundary stresses. Positive vorticity is imparted to the fluid
through a positive curl of wind stresses, ẑ · [∇ × τ (η)] > 0, or by a negative curl of bottom

2As a means to unclutter notation, we write ∇, rather than ∇h, whenever acting on a field that is just a
function of horizontal position, such as pa, pb, ηb and ∆τ . We can do so since, for example, ∇pb = ∇hpb, since
∂zpb = 0.
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stresses, ẑ · [∇×τ (ηb)] < 0, with such stress curls leading to poleward motion of the fluid column.
The opposite motion occurs from the converse curls.

The β-effect (Section 40.6.2) is a fundamental element of the depth integrated vorticity equa-
tion (44.34). Namely, as fluid columns are stretched or squashed, they must move meridionally
to maintain vorticity balance for a planetary geostrophic fluid on a rotating spherical earth. The
planetary geostrophic vorticity equation restricts attention to vertical stretching through vertical
motion (the w terms) and through the vorticity imparted by the curl of boundary stresses.
Notably, the curl of boundary stresses also imparts vertical motion through surface and bottom
Ekman layer dynamics (see Chapter 33). Hence, the right hand side of the vorticity equation
(44.34) is fundamentally related to vortex stretching.

Equation (44.34) is central to mechanical descriptions of large-scale ocean circulation. For
many flow regimes, the curl of the surface wind stress dominates, thus allowing us to ignore the
vertical velocity terms as well as bottom frictional stresses. Formally, we isolate the wind stress
when studying a flat bottom rigid lid model, whereby w(η) = w(ηb) = 0. However, there can be
nontrivial impacts from bottom pressure torques when flow interacts with sloping topography,
with the North Atlantic and Southern Ocean providing important case studies. Other processes
can be important in various flow regimes, thus prompting us to derive a full diagnostic framework
to identify where these processes are important. To pursue that framework, we make use of the
kinematic boundary conditions and the horizontal momentum equation to unpack the vertical
velocity terms. Doing so reveals the forces and their curls that drive vertical motion at the
boundaries for a planetary geostrophic flow.

44.3.2 Bottom kinematics and dynamics

The bottom kinematic boundary condition applied at z = ηb(x, y) (Section 19.6.1) is given by

w = u · ∇ηb at z = ηb(x, y). (44.38)

This relation expresses the no-normal flow condition, n̂ · v = 0, at the ocean bottom, with

n̂ = − ∇(z − ηb)|∇(z − ηb)|
= −

[
ẑ −∇ηb√

1 +∇ηb · ∇ηb

]
(44.39)

the outward unit normal to the bottom. The boundary condition constrains the flow so that
any horizontal motion next to a sloping bottom that is oriented either up or down the slope
must have an associated vertical motion. As we see in this section, such vertical motion next
to the bottom boundary arises from force curls acting to stretch or squash a fluid column. In
turn, through the vorticity equation (44.34), vertical motion at the bottom leads to meridional
motion of the full fluid column.

Expressions for bottom vertical velocity

The bottom kinematic boundary condition holds for all dynamical flow regimes. For the particular
case of planetary geostrophy, we garner insight into the forces that drive vertical flow near the
bottom by making use of the planetary geostrophic momentum equation (44.5a). Evaluating
the horizontal components of this equation at the ocean bottom yields3

ρo f ẑ × u = −(∇p)z=ηb + Fb, (44.40)

3Recall that since pb = pb(x, y, t), we have ∇pb = ∇hpb. As noted in the footnote on page 1267, we drop the z
script to reduce notational clutter.
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where (∇p)z=ηb is the horizontal pressure gradient evaluated at the ocean bottom and Fb(x, y, t)
is the bottom friction. For the special case of a no-slip bottom, all velocity components vanish
at z = ηb. In that case, we consider u in equation (44.40) to be the horizontal velocity averaged
within the bottom boundary layer, and w the corresponding vertical velocity leaving the boundary
layer.

It is convenient to decompose the bottom horizontal velocity into its geostrophic and Ekman4

components via
ρo f ẑ × ug = −(∇p)z=ηb and ρo f ẑ × ue = Fb, (44.41)

so that

ug =
ẑ × (∇p)z=ηb

ρo f
and ue = −

ẑ × Fb

ρo f
. (44.42)

For the horizontal horizontal pressure gradient at the ocean bottom, we make use of equation
(27.60b) to write

(∇hp)z=ηb = ∇hpb + g ρ(ηb)∇hηb. (44.43)

The corresponding bottom vertical velocity components are determined by inserting equations
(44.42) and (44.43) into the bottom kinematic boundary condition (44.38)

wg =
ẑ · (−∇ηb ×∇pb)

ρo f
and we =

ẑ · (∇ηb × Fb)

ρo f
. (44.44)

These equations reveal how the curl of pressure forces and boundary frictional forces drive a
nonzero vertical motion next to the bottom, while maintaining the bottom kinematic boundary
condition (44.38). As seen by these equations, is only the projection of ∇pb and Fb onto the
isobath direction that contributes to a nonzero vertical velocity. These along-isobath forces are
needed to render a horizontal velocity that is itself misaligned with isobaths, thus satisfying the
kinematic requirement for vertical motion.5

To further understand the bottom pressure term, we write it as

wg =
ẑ · (−∇ηb ×∇pb)

ρo f
=
ẑ · [∇× pb∇ηb]

ρo f
. (44.45)

The numerator is the curl of the horizontal projection of the pressure contact force along the
bottom, pb∇ηb. This term is the topographic form stress discussed in Section 28.2 for a general
fluid and in Section 39.7.6 for the shallow water. We thus conclude that vertical geostrophic
motion next to the bottom arises from the curl of the topographic form stress. This is an
important result that will appear again within this section as well as in Sections 44.5 and 44.6.

Comments on the bottom vertical geostrophic velocity

A large part of the bottom pressure gradient driving the horizontal geostrophic flow in equation
(44.42) arises from changes in bottom depth. However, that portion of the bottom pressure
gradient has no impact on wg, since it only drives horizontal flow along isobaths. We see this
property by writing

pb = −ρo g ηb + p′b =⇒ wg =
ẑ · (−∇ηb ×∇p′b)

ρo f
. (44.46)

When there is misalignment between isolines of bottom pressure and bottom topography, the
geostrophic flow in a fluid column crosses isobaths. Correspondingly, with the pressure force
misaligned with topographic gradients, the fluid column experiences a twisting action akin

4Recall our discussion of Ekman mechanics in Chapter 33.
5Note that we derived the expression (44.44) for wg in equation (40.196) when studying vorticity mechanics.
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Figure 44.1: Depicting how bottom pressure gradients create vertical motion in planetary geostrophic flow
next to a sloping bottom according to equations (44.44) and (44.46). Here we show a bowl or depression (local
maximum in the depth) with −ηb increasing inward toward the bowl center. Only those portions of ∇pb and Fb

that are aligned parallel to the topographic slope contribute to vertical motion. We illustrate here a case where
the bottom pressure gradient leads to −∇ηb · ug > 0 so that wg < 0 in the northern hemisphere and wg > 0 in the
southern hemisphere.

to how baroclinicity spins a fluid element if the pressure force does not act through the fluid
element’s center of mass (see Section 40.4).

To illustrate the above, consider the topographic bowl in Figure 44.1, with sides steep
enough so that the bottom pressure gradient is dominated by the topographic slopes. Along
the bottom the pressure increases moving down (increasing depth) towards the bowl center.
The corresponding bottom geostrophic flow is anti-cyclonic within the bowl and largely follows
isobaths. As already noted, if the geostrophic flow exactly follows isobaths, then there is no
corresponding vertical component to the bottom velocity. A vertical velocity arises only in the
presence of an anomalous bottom pressure gradient, ∇p′b, that is misaligned with the bottom
slope, ∇ηb. This bottom pressure gradient balances a geostrophic flow that deviates from isobaths
thus giving rise to a nonzero wg. Similar geometric analysis holds for the bottom friction vector,
Fb, and how it gives rise to a nonzero vertical Ekman velocity, we.

What causes misalignment between pb and ηb?

As we just discussed, misalignment of pb and ηb lead to vertical geostrophic motion along the
bottom. In Section 44.3.3 we will see a similar relation for vertical geostrophic motion at the
ocean surface. But what causes such misalignment? The answer to this question is circular
when working within planetary geostrophy since its momentum equation is diagnostic. Even
so, we can offer some insight by returning to the depth-integrated vorticity balance (44.34) and
rewriting it as an expression for vertical motion

ρo f [w(ηb)− w(η)] = −ρo β V + ẑ · (∇×∆τ ). (44.47)

Hence, vertical motion at the surface and bottom balance meridional motion in the presence of
planetary beta, plus the curl of surface and bottom stresses. The absence of planetary beta, and
the absence of boundary stress curls, realizes w(ηb) = w(η).
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44.3.3 Surface kinematics and dynamics

For purposes of large-scale circulation studies using planetary geostrophy, it is generally sufficient
to assume a rigid lid upper boundary condition, whereby w(η) = w(0) = 0. Even so, we find
it revealing to present the results for a free surface in which there is the possibility of nonzero
surface mass fluxes. This situation is commonly encountered in general circulation models. The
surface kinematic boundary condition for a Boussinesq fluid (Section 21.3) is given by

w = −Qm/ρo + (∂t + u · ∇)η at z = η(x, y, t). (44.48)

We retain the sea surface time tendency, ∂tη, even though for transient solutions the time
tendency is many orders of magnitude smaller than the typical vertical velocity under the
planetary geostrophic regime.6 Evaluating the horizontal planetary geostrophic momentum
equation (31.25a) at the ocean surface renders

ρo f ẑ × u = −(∇hp)z=η + Fη, (44.49)

where Fη is the horizontal friction vector at the surface, and (see equation (27.60a))

(∇hp)z=η = ∇hpa + g ρ(η)∇hη (44.50)

is the horizontal pressure gradient at the ocean surface. Like the bottom, we decompose the
horizontal velocity into a geostrophic component and an Ekman component via

ρo f ẑ × ug = −(∇hp)z=η and ρo f ẑ × ue = Fη, (44.51)

so that

ug =
ẑ × (∇hp)z=η

ρo f
and ue = −

ẑ × Fη
ρo f

. (44.52)

The corresponding vertical velocity components are determined by inserting into the surface
kinematic boundary condition (44.48)

wQη = −
Qm

ρo
+
∂η

∂t
and wg =

ẑ · (−∇η ×∇pa)
ρo f

and we =
ẑ · (∇η × Fη)

ρo f
, (44.53)

where we introduced a vertical velocity, wQη, associated with the boundary mass flux and
transient sea level fluctuations. As for the bottom, the second and third of these equations reveal
how the curl of inviscid pressure forces and boundary frictional forces drive a nonzero vertical
motion at the ocean surface, all while maintaining the surface kinematic boundary condition
(44.48). Furthermore, it is only the projection of ∇pa and Fη onto the direction parallel to sea
surface height contours that contributes to a nonzero vertical velocity. This orientation of the
surface forces is needed to render a horizontal velocity that is itself misaligned with sea surface
height contours, thus satisfying the kinematics required to render vertical motion.

44.3.4 Summary of force curls driving depth integrated meridional flow

Plugging expressions (44.44), (44.46), and (44.53) into equation (44.34) renders the depth
integrated planetary vorticity balance

ρo β V = f (−Qm + ρo ∂tη) + ẑ ·
[
∇η × (Fη −∇pa)−∇ηb × (Fb −∇p′b) +∇×∆τ

]
. (44.54)

6See Section 3.3 of Samelson (2011) for more details on this scaling of the planetary geostrophic equations.
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Evidently, the force curls are symmetrically applied at the surface and bottom, which is part of
the motivation for exposing the surface terms even though they are generally subdominant. In
general, equation (44.54) shows that the depth integrated meridional flow, within the planetary
geostrophic regime, is driven by the following processes.

Surface mass transport plus sea surface fluctuations

The term f ρo (−Qm/ρo+∂tη) arises from mass transport across the ocean surface plus fluctuations
in the sea surface height. For example, as sea surface height increases or as water leaves the ocean
surface, they impart a positive surface vertical velocity, w(η) > 0, thus causing column stretching
and poleward meridional depth integrated flow. In the steady state, where it is just the mass
flux term that contributes, the meridional circulation is known as the Goldsbrough-Stommel
circulation (see Huang and Schmitt (1993) for a review).

Curl of turbulent boundary stresses

The term ẑ · (∇×∆τ ) arises from the curl of the turbulent wind stress and turbulent bottom
stress. The wind stress term is generally larger than the bottom turbulent stress, with many
theories for ocean circulation, particularly those with a flat bottom, almost exclusively focused
on the role of surface stress in forcing planetary geostrophic vorticity. We comment more on
this case in Section 44.4 where we discuss the Sverdrup balance.

Atmospheric pressure torque

The term
∇pa ×∇η = ∇× (pa∇η) = −∇× (η∇pa) (44.55)

arises from differences in lines of constant atmospheric pressure and lines of constant sea surface
height. Such misalignments create a torque akin to the baroclinicity detailed in Section 40.4, with
these misalignments driving vertical motion and a corresponding depth integrated meridional
flow.

Bottom pressure torque

The term
∇p′b × (−∇ηb) = ∇× (−p′b∇ηb) = ∇× (ηb∇p′b) (44.56)

arises from differences in lines of constant bottom pressure and lines of constant bottom
topography. That is, bottom pressure torque requires a gradient of bottom pressure along
isobaths, thus producing a bottom geostrophic flow that deviates from isobaths. As for the
atmospheric pressure torques, such misalignments create a torque that drives a depth integrated
meridional flow, with this term vanishing when the bottom topography is flat. In many cases
with strong flow next to sloping bottoms, this term can contribute more to the vorticity budget
than the turbulent bottom stress. Indeed, in some cases it can rival contributions from the
surface wind stress. We sketched out such cases for the shallow water when discussing western
boundary currents in Section 39.7.6.

Surface frictional acceleration

The term
ẑ · (∇η × Fη) = ẑ · [∇η × ∂zτη] (44.57)

arises from evaluating the vertical divergence of the frictional stress at the sea surface. A finite
volume boundary layer treatment of this term prompts us to integrate the stress divergence over
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the extent of the surface Ekman layer to render the alternative expression

ẑ ·
ˆ η

−he-surf
[∇η × ∂zτ ] dz = ẑ · [∇η × τ (η)], (44.58)

where we assumed τ is negligible at the base of the surface Ekman layer, z = −he-surf(x, y, t).
The term ẑ · [∇η × τ (η)] creates a torque from that component of the surface turbulent stress
that is aligned with isolines of the sea surface height.

Bottom frictional acceleration

The term

ẑ · (−∇ηb × Fb) = ẑ ·
[
−∇ηb ×

∂τb
∂z

]
(44.59)

arises from evaluating the vertical divergence of the frictional stress at the ocean bottom. As for
the analogous term for the surface, we offer a finite volume Ekman boundary layer treatment to
render the alternative expression

ẑ ·
ˆ he-bot

ηb

[
−∇ηb ×

∂τ

∂z

]
dz = ẑ · [−∇ηb × τ (ηb)], (44.60)

where we assumed τ is negligible at the top of the bottom Ekman layer, z = −ηb + he-bot. The
term ẑ · [−∇ηb × τ (ηb)] creates a torque from that component of the bottom turbulent stress
that is aligned with isobaths.

44.3.5 Integral constraints
The atmospheric and bottom pressure torques appearing in the depth integrated planetary
vorticity balance (44.54) satisfy an integral constraint that follows from Stokes’ curl theorem.
To illustrate this constraint, consider the bottom pressure torque integrated over an arbitrary
area along the bottom

ˆ
(∇ηb ×∇p′b) · ẑ dA =

ˆ
[∇× (ηb∇p′b)] · ẑ dA (44.61a)

=

‰
ηb∇p′b · t̂ ds (44.61b)

= −
‰
p′b∇ηb · t̂ ds. (44.61c)

We see that the bottom pressure torque vanishes when integrated around a closed loop that
follows either an isobath or a bottom isobar, since the integrand vanishes identically. A similar
constraint holds for the atmospheric pressure torque, whereas there is generally no analogous
constraint satisfied by the turbulent boundary stresses.

One exception for the turbulent stresses occurs for f -plane flow (β = 0) where the depth
integrated flow is non-divergent

∂tη −Qm/ρo = −∇ ·U = 0, (44.62)

and where the interior friction vanishes at the surface and bottom boundaries, Fη = Fb = 0.
From equation (44.54), we see that a steady state is realized only if there is a balance between
pressure torques and turbulent boundary stresses

ẑ · (∇η ×∇pa −∇ηb ×∇p′b) = ẑ · (∇×∆τ ). (44.63)
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Consider even further specialization in which the atmospheric pressure torque vanishes, and the
bottom turbulent stress is negligible, in which case a steady state balance requires a balance
between bottom pressure torques and torques from surface turbulent wind stress

−ẑ · (∇ηb ×∇p′b) = ẑ · [∇× τ (η)]. (44.64)

Integration over either an isobath or bottom pressure isobar then requires, for a steady state,
the following identity

ˆ
[∇× τ (η)] · ẑ dA =

‰
τ (η) · t̂ds = 0 f -plane closed isobath or closed isobar. (44.65)

Deviation from this identity leads to non-steady flow on the f -plane. In contrast, the β-plane
has no such steady state constraint since meridional flow can balance the circulation imparted
by turbulent wind stresses.

44.4 Sverdrup balance and geostrophic Sverdrup balance

The balance (44.54) exposes the many processes that affect meridional flow in a planetary
geostrophic fluid. However, when confronted with minimal information from ocean measurements,
we are motivated to examine just the main contributors to this balance.

The Sverdrup balance is a very simplified form of the balance (44.54), and it was first
encountered in Section 31.5.5

ρo β VSverdrup = ẑ · [∇× τ (η)] Sverdrup balance. (44.66)

This balance arises from dropping the vertical velocity at both the ocean surface and ocean
bottom; ignoring horizontal frictional stresses; and assuming ∂tη = −Qm/ρo = 0 as per a rigid
lid flow in which ∇ ·U = 0. The Sverdrup balance offers a null hypothesis for the large-scale
and low frequency meridional ocean circulation away from sloping sides; i.e., in regions where
bottom pressure torques can be ignored.

To derive the Sverdrup balance (44.66), we performed a depth integral of the planetary
geostrophic vorticity equation (44.33) from the ocean bottom to the free surface. This integral
encompasses both the geostrophic interior and the ageostrophic Ekman flow in the top and
bottom Ekman layers. In some treatments we focus exclusively on contributions from the
geostrophic interior, in which case the depth integral extends from the top of the bottom Ekman
layer, z = ηeb, to the bottom of the top Ekman layer, z = ηet, thus leading to the depth integrated
geostrophic transport

Vg ≡
ˆ ηet

ηeb

v dz. (44.67)

Integrating the planetary geostrophic vorticity balance (44.33) over this depth range, and ignoring
contributions from friction since we are concerned just with the geostrophic interior, leads to

ρo β Vg = f [w(ηet)− w(ηeb)]. (44.68)

This equation provides a balance between the depth integrated meridional transport within the
geostrophic interior (left hand side), with the vertical vortex stretching within this depth range
(right hand side).

We now make use of the Ekman theory from Chapter 33 to approximate the vertical velocities
in equation (44.68). For this purpose we neglect both the time tendency for the vertical position
of the Ekman layer and the slope of the Ekman layer, in which case the kinematic identity
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(33.38), applied at the Ekman base, z = ηe(x, y, t), is approximated by

w(η̇e) = w − (∂tz + u · ∇z) ≈ w at z = ηe(x, y, t), (44.69)

where z = ηe is ths vertical position of the Ekman layer. We now make use of the Ekman layer
mass budgets to determine the entrainment velocity, w(η̇e). In particular, equation (33.45) is
used for w(ηet) to give

w(ηet) ≈ w(η̇e)
Ekman-top = (1/ρo) ẑ · [∇× (τ (η)/f)]. (44.70)

with a similar treatment for the bottom leading to

w(ηeb) ≈ w(η̇e)
Ekman-bot = (1/ρo)f ẑ · [∇× (τ (ηb)/f)]. (44.71)

Bringing these results into equation (44.68) leads to

ρo β Vg = f ẑ · ∇ × [τ (η)/f − τ (ηb)/f ]. (44.72)

Since the bottom turbulent stress is generally much smaller than the surface, it is typically
ignored, in which case we reach the geostrophic Sverdrup balance

ρo β Vg = f ẑ · ∇ × [τ (η)/f ] geostrophic Sverdrup balance. (44.73)

The geostrophic Sverdrup balance relates the meridional geostrophic transport to the curl of τ/f
due to upper ocean mechanical stresses from boundary processes; i.e., wind stress and ice-ocean
stresses. It is differs from the full Sverdrup balance in equation (44.66) by the presence of the
f outside of the curl and 1/f inside the curl. Gray and Riser (2014) assess the geostrophic
Sverdrup balance based on ocean measurements.

44.5 Vorticity of the depth integrated velocity

In Section 44.3 we studied the depth integrated vorticity budget for planetary geostrophic flow.
We were led to see how boundary torques (i.e., the curl of boundary forces) lead to vertical
motion and in turn, through the β-effect, lead to meridional motion of the depth integrated flow.
In this section we present another analysis of vorticity in the planetary geostrophic regime, here
focusing on vorticity of the depth integrated velocity. Elements of this material were discussed
in Section 40.9 without making the planetary geostrophic assumption. By assuming planetary
geostrophy we can further constrain the flow by focusing just on vortex stretching.

44.5.1 Depth integrated velocity equation

The depth integrated horizontal velocity equation (44.5a) is given by

ρo f ẑ ×U = −
ˆ η

ηb

∇hp dz +∆τ (44.74)

where

U =

ˆ η

ηb

u dz (44.75)

is the depth integrated horizontal velocity, and we assumed friction in the form of the vertical
divergence of a horizontal turbulent stress as in equation (44.32). For the depth integrated
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pressure gradient, we follow the decomposition in Section 28.4.4 by writing

ˆ η

ηb

p dz =

ˆ η

ηb

[d(p z)− z dp] = pa η − pb ηb +P, (44.76)

where we used the hydrostatic balance to write dp = −g ρ dz, which is valid for each fluid column.
We also introduced the potential energy per horizontal area of a fluid column

P =

ˆ η

ηb

g ρ z dz = (g ρo/2) (η
2 − η2b ) +

ˆ η

ηb

g ρ′ z dz, (44.77)

where
ρ′ = ρ− ρo (44.78)

is the density deviation from the background reference density. These results then lead to the
depth integrated horizontal pressure gradient

ˆ η

ηb

∇hp dz = ∇h
[ˆ η

ηb

p dz

]
− pa∇hη + pb∇hηb (44.79a)

= ∇h [pa η − pb ηb +P]− pa∇hη + pb∇hηb (44.79b)

= η∇hpa − ηb∇hpb +∇hP, (44.79c)

= η∇pa − ηb∇pb +∇P, (44.79d)

where the final equality follows since pa, ηb, pb, and P, are functions just of horizontal position
and time. We are thus led to the depth integrated planetary geostrophic momentum balance

ρo f ẑ ×U = −η∇pa + ηb∇pb −∇P+∆τ . (44.80)

The depth integrated balance is here written in terms of gradients in the surface and bottom
pressures, the gradient of the potential energy per area, and the difference in turbulent stresses
at the top and bottom boundaries, ∆τ = τ (η)− τ (ηb).

44.5.2 Vorticity budget

Taking the curl of the depth integrated balance (44.80) annihilates the potential energy term,
thus leaving

ρo β V = −ρo f ∇ ·U + ẑ · ∇ × [pa∇η + τ (η)− pb∇ηb − τ (ηb)]. (44.81)

From Section 21.8, we know that the divergence of the depth-integrated flow for a steady
Boussinesq fluid is given by

ρo∇ ·U = Qm, (44.82)

so that
ρo β V = −f Qm + ẑ · ∇ × [pa∇η + τ (η)− pb∇ηb − τ (ηb)]. (44.83)

This is the vorticity equation for the depth integrated planetary geostrophic fluid. It is quite
similar to the vorticity balance for a shallow water fluid as given by equation (39.106) (which
considered zero atmospheric pressure). In the presence of β, meridional mass transport for
the fluid column is balanced by surface mass fluxes, Qm ̸= 0; the curl of surface form stresses
and surface turbulent stresses; and the curl of topographic form stresses and bottom turbulent
stresses. This result follows quite naturally when recognizing that the forces acting on a depth
integrated fluid column arise from the depth integrated stresses acting on the column sides plus
those acting on the top and bottom boundaries. In the absence of interior friction stresses due
to horizontal strains (as assumed here), it is only the depth integrated pressure that acts on the
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column sides, and this term has zero curl. We are thus left just with the curl of the surface and
bottom boundary form stresses and turbulent stresses, along with a contribution from boundary
mass transport.

The Sverdrup balance (44.66) is a special case of the more complete vorticity budget (44.81).
Furthermore, the topographic Sverdrup balance results when meridional transport balances the
curl of the wind plus bottom pressure form stress

ρo β Vtopo-Sverdrup = ẑ · ∇ × (τ (η)− pb∇ηb) topographic Sverdrup balance. (44.84)

In the presence of flows interacting with topography, where bottom pressure torques are sizable,
this balance is generally much more accurate than the Sverdrup balance.

44.5.3 Integral balances for steady flows

Following the discussion in Section 40.9.5, we write the vorticity balance (44.81) in the form

ρo∇ · (f U) = ẑ · ∇ × [pa∇η + τ (η)− pb∇ηb − τ (ηb)]. (44.85)

Integrating over a horizontal area, S, leads to

ρo

˛
∂S
f U · n̂ds =

‰
∂S

[pa∇η + τ (η)− pb∇ηb − τ (ηb)] · t̂ ds. (44.86)

To reach this result we used Gauss’s divergence theorem for the left hand side and Stokes’
curl theorem for the right hand side. The unit vector n̂ points horizontally outward from the
boundary of the area, whereas the unit vector t̂ is the counter-clockwise oriented tangent to the
closed contour around the boundary. For the special case of Qm = 0 we are afforded a steady
state streamfunction for the depth-integrate flow since ∇ ·U = 0. Choosing the area, S, to be
bounded by a closed streamline allows us to set U · n̂ = 0 along that streamline. We thus see
that for steady planetary geostrophic flow with ∇ · U = 0, any closed streamline of the flow
must maintain the following work balance around the streamline

‰
∂S

[pa∇η + τ (η)− pb∇ηb − τ (ηb)] · t̂ds = 0. (44.87)

This equation is a simplified form of equation (40.208) that was formulated for a more general
flow. We can rearrange equation (44.87) to display an integrated balance between the work done
by boundary pressure form stresses around a closed streamline, and work done by boundary
turbulent stresses around the same streamline‰

∂S
(pa∇η − pb∇ηb) · t̂ ds = −

‰
∂S

[τ (η)− τ (ηb)] · t̂ds. (44.88)

44.5.4 Comments

Yeager (2015) connects torques acting on the depth integrated horizontal flow in the North
Atlantic to buoyancy forces affecting the Atlantic meridional overturning circulation, thus
illustrating how the formulation in this section can be of use for the analysis of an ocean
circulation model.
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44.6 Vorticity equation for the depth averaged velocity

In some numerical models, it is more common to have access to the depth averaged velocity

u =
1

D

ˆ η

ηb

udz with D = η − ηb. (44.89)

We thus find it useful to develop a budget for the vorticity of the depth averaged velocity. In
this discussion we encounter a distinct means for describing how bottom topography, in the
presence of baroclinicity, generates meridional flow.

44.6.1 Relating the depth average velocity to boundary velocities

Before studying the vorticity equation, we here relate the depth averaged velocity, u(x, y, t),
to the surface velocity, u(x, y, z = η, t), and bottom velocity, u(x, y, z = ηb, t). This analysis
exposes some general features of how the boundary flows are driven away from the depth average.

The starting point is the identity

ˆ η

ηb

udz = (η − ηb)u(η)−
ˆ η

ηb

∂u

∂z
(z − ηb) dz, (44.90)

which, along with the analogous identity for the bottom flow, leads to

u− u(η) = −
ˆ η

ηb

∂u

∂z

[
z − ηb
η − ηb

]
dz and u− u(ηb) =

ˆ η

ηb

∂u

∂z

[
η − z
η − ηb

]
dz. (44.91)

Note that u(η)− u(ηb) =
´ η
ηb
(∂u/∂z) dz serves as a useful check on the manipulations leading

to equation (44.91). We see that the difference between the depth averaged flow and the surface
flow, u − u(η), is determined by the integral of the weighted vertical shear, with the weight
linearly decreasing from unity at the surface to zero at the bottom. The minus sign in front of
the integral for u− u(η) follows because if the flow increases in the positive direction from the
bottom to the surface, then the depth averaged flow will have a smaller magnitude than the
surface flow. The converse weighting holds for computing the difference u− u(ηb).

The identities (44.91) hold for arbitrary horizontal velocity fields. Assuming the flow satisfies
frictional geostrophy as per equation (44.5a) leads to the frictional thermal wind relation

f u = ρ−1
o ẑ ×∇p− ẑ × F =⇒ f ∂zu = −(g/ρo) ẑ ×∇ρ− ẑ × ∂zF , (44.92)

so that the velocity differences are given by

f [u− u(η)] =
ˆ η

ηb

[(g/ρo) ẑ ×∇ρ− ẑ × ∂zF ]

[
z − ηb
η − ηb

]
dz (44.93a)

f [u− u(ηb)] = −
ˆ η

ηb

[(g/ρo) ẑ ×∇ρ− ẑ × ∂zF ]

[
η − z
η − ηb

]
dz. (44.93b)

Hence, differences between the depth averaged flow and the boundary flows are determined by
weighted integrals of the baroclinicity and vertical friction shears.

44.6.2 Formulation of the vorticity equation

To develop the vorticity equation, we start by deriving the momentum equation for the depth
averaged flow. For that purpose, rearrange the depth integrated momentum budget (44.80)
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according to
ρo f ẑ ×U = −η∇h(pa − pb)−D∇pb −∇P+∆τ , (44.94)

and then divide by the column thickness, D = η − ηb, to render

ρo f ẑ × u = −(η/D)∇(pa − pb)−∇pb + (1/D) (−∇P+∆τ ). (44.95)

Taking the curl then leads to

ρo∇ · (f u) = −ẑ · ∇ × [(η/D)∇(pa − pb)] +D−2 ẑ · [∇× (D∇P)] + ẑ · [∇× (D−1∆τ )]
(44.96a)

= ẑ · ∇ × [(pa − pb)∇(η/D)]−D−2 ẑ · [∇× (P∇D)] + ẑ · [∇× (D−1∆τ )].
(44.96b)

The vorticity budget (44.96) is a bit less tidy than that for the depth integrated budget
(44.83). Nonetheless, it offers some novel insights concerning the flow, which can be seen by
writing the left hand side in the form

∇ · (f u) = ∇ · [(f/D)U ], (44.97)

with f/D reminiscient of the shallow water potential vorticity for the planetary geostrophic flow
(Section 43.4). Motivated by this analog, we write the vorticity equation (44.96) in the form

ρoU · ∇(f/D) = −ρo (f/D)∇ ·U + ẑ · ∇ × [(pa − pb)∇(η/D)]

−D−2 ẑ · [∇× (P∇D)] + ẑ · [∇× (D−1∆τ )]. (44.98)

Contrary to the shallow water case, we here see that even for a perfect planetary geostrophic
fluid, the depth-integrated flow does not generally follow contours of constant f/D. Even so, it
is of interest to examine how the processes on the right hand side contribute to flow deviations
from f/D contours. For that purpose we simplify the flow even more by making the rigid lid
approximation.

44.6.3 Rigid lid approximation and the role of JEBAR

The rigid lid approximation is commonly made for studies of large-scale circulation. Indeed, it
was the basis for many ocean general circulation models following the work of Bryan (1969). A
fluid satisfying the rigid lid approximation has a vanishing horizontal divergence for the depth
integrated flow

rigid lid approximation =⇒ ∇ ·U = 0. (44.99)

Furthermore, as part of the rigid lid approximation we assume the free surface undulations are
much smaller than the resting ocean depth so that

|η| ≪ |ηb| =⇒ η/D ≈ 0 (44.100a)

1/(η − ηb) ≈ 1/(−ηb) = 1/H. (44.100b)

We introduced
H = −ηb (44.101)
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to correspond to the literature for rigid lid models and the JEBAR term.7 Hence, with the rigid
lid approximation the vorticity equation (44.98) takes the simplified form

U · ∇(f/H) = ρ−1
o ẑ · [∇× (P∇H−1) +∇× (H−1∆τ )]. (44.102)

Each term in this equation has dimensions of inverse squared time, T−2.

JEBAR drives deviations from f/H aligned flow

The first term on the right hand side of the vorticity equation (44.102) is referred to as the Joint
Effect of Baroclinicity and Relief (JEBAR)

JEBAR ≡ ρ−1
o ẑ · [∇× (P∇H−1)] = ρ−1

o ẑ · [∇P×∇H−1]. (44.103)

This name arises since JEBAR is nonzero only in the presence of non-flat topography (“relief”)
and (as shown below) when density is not a constant (i.e., for baroclinic flow). In addition to
contributions from boundary stresses, equation (44.102) says that misalignment of f/H contours
with the depth-integrated steady rigid lid flow is driven by misalignments of isobaths and isolines
of the depth integrated potential energy.

Contributions to JEBAR arise only from the component of the potential energy that deviates
from a constant density reference state. To show that property, note that in the rigid lid
approximation, the potential energy in a column, as given by equation (44.77), takes the form

P = (1/2) g ρo H
2 + g

ˆ 0

−H

ρ′ z dz, (44.104)

where ρ′ = ρ− ρo. With ∇H2 ×∇(1/H) = 0, we are left with just the contribution from ρ′

JEBAR = ρ−1
o ẑ ·

[
∇
(
g

ˆ 0

−H

ρ′ z dz

)
×∇H−1

]
. (44.105)

JEBAR vanishes for a homogeneous density field, where ρ′ is a constant, but is nonzero with a
nonzero ρ′. In a Boussinesq ocean, a nonzero ρ′ is associated with baroclinicity (Figure 40.10).

Relating JEBAR to pressure

JEBAR as given by equation (44.103) has the appearance of the curl of a form stress, and yet
it is not. The reason is that P is the potential energy of the fluid column rather than bottom
pressure. We make this point explicit by recalling the decomposition (44.76), here specialized to
the rigid lid in which

P = H (p− pb) with p = H−1

ˆ 0

−H

p dz = (−ηb)−1

ˆ 0

ηb

p dz. (44.106)

Plugging into the vorticity equation (44.102) leads to

ρoU · ∇(f/H) = H−1 ẑ · [∇H×∇(p− pb)] + ẑ · ∇ × (H−1∆τ )]. (44.107)

Evidently, JEBAR is nonzero where the depth averaged pressure deviates from the bottom
pressure

JEBAR = ρ−1
o ẑ · [∇P×∇H−1)] = (ρo H)

−1 ẑ · [∇H×∇(p− pb)]. (44.108)

7Note that H is the vertical depth scale, which is a constant, and it is distinct from H(x, y) = −ηb(x, y), which
is a function of horizontal position.
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We can go one more step in exposing the pressure difference through use of equation (44.91),
here applied to hydrostatic pressure, in which case (remember that H = −ηb)

p− pb =
ˆ 0

ηb

∂p

∂z

z

ηb
dz = (g/H)

ˆ 0

−H

z ρdz = H−1P, (44.109)

so that8

∇h(p− pb) = −g ρ(z = −H)∇hH+ g

ˆ 0

−H

∇h(ρ z/H) dz. (44.110)

The first term arises from slopes in the bottom topography as weighted by the bottom density,
whereas the second term arises from the integral of horizontal gradients in the z/H weighted
density.

Alternatively, we can introduce a geostrophic velocity associated with the gradient of the
bottom pressure as well as the vertically averaged pressure

ρo f ẑ × ugb = −∇pb and ρo f ẑ × ug = −∇p =⇒ ∇(p− pb) = ρo f ẑ × (ugb − ug). (44.111)

Doing so brings JEBAR from equation (44.108) into the form

JEBAR = (ρo H)
−1 ẑ · [∇H×∇(p− pb)] = −f H−1∇H · (ug − ugb). (44.112)

JEBAR thus arises from a nonzero projection onto the bottom slope of the difference between
the geostrophic velocity arising from the bottom pressure and the geostrophic velocity arising
from the depth averaged pressure.

Equation (44.83) provides the budget for vorticity of the depth integrated flow, in which
we find the curl of the topographic form stress leads to vortex stretching. For the vorticity of
the depth averaged flow, we instead encounter the JEBAR term in equation (44.107), which
is not a pure vortex stretching term. Instead, it accounts for the fact that it is the horizontal
velocity flowing across isobaths, u(z = ηb), rather than depth averaged horizontal velocity, u,
that leads to vortex stretching. Hence, when studying vorticity of the depth averaged velocity,
u, accounting for the role of vortex stretching requires us to include JEBAR.

Integral balances

Since the depth integrated flow is assumed to be non-divergent in the rigid lid approximation,
∇ ·U = 0, we know there exists a streamfunction for this flow. Consider a region where there
are closed streamlines. Following the steps in Section (44.5.3), we integrate the steady vorticity
equation (44.102) around the streamline. Noting that U · n̂ = 0 along the streamline, where n̂
is the horizontal unit normal to the streamline, thus renders the steady balance

‰
∂Sstreamline

(P∇H−1 + H−1∆τ ) · t̂ds = 0. (44.113)

44.6.4 Further study

Mertz and Wright (1992) discuss the physics of how JEBAR relates to the curl of the topographic
form stress as well as other mathematically equivalent forms. Cane et al. (1998) as well as Section
2.5 of Drijfhout et al. (2013) discusses how JEBAR can be physically misleading. For this reason,
recent studies of vorticity budgets in ocean models generally eschew JEBAR, instead favoring
an analysis of vorticity of the depth integrated flow as in Section 44.5 or the depth integrated

8We reintroduced the notation, ∇h, given the presence of z and ρ(z) in the integral in equation (44.110).
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vorticity from Section 44.3. Waldman and Giordani (2023) provide a review of vorticity analysis
for the ocean.
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Chapter 45

FOUNDATIONS OF QUASI-GEOSTROPHY

Quasi-geostrophy (QG) is the canonical balanced model in geophysical fluid mechanics whereby
the quasi-geostrophic potential vorticity is the sole prognostic field. All other fields, such as
the velocity and buoyancy, are diagnosed from potential vorticity. The process of diagnosing
the allied fields requires solving an elliptic boundary value problem to compute the geostrophic
streamfunction with potential vorticity acting as the source. This connection between poten-
tial vorticity and streamfunction represents an invertibility principle, with the mathematical
technology required for inversion shared with many other elliptic problems in mathematical
physics.1

Quasi-geostrophy is an elegant theory of mathematical physics that offers physical and math-
ematical insights into the workings of geophysical fluid motions where rotation and stratification
play leading roles. Our goal in this chapter is to provide a taste of its continuously stratified
realization, offering a detailed derivation that builds from Chapters 43 and 44. We also sample
some of its physical and mathematical content.

chapter guide

In this chapter we extend to continuously stratified fluids the shallow water discussion of
quasi-geostrophy in Chapter 43. Continuously stratified quasi-geostrophy is not concerned
with the processes that affect stratification, but instead with the processes that slightly
perturb that stratification. We make use of stratified geophysical fluid dynamics from
Chapters 24 and 31, as well as potential vorticity from Chapter 41. This chapter is
essential for the study of Rossby waves and baroclinic instability in Chapter 62.
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1See Section 6.5 for a summary of elliptic partial differential equations, and Chapter 9 for solution methods
based on Green’s functions.
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45.1 Loose threads
• Solution needed for Exercise 45.4.

45.2 Non-dimensional equations of quasi-geostrophy
In deriving the quasi-geostrophic potential vorticity equation, we proceed much like for the
single layer of shallow water fluid in Section 43.5. In particular, quasi-geostrophic scaling from
Section 43.5.1 is relevant for both the shallow water and for the continuously stratified fluid. We
employ an asymptotic expansion in the Rossby number and stop at the first nontrivial order,
which (as for the shallow water) is Ro1. For this purpose, recall the non-dimensional momentum
and continuity equations from Section 43.7.8

Ro

[
∂û

∂t̂
+ (û · ∇̂ẑ) û+ ŵ

∂û

∂ẑ

]
+ f̂ × û = −∇̂z φ̂ (45.1a)

∂φ̂

∂ẑ
= b̂ (45.1b)

∇̂ · v̂ = 0 (45.1c)

Ro

Bu

Db̂

Dt̂
+ ŵ = 0. (45.1d)

We expand all fields in an asymptotic series in Rossby number

û = û0 +Ro û1 +Ro2 û2 + . . . (45.2a)

v̂ = v̂0 +Ro v̂1 +Ro2 v̂2 + . . . (45.2b)
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ŵ = ŵ0 +Ro ŵ1 +Ro2 ŵ2 + . . . (45.2c)

b̂ = b̂0 +Ro b̂1 +Ro2 b̂2 + . . . (45.2d)

φ̂ = φ̂0 +Ro φ̂1 +Ro2 φ̂2 + . . . (45.2e)

along with the expansion (43.55) for the Coriolis parameter

f̂ = f̂0 +Ro β̂ ŷ, (45.3)

and where (equation (43.56))

β̂ ŷ =
β y

Ro fo
= T β y. (45.4)

As noted in Section 43.5.2, the velocity field is non-divergent at each order of Rossby number, so
that

∇ · v̂n = 0 ∀ n. (45.5)

The Burger number is order unity since the horizontal length scales of the flow considered
here are on the order of the deformation radius

Bu ∼ 1 =⇒ L ∼ Ld, (45.6)

where we introduced the internal deformation radius from Section 43.7.6

Ld(z) = H [N(z)/fo]. (45.7)

It is important to retain the depth dependence of the Burger number through its dependence on
the background stratification N2(z)

Bu(z) =

[
Ld

L

]2
= N2(z)

[
H

Lfo

]2
, (45.8)

which motivates the name Burger function for continuously stratified quasi-geostrophy. Impor-
tantly, the Burger function does not commute with the vertical derivative operator.

45.2.1 Zeroth order asymptotic equations

The zeroth order asymptotic equations are

f̂0 × û0 = −∇̂z φ̂0 (45.9a)

∂ẑφ̂0 = b̂0 (45.9b)

∇̂z · û0 + ∂ẑŵ0 = 0 (45.9c)

ŵ0 = 0. (45.9d)

The first equation represents f -plane geostrophy, which means that the horizontal velocity has
zero divergence

∇̂z · û0 = 0. (45.10)

Equation (45.9b) means the zeroth order buoyancy determines the zeroth order hydrostatic
pressure. Since the horizontal velocity has zero divergence, the continuity equation (45.9c) means
that the vertical velocity is depth independent

∂ẑŵ0 = 0. (45.11)
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If it vanishes somewhere, such as a solid horizontal bottom boundary, then it vanishes everywhere.
This is a manifestation of the Taylor-Proudman theorem (see Section 31.5.3). Indeed, a vanishing
ŵ0 is required by the zeroth-order buoyancy equation (45.9d) even if the bottom is not flat.
Hence, the non-dimensional velocity has a nonzero contribution only at order Ro1

ŵ = Ro ŵ1 +Ro2 ŵ2 + . . . , (45.12)

thus manifesting the vertical stiffening of fluid columns found in rotating fluids. Correspondingly,
the dimensionful vertical velocity has the asymptotic expansion

w =Wŵ =W Ro (ŵ1 +Ro ŵ2 + . . .), (45.13)

so that to leading to order Ro1

ŵ1 =
w

W Ro
. (45.14)

Since the zeroth-order horizontal velocity is non-divergent, we can introduce a geostrophic
streamfunction

û0 = −∂ŷψ̂0 and v̂0 = ∂x̂ψ̂0 and ζ̂0 = ∇̂2ψ̂0, (45.15)

where the zeroth-order streamfunction is the ratio of the zeroth order pressure to zeroth order
Coriolis parameter

ψ̂0 = φ̂0/f̂0. (45.16)

Note also that the zeroth-order system satisfies the thermal wind balance

f̂0 × ∂ẑû0 = −∇̂z b̂0. (45.17)

Finally, note that the zeroth order buoyancy is determined by the streamfunction through the
hydrostatic balance

b̂0 = ∂ẑφ̂0 = f̂0 ∂ẑψ̂0. (45.18)

45.2.2 First order asymptotic equations

For a prognostic equation we must consider equations at order Ro1

D0û0

Dt̂
+ f̂0 × û1 + β̂ ŷ ẑ × û0 = −∇̂zφ̂1 (45.19a)

∂ẑφ̂1 = b̂1 (45.19b)

∇̂z · û1 + ∂ẑŵ1 = 0 (45.19c)

1

Bu

D0b̂0

Dt̂
+ ŵ1 = 0. (45.19d)

The first order terms are often referred to as the ageostrophic components, though note that all
contributions higher than zeroth order constitute ageostrophic contributions.

At order Ro1, the material time derivative makes use only of the zeroth order horizontal
geostrophic velocity

D0

Dt̂
=

∂

∂t̂
+ û0 · ∇̂. (45.20)

To close this set of equations, we produce the vorticity equation from the momentum equation,
and then combine the vorticity equation and buoyancy equation to produce the quasi-geostrophic
potential vorticity equation. In Section 43.5, we performed the same procedure for deriving the
shallow water quasi-geostrophic equations.
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Taking the curl of the momentum equation (45.19a) eliminates the pressure gradient, ∇̂φ̂1,
thus producing the vorticity equation

∂t̂ζ̂0 + (û0 · ∇̂) (ζ̂0 + β̂ ŷ) = −f̂0 ∇̂z · û1. (45.21)

We make use of the continuity equation (45.19c) to eliminate the horizontal convergence

∂t̂ζ̂0 + (û0 · ∇̂) (ζ̂0 + β̂ ŷ) = f̂0 ∂ẑŵ1. (45.22)

The right hand side represents the contribution to vorticity evolution from stretching by the
ageostrophic vertical velocity acting in a rotating reference frame. We can eliminate the
ageostrophic vertical velocity through use of the buoyancy equation (45.19d). When doing so, it
is important to keep the depth dependence of the Burger function, Bu(z), according to equation
(45.8), with this depth dependence arising from the prescribed background stratification, N2(z).
The resulting vorticity equation is

∂t̂ζ̂0 + (û0 · ∇̂) (ζ̂0 + β̂ ŷ) = −f̂0
∂

∂ẑ

[
1

Bu

D0b̂0

Dt̂

]
. (45.23)

We now use the identity

∂

∂ẑ

[
1

Bu

D0b̂0

Dt̂

]
=

∂

∂ẑ

[
1

Bu

(
∂

∂t̂
+ û0 · ∇̂

)
b̂0

]
(45.24a)

=
D0

Dt̂

[
∂

∂ẑ

(
b̂0
Bu

)]
+

1

Bu

∂û0

∂ẑ
· ∇̂z b̂0 (45.24b)

=
D0

Dt̂

[
∂

∂ẑ

(
b̂0
Bu

)]
, (45.24c)

where we set
∂ẑû0 · ∇̂z b̂0 = 0 (45.25)

since the zeroth-order velocity maintains thermal wind balance (45.17). Bringing terms together
then leads to the material conservation equation for quasi-geostrophic potential vorticity

D0

Dt̂

[
ζ̂0 + β̂ ŷ + f̂0

∂

∂ẑ

(
b̂0
Bu

)]
= 0. (45.26)

45.3 Dimensionful equations of quasi-geostrophy
To expose physical elements to the continusously stratified quasi-geostrophic theory, we reintro-
duce physical dimensions as done for shallow water quasi-geostrophy in Section 43.6. For that
purpose, we write

u ≡ ug + uag = U (û0 +Ro û1) (45.27a)

w ≡ wag = RoW ŵ1 (45.27b)

b ≡ bg +Bag = B (̂b0 +Ro b̂1) (45.27c)

φ ≡ φg + φag = fo U L (φ̂0 +Ro φ̂1). (45.27d)

Reintroducing dimensions is straightforward but a bit tedious.
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45.3.1 Hydrostatic balance
Hydrostatic balance is maintained for terms at each Rossby number order, so that we have the
dimensional equations

∂zφg = bg and ∂zφag = Bag. (45.28)

45.3.2 Continuity equation
The three dimensional velocity is non-divergent at each order in Rossby number. The zeroth
order (geostrophic) flow is horizontally non-divergent so that

∇ · ug = 0, (45.29)

whereas the next order (ageostrophic) flow satisfies

∇ · vag = ∇ · uag + ∂zwag = 0. (45.30)

45.3.3 Geostrophic balance
The non-dimensional geostrophic balance for the zeroth order fields

f̂0 × û0 = −∇̂z φ̂0 (45.31)

takes on the dimensional form

ẑ × ug/U = −L∇h φg/(fo U L). (45.32)

Canceling factors leads to the expected form of f -plane geostrophy

fo ẑ × ug = −∇h φg. (45.33)

45.3.4 Material time derivative
For the material time derivative operator we write

D/Dt = ∂t + u · ∇+ w ∂z (45.34a)

= (1/T ) ∂t̂ + (U/L) û · ∇̂+ (W/H) ŵ ∂ẑ (45.34b)

= (1/T ) (∂t̂ + û · ∇̂+ ŵ ∂ẑ) (45.34c)

= (1/T ) (∂t̂ + û0 · ∇̂z) + (Ro/T ) (û0 · ∇̂z + ŵ1 ∂ẑ) (45.34d)

= ∂t + ug · ∇h + uag · ∇h + wag ∂z (45.34e)

≡ Dg/Dt+ uag · ∇h + wag∂z, (45.34f)

where time scales according to advection, T = L/U , vertical velocity scales according to
continuity, W = H U/L, and we introduced the geostrophic material time derivative operator

Dg/Dt ≡ ∂t + ug · ∇h. (45.35)

45.3.5 Buoyancy equation
The buoyancy equation requires a bit more work. For that purpose, split buoyancy into a depth
dependent static background and a deviation from the background

b = b̃(z) + b′(x, y, z, t), (45.36)
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with its vertical derivative
∂zb = db̃/dz + ∂zb

′ = N2 + ∂zb
′, (45.37)

where N2(z) is the squared buoyancy frequency for the prescribed background buoyancy field.
In this manner, the adiabatic buoyancy equation is

∂b′

∂t
+ u · ∇b′ + w (N2 + ∂zb

′) = 0. (45.38)

We non-dimensionalize this equation by making use of the following relations between the scales

B = fo U L/H W = H (U/L) Ro = U/(fo L) Bu = (N H)2/(fo L)
2, (45.39)

in which case the buoyancy equation takes the form

∂tb
′ + u · ∇b′ + w (N2 + ∂zb

′) =
B

T

∂b̂

∂t̂
+
U B

L
û · ∇̂z b̂+W ŵN2 +

W B

H
ŵ ∂ẑ b̂ = 0. (45.40)

We find it useful to divide by foN
2, so that

1

foN2

[
∂tb

′ + u · ∇b′ + w (N2 + ∂z b
′)
]
=
H Ro2

Bu

[
∂t̂b̂+ û · ∇̂b̂+ ŵ ∂ẑ b̂

]
+Ro ŵ = 0. (45.41)

The vertical velocity component, ŵ, is nonzero only at order Ro1, so the term Ro ŵ is order Ro2

(recall equation (45.27b)). For the material time derivative term, we drop the vertical velocity
term, ŵ ∂ẑ b̂, since it is order Ro1 smaller than the other terms in the material time operator. We
thus retain only the zeroth order buoyancy contribution, b̂0. Reintroducing physical dimensions
then leads to the dimensional form of the quasi-geostrophic buoyancy equation

(∂t + ug · ∇h) bg + wagN
2 =

Dgbg
Dt

+ wagN
2 = 0. (45.42)

This equation means that the geostrophic transport of the geostrophic buoyancy is affected by a
source due to the ageostrophic vertical advection of background buoyancy

Dgbg
Dt

= −wagN
2 with bg = fo ∂zψ. (45.43)

45.3.6 Vorticity equation
Reintroducing dimensions to the vorticity equation (45.22) yields2

∂t̂ζ̂0 + (û0 · ∇̂h) (ζ̂0 + β̂ ŷ)− f̂0 ∂ẑŵ1 = T 2 [∂tζ + ug · ∇h(ζ + β y)]− H

W Ro
∂zwag. (45.44)

The identity H/(W Ro) = fo T
2 leads to the order Ro1 vorticity equation

∂tζa + J(ψ, ζa) = fo ∂zwag, (45.45)

with the absolute vorticity given by the sum of the geostrophic relative vorticity plus the
planetary beta contribution

ζa = ζg + β y. (45.46)

Hence, the absolute geostrophic vorticity is advected by the geostrophic flow, and it has a
source (right hand side of equation (45.45)) due to vertical stretching by the ageostrophic flow.

2Recall from equation (45.27b) that to order Ro1 we have W ŵ = RoW ŵ1 = wag.
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Expanding the Jacobian and introducing the geostrophic velocity, ug = ẑ ×∇ψ, leads to the
geostrophic relative vorticity equation

(∂t + ug · ∇h) ζg = −β vg + fo ∂zwag. (45.47)

We thus see that the beta effect from the geostrophic flow, plus vertical stretching by the
ageostrophic flow, provide local sources for geostrophic relative vorticity.

45.3.7 Potential vorticity

From equation (45.26), we identify the non-dimensional quasi-geostrophic potential vorticity

q̂ = ζ̂0 + β̂ ŷ + f̂0
∂(̂b0/Bu)

∂ẑ
. (45.48)

Introducing dimensional quantities to the right hand side yields3

q̂ =
L

U
[ζg + β y] +

∂

∂z

[
H bg
B Bu

]
(45.49a)

= (1/(fo Ro) (ζg + β y) +
H

B

∂

∂z

[
bg
Bu

]
. (45.49b)

The scale for the fluctuating buoyancy is given by equation (43.160), B = fo U L/H, and the
inverse Burger function is given by equation (45.8), Bu−1 = [(Lfo)/(H N)]2, so that

q̂ = (1/(fo Ro) (ζg + β y) +
H2

fo U L

L2 f2o
H2

∂

∂z

[
bg
N2

]
(45.50a)

= (1/(fo Ro) (ζg + β y) + Ro−1 ∂z(bg/N
2). (45.50b)

Introducing the geostrophic streamfunction,

ug = ẑ ×∇hψ and ζ = ẑ · (∇× ug) = ∇2
h ψ and bg = fo ∂zψ, (45.51)

leads to

q ≡ fo Ro q̂ = β y + ζg +
∂

∂z

[
f2o
N2

∂ψ

∂z

]
. (45.52)

Just as for the shallow water case in Section 43.6.1, the potential vorticity (45.52) scales as
fo Ro. The order Ro scaling is expected since it is only at this order that we realize a prognostic
set of equations. We sometimes choose to add the constant fo to q, which has no effect on the
dynamics but reveals the beta plane planetary vorticity

q = fo + β y︸ ︷︷ ︸
planetary vorticity

+ ∇2
h ψ︸︷︷︸

relative vorticity

+
∂

∂z

[
f2o
N2

∂ψ

∂z

]
︸ ︷︷ ︸

stretching by f

. (45.53)

Evidently, there are three contributions to the quasi-geostrophic potential vorticity.

• planetary vorticity: The planetary vorticity contribution, fo +β y, arises from rotation
of the reference frame. As noted above, the β y term is the only dynamically relevant
contribution, so that we can equally well drop the fo contribution.

3Recall f̂0 = 1 and β̂ ŷ = T β y = (L/U)β y.
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• geostrophic relative vorticity: The vertical component of the geostrophic relative
vorticity, ζ = ẑ · (∇ × u) = ∇2

h ψ, acts to bring out the smaller scale features in the
streamfunction.

• vertical stretching: The final contribution arises from vertical stretching in the
presence of a rotating planet. Equation (45.22) helps to remind us why this term arises
from vortex stretching.

Material evolution of quasi-geostrophic potential vorticity follows the horizontal geostrophic
flow

(∂t + ug · ∇h) q = 0. (45.54)

Geostrophic material constancy of q represents a balance, following the geostrophic flow, of
time changes for the planetary vorticity, relative vorticity, and vertical stretching. This is a
remarkable property of quasi-geostrophic flows. It packs in a wealth of physical processes that
act to evolve the geostrophic flow while maintaining an exact geostrophic balance at each point
in space and time.

45.3.8 Velocity equation

The prognostic velocity equation arises from the first order asymptotic equation (45.19a)

D0û0

Dt̂
+ f̂0 × û1 + β̂ ŷ ẑ × û0 = −∇̂zφ̂1. (45.55)

Our skills with reintroducing dimensional quantities should be sufficient to write down the
dimensional velocity equation by inspection

(∂t + ug · ∇)ug + β y ẑ × ug + fo ẑ × uag = −∇h φag. (45.56)

We can also choose to add the geostrophic balanced flow that holds at order Ro0, fo ẑ×ug = −∇h φg,
so to have the equivalent equation

(∂t + ug · ∇)ug + β y ẑ × ug + fo ẑ × (ug + uag) = −∇h (φg + φag). (45.57)

Observe that from equation (45.27d) that

φag = fo U LRo φ̂1 = U2 φ̂1, (45.58)

so that the ageostrophic portion of the pressure scales according to pressure in a non-rotating
fluid as discussed in Section 29.2.3.

45.3.9 Concerning the ageostrophic state in quasi-geostrophy

Following the shallow water discussion in Section 43.6.6, we here expose an ambiguity (i.e.,
gauge freedom) associated with the ageostrophic pressure, buoyancy, and velocity within quasi-
geostrophy. This gauge freedom arises since the quasi-geostrophic potential vorticity equation
remains unchanged upon adding an arbitrary horizontally non-divergent velocity to uag, along
with an arbitrary gradient of a scalar to φag. The freedom to modify these ageostrophic fields
is constrained by taking the divergence of the velocity equation (45.56) to find (compare to
equation (43.108) for shallow water quasi-geostrophy)

∇2
h φag = 2 J(ug, vg) + β (y ζg − ug) + fo ζag, (45.59)
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where
ζag = ∂xvag − ∂yuag (45.60)

is the relative vorticity contained in the horizontal ageostrophic flow. The constraint (45.59)
means that adding a horizontally non-divergent velocity, ũ, to the ageostrophic velocity, uag,
requires a corresponding modification to the pressure via φ̃ added to φag, in which φ̃ satisfies
the Poisson equation

∇2
h φ̃ = fo ẑ · (∇× ũ). (45.61)

Given the gauge freedom, we follow Section 6.3 of Holton and Hakim (2013) by choosing
φag = 0 (and thus bag = 0) so that all ageostrophic effects live within the velocity, uag + ẑwag. In
this case, the quasi-geostrophic velocity equation (45.56) simplifies to

(∂t + ug · ∇)ug + β y ẑ × ug + fo ẑ × uag = 0. (45.62)

Evidently, the Coriolis acceleration, fo ẑ × uag, provides the only place that ageostrophic effects
couple to the geostrophic velocity equation.

45.4 Constraints on quasi-geostrophic evolution

How is it that quasi-geostrophic flow retains a geostrophically balanced state, fo ẑ ×ug = −∇hφg,
while allowing that state to evolve? The discussion thus far provides an operational means to
answer that question via time integration of the quasi-geostrophic potential vorticity equation.
Alternatively, let us consider the velocity equation and in so doing to expose a diagnostic balance
of geostrophic and ageostrophic flow processes, with this balance ensuring that geostrophy
is maintained. We derive this balance closely following that considered for shallow water
quasi-geostrophy in Section 43.6.7.4

45.4.1 A balance between geostrophic and ageostrophic processes

Geostrophic balance is maintained for an observer following a fluid particle moving with the
horizontal geostrophic velocity, so that

Dg

Dt
(fo ẑ × ug +∇hφg) = 0. (45.63)

Performing the material time derivative, and making use of equation (45.62) for the geostrophic
velocity and equation (45.43) for buoyancy, here written as

Dgug

Dt
= −(β y) ẑ × ug − fo ẑ × uag (45.64a)

Dgbg
Dt

= −wagN
2, (45.64b)

leads to the balance

fo β yug + f2o uag +
Dg(∇hφg)

Dt
= 0. (45.65)

We can derive a diagnostic balance (i.e., an equation without a time derivative) by taking the
vertical derivative of equation (45.65) and using the hydrostatic balance and the buoyancy

4Enforcing geostrophy even while the flow evolves is analogous to constraints arising from non-divergent flow
condition, ∇ · v = 0, in an evolving flow. As seen in Section 29.3, pressure in a Boussinesq ocean enforces flow
non-divergence at each point in space and time.
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equation. For that purpose we need

∂z[Dg(∇hφ)/Dt] = Dg(∇hbg)/Dt) + (∂zug · ∇h)∇hφg (45.66a)

= ∇h(Dgbg/Dt) +Q+ (∂zug · ∇h)∇hφg (45.66b)

= −∇h(N2wag) +Q+ (∂zug · ∇h)∇hφg, (45.66c)

where we introduced the vector arising from the coupling of horizontal shears in the geostrophic
flow with horizontal gradients in the geostrophic buoyancy

Q = −x̂ ∂xug · ∇hbg − ŷ ∂yug · ∇hbg. (45.67)

We can further simplify by use of thermal wind to write

Q = −x̂ ∂xug · (fo ẑ × ∂zug)− ŷ ∂yug · (fo ẑ × ∂zug) (45.68a)

= fo x̂ (−∂xu ∂zv + ∂xv ∂zu) + fo x̂ (−∂yu ∂zv + ∂yv ∂zu), (45.68b)

and geostrophy to write

(∂zug · ∇h)∇hφg = fo (∂zug · ∇h) (−vg x̂+ ug ŷ) (45.69a)

= fo x̂ (−∂xu ∂zv + ∂xv ∂zu) + fo x̂ (−∂yu ∂zv + ∂yv ∂zu) (45.69b)

= Q, (45.69c)

so that
∂z[Dg(∇hφ)/Dt] = 2Q. (45.70)

Bringing terms together leads to the diagnostic balance

fo β y ∂zug + 2Q︸ ︷︷ ︸
geostrophic

+ f2o ∂zuag −N2∇hwag︸ ︷︷ ︸
ageostrophic

= 0, (45.71)

where we noted that the buoyancy frequency is a function only of the vertical. Equation (45.71)
summarizes a wealth of geostrophic and ageostrophic processes that, when taken together,
maintain geostrophy and thermal wind for evolving quasi-geostrophic flows. Note that when
considered in isolation, each process acts to move the flow away from geostrophic balance (e.g.,
see Hoskins (1975) and Section 6.5 of Holton and Hakim (2013), who emphasize the nonlinear
geostrophic term, Q). It is only when all terms are considered together that they render an
evolving flow respecting geostrophy.

45.4.2 Vertical motion and the ω-equation

As we discovered in this chapter, for quasi-geostrophy the vertical component to the velocity
is non-zero only at first order in Rossby number, hence it is part of the ageostrophic flow. In
contrast, the zeroth order flow is horizontally non-divergent and geostrophically balanced. To
evolve the horizontal geostrophic flow it is not necessary to explicitly compute the ageostrophic
vertical velocity. However, there are cases where vertical ageostrophic velocity is of interest.
Since the vertical motion is relatively small, it is important to formulate the calculation of this
motion in a manner that avoids computing small differences between large numbers. Namely,
even if we knew the horizontal ageostrophic flow, vertically integrating the continuity equation,
∂zwag = −(∂xuag+∂yvag), is prone to errors since the horizontal convergence is typically the small
difference of relatively large numbers. We here derive a more suitable means to diagnose wag, with
the diagnostic equation known as the ω-equation. The name for this equation originates from
the atmospheric community where ω is the common symbol for mass transport across pressure
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surfaces (using pressure vertical coordinates rather than geopotential). Here, we make use of
the Boussinesq ocean equations so that the vertical velocity component is across geopoential
surfaces.

It turns out that we have done most of the work needed to derive an equation for wag as part
of our derivation of the balance (45.71). Namely, by simply taking horizontal the divergence of
(45.71) and noting that ∇ · ug = 0, we have

(f2o ∂zz +N2∇2
h )wag = (∇h + ẑ∂z) · (2Q+ ẑ fo β vg), (45.72)

which corresponds to the second form of the ω-equation first derived by Hoskins et al. (1978).
We identify the following convenient features of this ω-equation. First, the right hand side is
determined solely from knowledge of the geostrophic flow, which contrasts to the approach
from continuity. Second, the linear operator acting on wag is elliptic, so that wag is a smoothed
version of the geostrophic forcing on the right hand side of equation (45.72). Third, maps of the
vector field, Q+ ẑ fo β vg, provide insights into regions where wag is prone to have large values.
For example, where the divergence on the right hand side is positive, the vertical velocity is
negative.5

45.4.3 Another derivation of the ω-equation

One commonly finds an alternative derivation in the literature. Here, we write the dimensional
buoyancy equation (45.42) and vorticity equation (45.45) in the form

fo ∂tzψ + J(ψ, bg) +N2wag = 0 (45.73a)

∂t(∇2
h ψ) + J(ψ,∇2

zψ + β y)− fo ∂zwag = 0. (45.73b)

Taking the horizontal Laplacian of equation (45.73a) and subtracting it from fo times the vertical
derivative of equation (45.73b) allows us to cancel the time derivative and thus to render the
Boussinesq form of the quasi-geostrophic ω-equation

(N2∇2
h + f2o ∂zz)wag = fo ∂z[J(ψ, ζg + β y)]−∇2

h J(ψ, bg). (45.74)

The operator on the left hand side is a generalized Laplacian and all terms on the right hand side
are known from the geostrophic streamfunction, including the vorticity, ζg = ∇2

h ψ, and buoyancy,
bg = fo ∂zψ. This equation is thus in the form of a generalized Poisson equation, whose solution
renders an expression for the vertical velocity valid to order Ro1. Note that the right hand side
can be written as the convergence of a flux

fo ∂z[J(ψ, ζg + β y)]−∇2
h J(ψ, bg) = −∇h · [∇h J(ψ, bg)] + fo ∂z[J(ψ, ζg + β y)] (45.75a)

= −∇ ·G, (45.75b)

where the geostrophic forcing vector is given by

G = ∇hJ(ψ, bg)− fo ∂z[J(ψ, ζg + β y)] ẑ. (45.76)

It is a useful exercise to show that equations (45.74) and (45.72) are identical.

5Elliptic operators generally swap signs, which can be readily seen upon assuming a single Fourier mode
solution to wag.
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45.5 Connecting to Ertel potential vorticity

Following our treatment for the shallow water system in Section 43.6.4, we here determine how
quasi-geostrophic potential vorticity relates to the Ertel potential vorticity from Chapter 41. For
this purpose, consider the continuously stratified hydrostatic Boussinesq fluid and make use of
the Ertel potential vorticity derived in Exercise 41.1

Q = (ω + ẑ f) · ∇b = ∂u

∂z

∂b

∂y
− ∂v

∂z

∂b

∂x
+ (ζ + f)

∂b

∂z
. (45.77)

In a perfect fluid we have the material conservation

(∂t + u · ∇h + w ∂z)Q = 0. (45.78)

Our strategy in this section is to non-dimensionalize both Q and the material time operator,
and then to organize terms in equation (45.78) according to the Rossby number. We then show
that material conservation of Ertel potential vorticity, when expanded asymptotically to order
Ro1, leads to the geostrophic material conservation of quasi-geostrophic potential vorticity. The
continuous stratification makes the derivation more involved than for the shallow water potential
vorticity in Section 43.6.4, prompting us to expose the details.

45.5.1 Non-dimensionalizing the Ertel potential vorticity

As above for the buoyancy, we are led to write the Ertel potential vorticity in the form

Q− foN2

foN2
=

1

foN2

[
∂u

∂z

∂b′

∂y
− ∂v

∂z

∂b′

∂x

]
+

1

N2

∂b′

∂z
+
β y + ζ

fo

[
1 +

1

N2

∂b′

∂z

]
. (45.79)

with non-dimensionalization leading to

1

foN2

[
∂u

∂z

∂b′

∂y
− ∂v

∂z

∂b′

∂x

]
=

B U

foN2H L

[
∂û

∂ẑ

∂b̂

∂ŷ
− ∂v̂

∂ẑ

∂b̂

∂x̂

]
=

Ro2

Bu

[
∂û

∂ẑ

∂b̂

∂ŷ
− ∂v̂

∂ẑ

∂b̂

∂x̂

]
(45.80a)

1

N2

∂b′

∂z
=

B

H N2

∂b̂

∂ẑ
=

Ro

Bu

∂b̂

∂ẑ
(45.80b)

β y + ζ

fo
= Ro (β̂ ŷ + ζ̂). (45.80c)

The order Ro2 terms appearing in equation (45.80a) are dropped since they do not contribute
to the quasi-geostrophic potential vorticity, which involve terms only up to order Ro1. For the
order Ro1 term, we only retain the zeroth order buoyancy, b̂0 = bg/B, and likewise we just retain

the zeroth order relative vorticity, ζ̂0 = (L/U) ζg. Hence, the Ertel potential vorticity is given by

Q = N2 (fo + q∗) +O(Ro2) (45.81)

where q∗ is the order Ro1 term

q∗ = Ro fo

[
1

Bu

∂b̂0
∂ẑ

+ β̂ ŷ + ζ̂0

]
=

fo
N2

∂bg
∂z

+ β y + ζg. (45.82)
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45.5.2 Material conservation of Ertel PV to order Ro1

The material conservation of Ertel PV now takes the form

(∂t + ug · ∇h + wag ∂z) (foN
2 + q∗N

2) = fowag ∂zN
2 +N2Dgq∗/Dt = 0. (45.83a)

We dropped the wag ∂z contribution to the advection of q∗ since ageostrophic vertical advection
of q∗ is an order Ro2 term. To eliminate the vertical ageostrophic velocity we make use of the
buoyancy equation (45.42) so that

Dgq∗
Dt

+
wag

N2

∂N2

∂z
=

Dgq∗
Dt
− fo
N4

Dgbg
Dt

∂N2

∂z
= 0. (45.84)

Writing
∂

∂z

[
1

N2

]
= − 1

N4

∂N2

∂z
(45.85)

leads to
Dgq∗
Dt

+ fo

[
∂N−2

∂z

]
Dgbg
Dt

= 0. (45.86)

Since the geostrophic material time derivative operator only involves horizontal advection, we
can merge these two terms to render

Dgq∗
Dt

+ fo

[
∂N−2

∂z

]
Dgbg
Dt

=
Dg

Dt

[
q∗ + fo bg

(
∂N−2

∂z

)]
(45.87a)

=
Dg

Dt

[
β y + ζ +

fo
N2

(
∂bg
∂z

)
+ fo bg

(
∂N−2

∂z

)]
(45.87b)

=
Dg

Dt

[
β y + ζ + fo

∂

∂z

(
bg
N2

)]
(45.87c)

=
Dgq

Dt
(45.87d)

= 0. (45.87e)

In the penultimate step we introduced the quasi-geostrophic potential vorticity given by equation
(45.53)

q = β y + ζ + fo
∂

∂z

[
bg
N2

]
= q∗ + fo bg

∂N−2

∂z
. (45.88)

We have thus established how material conservation of Ertel potential vorticity, when expanded
asymptotically to order Ro1, leads to the geostrophic material conservation of quasi-geostrophic
potential vorticity.

45.6 Boundary conditions
We need boundary conditions on the geostrophic streamfunction, ψ, to invert the elliptic
quasi-geostrophic PV equation (45.53), with boundary conditions the focus of this section.

45.6.1 Concerning doubly-periodic QG models
For lateral boundaries, we may choose to set the normal component of the flow to zero for
the inviscid case, in which case ψ is a constant along material boundaries as discussed in
Section 21.4.2. More commonly (at least for idealized studies), we remove the lateral boundaries
altogether by assuming a doubly periodic domain. The value of the Coriolis parameter does
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not appear in the potential vorticity equation (45.54). Rather, it is only ∂yf = β that appears.
So even though the Coriolis parameter, f = fo + β y, is not meridionally periodic, we can still
consider a horizontally doubly-periodic domain in which there is periodicity in flow properties in
both the zonal and meridional directions.

Furthermore, we can study quasi-geostrophic flows in doubly periodic domains in the presence
of certain idealized background flows. Namely, for a prescribed depth-independent thermal wind
flow, the corresponding buoyancy that supports this flow plays no role in the quasi-geostrophic
potential vorticity. For example, if the buoyancy has the form

b = M2 y +N2 z︸ ︷︷ ︸
prescribed background

+ b′(x, y, z, t), (45.89)

with M and N constant frequencies, then the corresponding quasi-geostrophic potential vorticity
is independent ofM . In this manner, the background buoyancy, though not meridionally periodic,
prescribes a background thermal wind shear that is constant and so is trivially periodic.

45.6.2 Buoyancy equation
To develop the vertical boundary conditions on the streamfunction, consider the quasi-geostrophic
buoyancy equation (45.42)

Dgbg/Dt+ wagN
2 = (∂t + ug · ∇) bg + wagN

2 = 0, (45.90)

where the buoyancy is related to the geostrophic streamfunction via

bg = fo ∂zψ, (45.91)

which leads to the equivalent form of the buoyancy equation

(∂t + ug · ∇h) (fo ∂zψ) + wagN
2 = 0. (45.92)

We now consider how the buoyancy equation appears at the top and bottom boundaries.

45.6.3 Top boundary condition
Assuming the top boundary is a material surface, we are led to the kinematic boundary condition
(19.66)

w = (∂t + ug · ∇h) η. (45.93)

How does this vertical velocity compare to that associated with motion in the fluid interior? To
answer that question we assume an advective scaling for time derivatives so that the vertical
velocity at the free surface scales as

wsurf ∼ U η/L ∼ U p/(ρo g L) ∼ U2 fo/g, (45.94)

where L is the horizontal length scale, and we scaled the surface pressure gradient according to
the free surface gradient. A point in the fluid interior has a vertical velocity that scales according
to the buoyancy equation (45.90),

winterior ∼ U b/(N2 L) ∼ fo U2/(H N2), (45.95)

where H is the vertical scale over which the thermal wind shear is sizable, and which scales the
buoyancy frequency according to

N2 ∼ (g/ρo)∆ρ/H, (45.96)
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where ∆ρ≪ ρo is the scale for the density difference setting the size of the buoyancy frequency.
The ratio of the two vertical velocities is thus given by

wsurf/winterior = H N2/g = ∆ρ/ρo ≪ 1. (45.97)

Evidently, we can set the surface boundary condition to that of a rigid lid, in which wag = 0. In
this case, the top boundary condition reduces to geostrophic advection of boundary buoyancy

(∂t + ug · ∇h) (fo ∂zψ) = (∂t + ug · ∇h) bg = 0 at top boundary where wag = 0. (45.98)

That is, the geostrophic buoyancy at the surface is a material constant when advected by the
surface geostrophic flow.

45.6.4 Bottom boundary condition
With a nonzero slope in the bottom topography, ∇ηb ̸= 0, the bottom kinematic boundary
condition (Section 19.6.1) says that velocity is constrained so that

v · n̂ = 0 =⇒ w = u · ∇ηb, (45.99)

where n̂ = −∇(z− ηb)/|∇(z− ηb)| is the boundary’s outward normal. Expanding this kinematic
boundary condition leads to

wag = (ug + uag) · ∇ηb, (45.100)

which means there is vertical ageostrophic motion at the bottom so long as the horizontal motion
is not aligned with isobaths. To be clear on the implications of this boundary condition, it is
useful to examine the asymptotics by non-dimensionalizing6

ug = U û0 (45.101a)

wag =W Ro ŵ1 (45.101b)

uag = U Ro û1 (45.101c)

∇ηb = (B/L) ∇̂η̂b = (H Ro/L) ∇̂η̂b, (45.101d)

which brings the kinematic boundary condition (45.100) to

foH Ro2 (û0 +Ro û1) · ∇̂η̂b =W Ro ŵ1 =⇒ (û0 +Ro û1) · ∇̂η̂b = ŵ1. (45.102)

Asymptotic consistency implies that

û0 · ∇̂η̂b = ŵ1 =⇒ ug · ∇ηb = wag. (45.103)

Hence, for quasi-geostrophic flow, any projection of the horizontal geostrophic velocity in a
direction not aligned with isobaths leads to an ageostrophic vertical velocity at the bottom.

Use of the bottom kinematic boundary condition (45.103) in the buoyancy equation (45.92)
leads to the bottom boundary evolution of buoyancy

∂t(fo ∂zψ) + ug · ∇h
[
fo ∂zψ +N2 ηb

]
= 0 at z = ηb, (45.104)

which can be written in terms of the geostrophic buoyancy

∂tbg + ug · ∇h(bg +N2 ηb) = 0 at z = ηb, (45.105)

6The bottom topography slope is non-dimensionalized according to the shallow water discussion in Section
43.3.4.
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The boundary condition is evaluated at the horizontally averaged bottom positin, z = ηb, since
the more precise boundary location, z = ηb(x, y), is higher order in Rossby number. Since N2 ηb
is time independent, the boundary condition (45.105) can be written as a material conservation
statement for buoyancy at the bottom

(∂t + ug · ∇h)(bg +N2 ηb) =
Dg(bg +N2 ηb)

Dt
= 0 at z = ηb. (45.106)

When ηb is a constant, and since N2 is just a function of z, then the bottom boundary condition
becomes a statement about the material conservation of buoyancy along the bottom boundary

Dgbg
Dt

= 0 at z = ηb = 0, (45.107)

which is the bottom analog of the top boundary condition (45.98) that holds when making the
rigid lid approximation. The more general case of a nonzero bottom slope renders a source for
bottom buoyancy

Dgbg
Dt

= −N2 ug · ∇ηb = −N2wag at z = ηb. (45.108)

In this manner we see that a material evolution of bottom buoyancy is associated with vertical
ageostrophic flow at the bottom, and correspondingly to horizontal geostrophic flow that deviates
from the contours of constant topography.

Finally, since N2 is a function only of z, this boundary condition can be written in terms of
the stretching term appearing in the potential vorticity

Dg

Dt

[
fo bg
N2

]
= −fo ug · ∇ηb at z = ηb. (45.109)

Evidently, material evolution of vertical stretching is coupled to bottom geostrophic flow that
crosses lines of constant topography.

45.7 Potential vorticity with Dirac delta sheets
Based on the boundary conditions derived in Section 45.6, we know that quasi-geostrophic
theory is comprised of the material conservation of potential vorticity in the interior, along with
material evolution of buoyancy at the boundaries, with the material evolution determined by
the horizontal geostrophic velocity

Dgq

Dt
= 0 for ηb < z < 0 (45.110a)

Dgbg
Dt

= 0 for z = 0 (45.110b)

Dgbg
Dt

= −N2 ug · ∇ηb for z = ηb, (45.110c)

where the geostrophic velocity, buoyancy, material time derivative, and quasi-geostrophic potential
vorticity are written in terms of the geostrophic streamfunction

ug = ẑ ×∇ψ (45.111a)

bg = fo ∂zψ (45.111b)

Dg/Dt = ∂t + ug · ∇ (45.111c)

q = fo + β y +∇2
h ψ +

∂

∂z

[
f2o
N2

∂ψ

∂z

]
= fo + β y +∇2

h ψ +
∂

∂z

[
fo bg
N2

]
. (45.111d)
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Figure 45.1: Geometry for the transition layers associated with the Dirac delta sheets at the upper and lower
boundaries of the domain.

Studying the dynamics of boundary buoyancy constitutes the focus of surface quasi-geostrophy,
as exemplified by Held et al. (1995) and whose mathematical foundations were examined by
Yassin and Griffies (2022). In this section we focus on how to understand the transition from
the interior to the boundaries. We follow the method of Bretherton (1966), where he noted that
it can be conceptually convenient to bring the boundary conditions into the potential vorticity,
much like when studying Green’s functions for elliptic operators as in Chapter 9. In this manner,
the boundary and interior terms can be placed on equal footing and thus their contribution to
the potential vorticity directly compared.7

45.7.1 Transition between the interior and the boundaries

The transition from the interior to the boundary occurs over an infinitesimal region surrounding
each boundary. There is a corresponding jump in the buoyancy as it moves from the domain
interior to the boundaries. To help understand the nature of the jump it is useful to expand
the infinitesimal thickness into a tiny but finite layer whose thickness, ∆z = ϵ, is later taken to
vanish. For notational brevity introduce

S = bg/N
2, (45.112)

and, with reference to the geometry in Figure 45.1, the full domain extent of this function is
written

Sext(z) = S(ηb − ϵ)H(ηb − ϵ− z)︸ ︷︷ ︸
lower region

+S(z) [H(z − ηb − ϵ)−H(z + ϵ)]︸ ︷︷ ︸
interior region

+S(ϵ)H(z − ϵ),︸ ︷︷ ︸
upper region

(45.113)

where H is the Heaviside step function detailed in Section 7.5. Values within the outer edge of
the transition regions (i.e., S(ϵ) and S(ηb− ϵ)) are constructs whose values must be set consistent
with the boundary conditions (45.110b) and (45.110c). We furthermore choose these values to
be static, since we have no way to determine their evolution since they are outside the domain.
The upper boundary satisfies the homogeneous boundary condition

(∂t + ug · ∇)bg = 0, (45.114)

which allows us to set
bg(ϵ) = 0. (45.115)

7See also Section 5.4.3 of Vallis (2017) for general comments on this approach.
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Likewise, the lower boundary condition

(∂t + ug · ∇)bg = −N2 ug · ∇ηb, (45.116)

is consistent with the choice
S(ηb − ϵ) = −ηb. (45.117)

45.7.2 Calculating the stretching term over the extended domain

Since the derivative of a Heaviside step function yields a Dirac delta (Section 7.5), we have

∂zS
ext(z) = ∂zS(z) [H(z − ηb − ϵ)−H(z + ϵ)] + S(z) δ(z − ηb − ϵ)

− S(ηb − ϵ) δ(ηb − ϵ− z) + S(ϵ) δ(z − ϵ)− S(z) δ(z + ϵ), (45.118)

whose ϵ→ 0 limit is

∂zS
ext(z) = ∂zS(z) [H(z−ηb)−H(z)]+ [S(z)−S(ηb− ϵ)] δ(z−ηb)+ [S(ϵ)−S(z)] δ(z). (45.119)

Reintroducing the definition of S as per equation (45.112) yields the stretching term contribution
to the potential vorticity, now defined over the full vertical extent of the domain (i.e., the domain
interior and its boundaries)

∂z(fo bg/N
2)ext = ∂z(fo bg/N

2) [H(z − ηb)−H(z)]

+ δ(z − ηb)
[
fo bg
N2

]z=ηb+
z=ηb

−
+ δ(z)

[
fo bg
N2

]z=0+

z=0−
, (45.120)

where the square bracket terms measure the jump in the stretching term taking place across the
respective boundaries. The Heaviside term is nonzero only within the interior of the domain,
whereas the two Dirac delta terms fire at their respective boundaries.

45.7.3 The extended potential vorticity

Making use of the extended stretching term (45.120) for the potential vorticity allows us to
collapse the three equations (45.110a)-(45.110c) into the single equation valid over the domain
interior as well as the domain boundaries

Dgq
ext

Dt
= 0 for ηb ≤ z ≤ 0. (45.121)

Bringing the above results together leads to the extended potential vorticity8

qext = fo + β y +∇2
h ψ +

∂

∂z

[
fo bg
N2

]
︸ ︷︷ ︸

interior

+ δ(z)

[
fo bg
N2

]z=0+

z=0−
+ δ(z − ηb)

[
fo bg
N2

]z=ηb+
z=ηb

−
.︸ ︷︷ ︸

boundary contributions

(45.122)

Note that the Dirac deltas have dimensions of inverse length (see Section 7.3), thus making this
equation dimensionally consistent. We can make use of the transition region values (45.115) and

8We drop the Heaviside terms in equation (45.122) for brevity.

CHAPTER 45. FOUNDATIONS OF QUASI-GEOSTROPHY page 1301 of 2158



45.8. MATHEMATICAL EXPRESSIONS OF THE THEORY

(45.117) to evaluate the jump conditions[
fo bg
N2

]z=0+

z=0−
=

[
fo bg
N2

]
z=0

(45.123a)[
fo bg
N2

]z=ηb+
z=ηb

−
=

[
fo bg
N2

]
z=ηb

+ fo ηb, (45.123b)

in which case the extended potential vorticity is

qext = fo + β y +∇2
h ψ +

∂

∂z

[
fo bg
N2

]
︸ ︷︷ ︸

interior

+ δ(z) (fo bg/N
2) + fo δ(z − ηb) (bg/N2 + ηb).︸ ︷︷ ︸
boundary contributions

(45.124)

For some studies it is useful to ignore the buoyancy contribution at the two boundaries by setting
them to zero, in which case the potential vorticity is

qext = fo + β y +∇2
h ψ +

∂

∂z

[
fo bg
N2

]
︸ ︷︷ ︸

interior

+ fo ηb δ(z − ηb)︸ ︷︷ ︸
bottom topog

. (45.125)

Dropping the boundary buoyancy contributions allows one to focus on contributions from the
bottom topography and interior processes, in isolation from the boundary buoyancy.

45.8 Mathematical expressions of the theory
In this section we sample various mathematical expressions of quasi-geostrophic theory.

45.8.1 The Jacobian form of geostropic advection
The geostrophic velocity, as a horizontally non-divergent field, can be written in terms of the
quasi-geostrophic streamfunction

ug = ẑ ×∇ψ. (45.126)

We can thus write the following equivalent forms for the material time derivative of quasi-
geostrophic PV

Dq

Dt
= ∂tq + ug · ∇q (45.127a)

= ∂tq + (ẑ ×∇ψ) · ∇q (45.127b)

= ∂tq + (∇ψ ×∇q) · ẑ (45.127c)

= ∂tq + J(ψ, q). (45.127d)

The final equality introduced the Jacobian operator

J(ψ, q) = (∇ψ ×∇q) · ẑ, (45.128)

which is a notation commonly used in the geophysical fluids literature.9

For a perfect fluid, in which Dq/Dt = 0, a steady state (zero Eulerian time derivative) is
realized when

ug · ∇ q = (∇ψ ×∇q) · ẑ = J(ψ, q) = 0, (45.129)

9Recall that we also encountered the Jacobian form for horizontally non-divergent two-dimensional advection
in Section 38.2.4, as part of our study of the non-divergent barotropic flows.
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which means that the steady velocity is parallel to surfaces of constant q. We are ensured that
these equalities hold if the streamfunction is a function only of the potential vorticity

ψ = ψ(q) =⇒ (∇ψ ×∇q) · ẑ = J(ψ, q) = 0. (45.130)

As the steady state is of physical interest, this functional relation between streamfunction and
potential vorticity commonly arises in applications.

45.8.2 The case of constant background buoyancy frequency

Consider the quasi-geostrophic potential vorticity for the special case of a constant background
buoyancy frequency, N2 = constant, in which the relative potential vorticity (45.52) takes on
the form

q − β y = ∇2
h ψ +

∂

∂z

[
f2o
N2

∂ψ

∂z

]
(45.131a)

=
∂2ψ

∂x2
+
∂2ψ

∂y2
+
f2o
N2

∂2ψ

∂z2
(45.131b)

= [∂xx + ∂yy + ∂z̃z̃]ψ. (45.131c)

For the final equality we introduced the vertical coordinate

z = (f/N) z̃ ⇐⇒ z̃ = (N/f) z, (45.132)

where f/N is the Prandtl ratio introduced by equation 43.169. Since |N/f | >> 1 the stably
stratified flows considered in QG, z̃ is a stretched vertical coordinate so that the Laplacian
operator acting on ψ is anisotropic. The linear operator acting on ψ remains elliptic even in
the more general case of a depth dependent stratification, thus warranting the use of elliptical
solvers when performing the inversion numerically.

45.8.3 Potential vorticity induction and impermeability

Outside of boundaries, the potential vorticity equation is the sole prognostic equation required
to evolve the quasi-geostrophic flow. Consequently, one often ignores the quasi-geostrophic
velocity and buoyancy equations. Even so, we found it useful to consider the buoyancy equation
in Section 45.3.5 as part of connecting quasi-geostrophic potential vorticity to Ertel potential
vorticity. Likewise, there are occasions when it is useful to examine the velocity equation, with a
similar discussion provided in Section 43.6.6. In this section we directly connect the velocity
and buoyancy equations and then reveal their connection to the potential vorticity equation.

Combining the velocity and buoyancy equations

Consider the quasi-geostrophic velocity and buoyancy equations derived in Section 45.3

(∂t + ug · ∇)ug + ẑ × (β yug + fo uag) = −∇h φag + F (45.133a)

(∂t + ug · ∇h)bg + wagN
2 = ḃ (45.133b)

fo ẑ × ug +∇hφg = 0 (45.133c)

∇ · ug = ∂xug + ∂yvg = 0 (45.133d)

∇ · vag = ∇ · uag + ∂zwag = 0, (45.133e)
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where we added a non-conservative force per mass, F (e.g., friction, wind stress), and irreversible
buoyancy source, ḃ (e.g., diffusion, boundary fluxes). Taking −ẑ× on the velocity equation10

and multiplying the buoyancy equation by fo/N
2 leads to

(∂t + ug · ∇)(−ẑ × ug) + β yug + fo uag = ẑ ×∇h φag − ẑ × F (45.134a)

(∂t + ug · ∇h)(fo bg/N2) + fowag = fo ḃ/N
2. (45.134b)

Introduce the following vector fields

D ≡ −ẑ × ug + (fo/N
2) bg ẑ = ∇hψ + (fo/N)2 ∂zψ ẑ (45.135a)

R ≡ −ẑ × F + (fo/N
2) ḃ ẑ, (45.135b)

with D built from both the velocity and buoyancy fields and R built from the corresponding
non-conservative tendencies. These vectors allow us to combine the velocity and buoyancy
equations into a single vector equation

(∂t + ug · ∇)D + β yug + fo vag = ẑ ×∇h φag +R. (45.136)

Potential vorticity induction

The divergence of D yields the relative quasi-geostrophic potential vorticity

∇ ·D = q − (fo + β y), (45.137)

where we made use of the expression (45.53) for the potential vorticity. In analogy to Gauss’s
law of electromagnetism, we refer to D as the quasi-geostrophic potential vorticity induction
vector.11 Additionally, the potential vorticity equation can be written (see Exercise 45.3)

(∂t + ug · ∇) q = ∇ ·R, (45.138)

so that the quasi-geostrophic potential vorticity flux vector

Jq = ug q −R (45.139)

allows us to write the potential vorticity equation in the Eulerian flux-form

∂tq = −∇ · Jq. (45.140)

Kinematic PV flux and impermeability

Taking the Eulerian time derivative of the potential vorticity induction equation (45.137) renders

∂tq = ∂t(∇ ·D) = ∇ · (∂tD) ≡ −∇ · Jq-kin, (45.141)

where we introduced the kinematic form of the potential vorticity flux

Jq-kin ≡ −∂tD = Jq +∇×A, (45.142)

with A a gauge function. This equation is analogous to the kinematic Ertel PV flux discussed in
Section 42.2.2. We determine the explicit expression for the gauge function in Exercise 45.4.

10The operation −ẑ× acts to rotate by π/2 in the clockwise direction.
11This connection between potential vorticity dynamics and electromagnetism was pointed out by Schneider

et al. (2003) and further examined by Maddison and Marshall (2013).
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45.9 Energetics for quasi-geostrophic flow

Consider a quasi-geostrophic fluid configured with flat upper (rigid lid) and lower boundaries,
and assume the lateral boundaries are periodic or material solid boundaries. These restrictive
assumptions allow us to more readily study energetics within the fluid, sans the impacts from
nontrivial boundary effects. To study energetics we make use of the quasi-geostrophic buoyancy
equation (45.42) and relative vorticity equation (45.47)

(∂t + u · ∇) b = −wN2 (45.143a)

(∂t + u · ∇) ζ = −β v + fo ∂zw, (45.143b)

where all labels are dropped from the variables to reduce clutter, and where

D

Dt
= ∂t + u · ∇ b = fo ∂zψ u = −∂yψ v = ∂xψ ζ = ∇2

h ψ. (45.144)

45.9.1 Kinetic energy

The kinetic energy per mass for the total fluid domain is given by the integral

K =
1

2

ˆ
u · u dV =

1

2

ˆ
∇hψ · ∇hψ dV, (45.145)

and its time derivative is
dK

dt
=

ˆ
∇hψ · ∇h(∂tψ) dV. (45.146)

For the kinetic energy time derivative we noted that the fluid domain has a constant volume
to allow the time derivative to move inside the integral without introducing boundary terms.
Manipulation renders

dK

dt
=

ˆ
∇hψ · ∇h(∂tψ) dV (45.147a)

=

ˆ [
∇h · [ψ∇h(∂tψ)]− ψ ∂t(∇2

h ψ)
]
dV (45.147b)

= −
ˆ
ψ ∂tζ dV, (45.147c)

where we dropped the lateral boundary term and introduced relative vorticity. Use of the
vorticity equation (45.143b) yields

dK

dt
= −
ˆ
ψ ∂tζ dV =

ˆ
ψ [u · ∇hζ + β v − fo ∂zw] dV. (45.148)

The first and second terms vanish sinceˆ
ψ (u · ∇hζ + β v) dV =

ˆ
ψu · ∇h(ζ + f) dV (45.149a)

=

ˆ
ψ∇h · (u ζa) dV (45.149b)

=

ˆ
[∇h · (ψu ζa)−∇hψ · u ζa] dV = 0. (45.149c)

The final equality holds since the boundary term vanishes, and u · ∇hψ = 0 since ψ is the
streamfunction for the horizontal geostrophic flow. We are thus left with the expression for the
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kinetic energy evolution
dK

dt
= −fo

ˆ
ψ ∂zw dV. (45.150)

Since the top and bottom are assumed flat and rigid, the vertical velocity vanishes on these
boundaries so that

dK

dt
= −fo

ˆ
ψ ∂zw dV = −fo

ˆ
[∂z(wψ)− w ∂zψ] dV = fo

ˆ
w ∂zψ dV. (45.151)

Introducing the quasi-geostrophic buoyancy through b = fo ∂zψ leads to

dK

dt
=

ˆ
w bdV. (45.152)

Kinetic energy thus increases when vertical motion is positively correlated with buoyancy. For
example, upward motion (w > 0) of a positive buoyancy anomaly (relatively light water has
b > 0) increases kinetic energy, as does downward motion of a negative buoyancy anomaly. This
behavior is also reflected in the full fluid system discussed in Section 26.4.

45.9.2 Available potential energy

Available potential energy was introduced in Section 29.9 within the context of the Boussinesq
ocean. An approximate form of the APE is given by equation (29.236), which we here write as

Abouss ≈
1

2

ˆ
(b/N)2dV =

1

2

ˆ
[(fo/N) ∂zψ]

2 dV, (45.153)

where we set b = fo ∂ψ/∂z for the second equality. Taking a time derivative leads to

dA

dt
=

ˆ
(fo/N)2 ∂zψ ∂tzψ dV =

ˆ
(fo/N)2 ∂zψ

[
−wN2 −∇h · (u b)

]
dV, (45.154)

where we used the buoyancy equation (45.143a) for the second equality. The second term
vanishes sinceˆ

(fo/N)2 ∂zψ [∇h · (u b)] dV =

ˆ [
(fo/N)2 ∂zψ

]
u · ∇h (∂zψ) dV (45.155a)

=
1

2

ˆ
∇h ·

[
u ((fo/N) ∂zψ)

2
]
dV (45.155b)

= 0. (45.155c)

Consequently, the quasi-geostrophic APE has a time derivative given by

dA

dt
= −
ˆ
w fo ∂zψ dV = −

ˆ
w bdV, (45.156)

so that the APE evolves oppositely to the kinetic energy.

45.9.3 Exchange of mechanical energy

We refer to the term

buoyancy work =

ˆ
w fo ∂zψ dV =

ˆ
w bdV, (45.157)

page 1306 of 2158 geophysical fluid mechanics



45.10. EXERCISES

as the buoyancy work conversion term. It has the same form as that encountered for the
conversion between potential energy and kinetic energy in the unapproximated equations studied
in Section 26.4.

The evolution of kinetic energy involves the relative vorticity equation, whereas evolution
of the APE involves the buoyancy equation. However, their sum remains constant in time.
The reason for the exact exchange of energy is that, when the kinetic energy increases through
buoyancy work, the available potential energy decreases

d(K +A)

dt
= 0. (45.158)

This is a relatively simple mechanical energy budget equation reminscent of a classical point
particle discussed in Section 14.7. In particular, note the absence of a pressure work term that
appears in the mechanical energy budget for other fluids such as for the Euler equations (Section
26.4) and Boussinesq ocean (Sections 29.6 and 29.8). We anticipate the absence of pressure work
since knowledge of potential vorticity is sufficient to know all quasi-geostrophic dynamical fields,
and yet pressure plays no explicit role in potential vorticity evolution.

45.9.4 Scaling APE and KE

The scale for kinetic energy in a quasi-geostrophic flow is given by

K =
1

2

ˆ
(∇hψ · ∇hψ) dV ∼ L−2Ψ2 V (45.159)

and the scale for the APE is

A =
1

2

ˆ [
fo
N

∂ψ

∂z

]2
dV ∼ H−2 (fo/N)2Ψ2 V = L−2

d Ψ2 V, (45.160)

where we wrote Ψ for the streamfunction scale, V for the domain volume, and Ld = H (N/fo) is
the deformation radius (see equation (45.7)). Taking the ratio yields

K

A
∼
[
Ld

L

]2
=

[
H

L

]2 [N
fo

]2
= Bu. (45.161)

Hence, the Burger number is the ratio of the scale for quasi-geostrophic kinetic energy to
the scale for quasi-geostrophic available potential energy. A large Burger number means that
the horizontal scales of the flow are smaller than the deformation radius, in which case the
quasi-geostrophic dynamics is dominated by its kinetic energy. In contrast, for scales larger than
the deformation radius (not much larger, as then the flow would not satisfy quasi-geostrophic
scaling), the Burger number is less than unity, in which case the quasi-geostrophic dynamics is
dominated by available potential energy.

45.10 Exercises
exercise 45.1: A variety of potential vorticities
Give the mathematical expressions for dimensionful potential vorticity in the following fluid
models. Define all terms in the respective expressions. Give the physical dimensions and/or SI
units for the potential vorticity. Hint: the answers can be found somewhere in this book.
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(a) Ertel potential vorticity for compressible fluid in a rotating reference frame using potential
temperature as the tracer.

(b) Ertel potential vorticity for a Boussinesq ocean in a rotating reference frame using
Archimedean buoyancy as the tracer.

(c) Single shallow water layer on a beta plane

(d) Continuously stratified planetary geostrophy

(e) Continously stratified quasi-geostrophy on a beta plane

exercise 45.2: Quasi-geostrophic PV evolution with vertical friction
The first part of this exercise involves elements of the asymptotic method used for deriving
the quasi-geostrophic equations, only now with the advent of a non-zero friction. Use is made
to incorporate the non-dimensionalization detailed in Section 33.1, which provides a detailed
discussion of the Ekman number and Ekman layers. The second part of this exercise makes
use of the thermal wind balance to connect horizontal buoyancy transfer to the vertical viscous
transfer of horizontal momentum.

(a) Derive the material evolution equation for quasi-geostrophic potential vorticity in a
continuously stratified Boussinesq fluid in the presence of friction, F . Assume the Ekman
number is on the order of the Rossby number, so that the zeroth order asymptotic solution
satisfies the usual inviscid f -plane geostrophic balance. Friction only appears in the first
order equations.

(b) Assume friction arises just from vertical shears in the horizontal velocity, so that

F =
∂

∂z

[
ν
∂u

∂z

]
, (45.162)

where ν = ν(z) is a vertical eddy viscosity that is a function of depth (dimensions of
squared length per time). Also assume an approximate form of quasi-geostrophic potential
vorticity in which we drop relative vorticity (i.e., quasi-geostrophic potential vorticity is
dominated by planetary vorticity and stretching). Determine the form for the vertical eddy
viscosity so that the approximate form of quasi-geostrophic PV is laterally diffused via

Dqapprox

Dt
= A∇2

zq
approx, (45.163)

where A is a constant eddy diffusivity for the potential vorticity.

Hint: to leading order, the friction operator is a function just of the geostrophic velocity.

exercise 45.3: qgpv flux-form equation with non-conservative processes
Derive the quasi-geostrophic potential vorticity equation (45.138). Show all the relevant steps.
Hint: the key step requires showing that

∇ · [(ug·)D] = (ug·)∇ ·D. (45.164)

To do so, it is useful to express ug and bg in terms of the geostrophic streamfunction.

exercise 45.4: qgpv gauge function
Derive the gauge function, A, that connects the two forms of the quasi-geostrophic flux vector
as per equation (45.142).
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In this part of the book we add a new layer to the conceptual foundations of fluid mechanics,
and we do so by making use of Hamilton’s variational principle to develop the equations for
continuum motion. To appreciate the various aspects of Hamilton’s principle requires revisiting
a number of foundational topics and making use of distinct mathematical methods. Hamilton’s
principle is applicable to conservative physical systems, so that we only consider perfect fluids in
this part of the book (i.e., single-component fluids without diffusion, conduction, or friction).
Even so, Hamilton’s principle provides a satisfying means to unify across the variety of physical
content within perfect fluid mechanics. On a practical side, it offers a useful framework to
develop approximate theories. Namely, by developing approximations within the action, one is
ensured that the associated Euler-Lagrange equations satisfy corresponding conservation laws.
In a nutshell, this part of the book will appeal to those interested in understanding the whys of
fluid mechanics as a complement to the hows.

The continuum expression of Hamilton’s variational principle, and the associated continuum
Euler-Lagrange field equations, are the foundations for both classical and quantum field theory.
Among the most celebrated payoffs for developing the variational formalism, we are afforded
the origin story for differential conservation laws (e.g., linear momentum, angular momentum,
mechanical energy, potential vorticity) that is otherwise obscure using alternative approaches
(i.e., by inspired manipulations of the dynamical equations). It does so by directly connecting
continuous space-time symmetries of the action to differential conservation laws through use of
the celebrated Noether’s theorem (Noether , 1918; Noether and Tavel , 2018). We used Noether’s
theorem in our study of analytical particle mechanics in Chapter 12. Noether’s original work
concerned field theory, so our use of Noether’s theorem for continuum mechanics is directly
connected to her work.

Hamilton’s principle and Lagrangian kinematics

Many practitioners of fluid mechanics are neither aware of, nor concerned with, the use of
Hamilton’s variational principle for continuum mechanics. One reason for the intellectual distance
arises from success of the Eulerian description of fluid mechanics, in which there is no concern for
the flow map induced by the motion field, nor for the corresponding trajectories of fluid particles
(see Chapter 18). Rather, the Eulerian approach focuses on the fluid velocity as a classical field,
and the enumeration of forces acting on a fluid element that lead to accelerations via Newton’s
law. This approach offers a sufficient means to formulate the suite of fluid dynamical equations.
Even so, there is more to the story that is revealed through the paired use of Hamilton’s principle
and Noether’s theorem.

The absence of trajectories in Eulerian fluid mechanics distinguishes it from point particle
mechanics and, it turns out, makes Hamilton’s principle less transparent when formulated
using Eulerian kinematics. In particular, Eulerian kinematics introduces nuances to Hamilton’s
principle related to the need to employ constraint fields not encountered with Lagrangian
kinematics. These features of the Eulerian approach to Hamilton’s principle have, whether
fairly or unfairly, turned many practitioners away from Hamilton’s principle. The nature of an
Eulerian formulation of Hamilton’s principle was clarified by Salmon (1988), who provided a
systematic connection between Eulerian and Lagrangian formulations. Nonetheless, the direct
connection between Lagrangian fluid kinematics to the kinematics of point particles offers a
relatively straightforward extension (both conceptually and technically) of Hamilton’s principle
to fluid mechanics. It also more closely aligns to the methods used in continuum mechanics
and quantum field theory. It is for these reasons that we embrace Lagrangian kinematics in our
study of Hamilton’s principle in this part of the book.12

12It is notable that in solid mechanics, Hamilton’s principle is more routinely used (e.g., see Chapter 2 of Tromp
(2025a)), presumably since Lagrangian kinematics is more routinely used in solid mechanics. Those interested in
the Eulerian approach will find Chapter 8 of Salmon (1998) a valuable introduction.
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Harmonic oscillator versus the motion field

We start this part of the book in Chapter 46 by focusing on Hamilton’s principle for a
continuous scalar field, following approaches standard in the quantum field theory literature (e.g.,
Quigg (1983); Ryder (1985); Ramond (1990)). In this treatment, we establish the Euler-Lagrange
field equations by taking the continuum limit of a discrete version of Hamilton’s principle applied
to coupled simple harmonic oscillators. As such, we are afforded a pedagogical introduction
to Hamilton’s principle for a continuum that builds from the earlier work with particles in
Chapters 12 and 15. This approach then lends the conceptual picture of the continuous field as
representing small amplitude (linear) fluctuations relative to an equilibrium state.

In Chapter 47, we meld the classical field theory from Chapter 46 to the Lagrangian kinematics
of continuum matter from Chapters 18 and 19. Doing so offers a suitable framework to use
Hamilton’s principle for describing fluid flows. Notably, through the advent of the motion field,
φ(a, T ), appearing in Lagrangian kinematics, we appreciate that continuum mechanics is a
fundamentally nonlinear field theory and thus it is not generally amenable to the harmonic
oscillator paradigm that forms the foundation for much of classical and quantum field theory.13

That is, motion of continuum matter is not restricted to small fluctuations relative to an
equilibrated state. So to examine the gamut of fluid motions, in Chapter 47 we apply Hamilton’s
principle to the fluid motion field, φ. We thus develop a field theory for the motion field as it
appears in Lagrangian space-time. Even given this distinction between the scalar field theory
from Chapter 46 to the Lagrangian space-time of the motion field, it is remarkable that the
perfect fluid Euler-Lagrange equation (47.43a) is mathematically identical to equation (46.43)
formulated for the continuous scalar field.

Concerning local field theory

In our studies of continuum mechanics in general, or fluid mechanics in particular, we rely on
local fields to formulate the equations describing motion of continuous matter. Namely, all fields
(e.g., temperature, velocity, energy) depend locally on positions in Galilean space-time. The
use of fields and the corresponding local approach were discussed in Chapter 16 in the context
of the continuum approximation. Local field theories embody the inability for information to
transfer at speeds faster than light or, for our studies that ignore electromagnetism, for signals
to travel faster than acoustic waves. Furthermore, local field theories are ubiquitous in physics
in part since they offer a robust conceptual and operational foundation that is simpler than
non-local approaches.14 As noted on page 24 of Ramond (1990), local field theories are so
well trusted that they are commonly used for describing non-local phenomena. For our study
of fluid mechanics, we make use of both the Lagrangian and Eulerian reference frames. The
Eulerian approach considers fields that are local in the Eulerian x-space, whereas the Lagrangian
approach considers fields that are local in the material a-space.

These remarks about the relevance of local field theory might seem obvious, with action-
at-a-distance phenomena absent from any fundamental processes in classical physics. Even so,
there are approximate theories where we assume a wave speed to be infinite, thus transitioning
from a hyperbolic system to an elliptic system. The primary example occurs when assuming
a non-divergent fluid flow, as in the Boussinesq ocean. For this case, the pressure is purely
mechanical (i.e., it is not related to internal energy via a thermodynamic derivative), and it
solves an elliptic boundary value problem to enforce the non-divergence nature of the flow. That
is, for non-divergent flow, pressure is the Lagrange multiplier that ensure the constraint of
∇ · v = 0 is maintained at each point in space and time, with the acoustic wave speed assumed

13The study of linear waves in Part X is one area where the harmonic oscillator paradigm is suited for fluid
mechanics.

14Chapter 1 of Morse and Feshbach (1953) provides an insightful discussion of fields and their use in physics.
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infinite. In general, if encountering a non-local process in classical physics, we must inquire
about the corresponding unapproximated process in order to determine if the non-local theory
is a physically sensible approximation to a local theory. If not, then the non-local theory is not
a viable theory of classical continuum mechanics.
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Chapter 46

SCALAR FIELD THEORY IN GALILEAN SPACE-TIME

In this chapter we study classical scalar field theory in Galilean space-time from the perspective of
Hamilton’s principle of stationary action. We motivate this study by considering the continuum
limit of a system of coupled simple harmonic oscillators, which provides the canonical example
of how to extend Lagrangian particle mechanics to Lagrangian continuum mechanics. We then
develop the equations of motion within the continuum and make use of Noether’s theorem to
derive dynamical conservation laws connected to space-time symmetries.

chapter guide

This chapter relies on the formulation of Lagrangian mechanics and Hamilton’s principle
from Chapter 12 and 15. We also make use of general tensor formalism from Chapters 1
through 4. The use of general tensors here anticipates their use for the perfect fluid in
Chapter 47. This chapter serves as the foundations for applying Hamilton’s variational
principle for fluid mechanics in Chapter 47, for potential flow in Section 52.2.9, and various
topics in wave mechanics found in Part X.
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46.1. CONTINUUM LIMIT OF COUPLED HARMONIC OSCILLATORS

46.5.1 Distinctions beween Noether and Hamilton . . . . . . . . . . . . 1330
46.5.2 Active transformations . . . . . . . . . . . . . . . . . . . . . . . . 1330
46.5.3 Passive transformations . . . . . . . . . . . . . . . . . . . . . . . 1333
46.5.4 Total variation of the field . . . . . . . . . . . . . . . . . . . . . . 1334
46.5.5 Variation of the action under an active transformation . . . . . . 1334
46.5.6 Angular momentum and space isotropy . . . . . . . . . . . . . . . 1335
46.5.7 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1336
46.5.8 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1336

46.1 Continuum limit of coupled harmonic oscillators
Further study of the discrete coupled oscillator system from Section 15.7 involves the introduction
of discrete normal modes and the examination of energy moving through discrete waves (e.g.,
see Section 24 of Fetter and Walecka (2003)). However, that analysis takes us somewhat outside
the main topic of this book. Instead, we here examine the continuum limit of the oscillator
system. The purpose of this study is to extend discrete Lagrangian mechanics and Hamilton’s
principle to the continuum, thus providing a direct connection to fluid mechanics and classical
field theory.

46.1.1 Continuum limit
We work in a classical physics universe, so that we have no concern for the quantum nature of
matter. As such, the continuum limit is here considered as a mere mathematical transition from
discrete classical matter to continuous classical matter. This approach is physically naive in the
face of the molecular and atomic nature of matter as described by quantum mechanics. Even so,
it provides a suitable mathematical framework for studying the classical mechanics of continuous
media, and as such it serves the needs of this book. See Chapter 16 for more discussion of the
physical basis for the continuum limit.

The continuum limit for the coupled harmonic oscillator system is realized by the following
(see Section 15.7 for notation):

∆→ dx equilibrium distance betwen particles becomes infinitesimal (46.1a)

N →∞ infinite number of particles (46.1b)

(N + 1)∆ = ℓ equilibrium length remains constant (46.1c)

m/∆ = σ mass per length (46.1d)

Γ∆ = τ compressive/expansive force (46.1e)

n∆ = x continuous coordinate for equilibrium position (46.1f)

ξn(t)→ ξ(x, t) displacement becomes function of space and time. (46.1g)

The displacement function, ξ(x, t), measures the displacement of an infinitesimal piece of matter
whose equilibrium position is x. As such, the coordinate x acts as a parameter that labels an
infinitesimal piece of matter whose equilibrium position is x and whose instantaneous position is
x+ ξ(x, t).1

We take the continuum limit starting from two different perspectives. First we focus on
the equation of motion (15.146) for the coupled oscillators, which is the topic of Section 46.1.2.
Alternatively, we take the continuum limit of the Lagrangian and then derive the corresponding
Euler-Lagrange equations, with this approach considered in Section 46.1.3. The second approach
is aligned with the approach in classical field theory used in later sections.

1The displacement field, ξ(x, t), is a one-dimensional version of the vector field, ξ(x, t), used for the generalized
Lagrangian mean of Section 70.2.
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46.1.2 Continuum limit and the wave equation

Introducing the notation from equations (46.1a)-(46.1g), yet without taking the continuum limit,
brings the coupled oscillator equation (15.146) into the form

ξ̈n =
Γ

m
(ξn+1 − 2 ξn + ξn−1) (46.2a)

=
Γ∆

m/∆

ξn+1 − 2 ξn + ξn−1

∆2
(46.2b)

=
τ

σ

[
ξn+1 − 2 ξn + ξn−1

∆2

]
. (46.2c)

To take the continuum limit, note that the finite difference on the right hand side approximates
the second order spatial derivative operator, so that in the continuum limit we recover the one
dimensional wave equation

(∂tt − c2 ∂xx) ξ = 0, (46.3)

with the wave speed given by
c = (τ/σ)1/2. (46.4)

We studied the mathematics of the wave equation (46.3) in Section 6.7 in the context of
hyperbolic partial differential equations. A general solution is given by

ξ(x, t) = A(x− c t) +B(x+ c t), (46.5)

where A and B are arbitrary smooth functions determined by the initial conditions and boundary
conditions. The solution A(x− c t) is a signal moving in the +x̂ direction, whereas B(x− c t) is
a signal moving in the −x̂ direction, both moving at speed c.

We have restricted attention to motion constrained to a line whereby the harmonic oscillators
render a series of alternative rarefactions and compressions that lead to wave-like motions along
that line. Upon taking the continuum limit, we find that each piece of the continuum oscillates
about its equilibrium position, again with the oscillations in a direction aligned with the waves.
Such motions are the defining characteristic of longitudinal waves. The longitudinal waves
resulting from the continuum limit of coupled harmonic oscillators offers a prototype for the
acoustic waves studied in Chapter 51.

46.1.3 Continuum limit of the Lagrangian

Rather than taking the continuum limit of the equation of motion, we here consider the continuum
limit of the Lagrangian and then derive the corresponding Euler-Lagrange equation of motion.
This approach accords with the methods of classical field theory and it will serve many purposes
in this book.

Recall the discrete Lagrangian given by equation (15.155)

L =

N+1∑
n=1

[
m

2
(ξ̇n)

2 − Γ

2
(ξn − ξn−1)

2

]
. (46.6)

The continuum limit from Section 46.1.2 brings the kinetic energy to

m

2

N+1∑
n=1

(ξ̇n)
2 =

σ

2

N+1∑
n=1

(ξ̇n)
2∆ −→ σ

2

ˆ ℓ

0
(∂tξ)

2 dx, (46.7)
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where we set m = σ∆ according to equation (46.1d), and made the correspondence

N+1∑
n=1

∆ −→
ˆ ℓ

0
dx. (46.8)

Similarly, the continuum limit of the potential energy yields

Γ

2

N+1∑
n=1

(ξn − ξn−1)
2 =

Γ∆

2

N+1∑
n=1

(ξn − ξn−1)
2

∆2
∆ −→ τ

2

ˆ ℓ

0
(∂xξ)

2 dx, (46.9)

where we set Γ∆ = τ according to equation (46.1e). As a result, the Lagrangian has the
continuum limit

L =
N+1∑
n=1

[
m

2
(ξ̇n)

2 − Γ

2
(ξn − ξn−1)

2

]
−→ 1

2

ˆ ℓ

0
[σ (∂tξ)

2 − τ (∂xξ)2] dx ≡
ˆ ℓ

0
L dx, (46.10)

where we defined the Lagrangian density

L = [σ (∂tξ)
2 − τ (∂xξ)2]/2. (46.11)

Now observe that

∂

∂t

∂L

∂(∂tξ)
+

∂

∂x

∂L

∂(∂xξ)
= σ ∂ttξ − τ ∂xxξ = σ (∂ttξ − c2 ∂xxξ) = 0. (46.12)

This result hints at a means to derive the Euler-Lagrange equation using a continuum version of
Hamilton’s principle, which is the topic of Section 46.2.

46.1.4 Further study
In transitioning from the discrete harmonic oscillators to the continuum field theory, we are
inspired by treatments from Fetter and Walecka (2003) (chapters 4, 6, and 8), chapter 12 of
Goldstein (1980), chapter 9 of José and Saletan (1998), and Chapter 2 of Soper (2008). Note
that some of these treatments (e.g., Chapter 4 of Fetter and Walecka (2003)) works through
the continuum limit of a string, which accords quite closely to the continuum limit of simple
harmonic oscillators considered here.

46.2 Hamilton’s principle and the Euler-Lagrange equations
The continuum limit considered in Section 46.1 suggests that we can study the mechanics of
continuous media using the methods of Lagrangian mechanics and Hamilton’s principle, and
that we can pursue this approach without concern for the discrete nature of matter. In this
section we explore the rudiments of the resulting field theory for scalar fields. For simplicity,
we focus here on the case of one space dimension, along with time. Generalizations to higher
space dimensions are straightforward, in which case the space-time domain, R, includes higher
dimensional region of space, R, along with a time interval.

46.2.1 The action for a continuous field
In Section 12.6 we applied Hamilton’s principle to the trajectories of discrete particles moving
through space, with the spatial position specified by generalized coordinates and the position
along a trajectory parameterized by time. Hamilton’s principle states that the physically realized
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trajectory is that trajectory that makes the action stationary. Here we postulate that Hamilton’s
principle for point particles can be extended to continuous matter whose mechanics is described
by space-time fields. Many steps in the derivation here are straightforward extensions of the
discrete particle discussion.

Consider a 1+1 dimensional field, ψ = ψ(x, t), that is a function of one Cartesian space
coordinate, x, and time, t. For example, ψ(x, t) can represent the displacement field, ξ(x, t),
introduced by the continuum limit of the oscillators studied in Section 46.1. In this manner, the
continuum extension of the discrete particle action defined by equation (12.63) is here given by
the space-time integral

S[tA, xA, tB, xB, ψ] =

ˆ tB

tA

Ldt =

ˆ tB

tA

[ˆ xB

xA

L(ψ, ∂tψ, ∂xψ, x, t) dx

]
dt, (46.13)

where L is the Lagrangian density2 and the physical system lives on a space domain, x ∈ [xA, xB],
and evolves over the time range, t ∈ [tA, tB]. We refer to this space-time domain as

R ≡ x ∈ [xA, xB]⊕ t ∈ [tA, tB], (46.14)

and its boundary is ∂R. On the left hand side of equation (46.13) we exposed the dependence of
the action on the space and time endpoints, as well as the function, ψ. We generally omit such
dependence for brevity in notation.

Note the presence of both space and time derivatives inside the action in equation (46.13),
as per the use of both space and time as independent variables for the field, ψ. Evidently,
the Lagrangian density, L, is a functional3 of the field, ψ, and its derivatives, ∂tψ and ∂xψ.
Since ψ is a function of (x, t), then the Lagrangian density, L, is an implicit function of (x, t)
through its dependence on ψ(x, t), ∂tψ(x, t), and ∂xψ(x, t). Furthermore, we allow for L to be
an explicit function of (x, t), which may arrive via other prescribed functions that contribute to
the Lagrangian (e.g., a space-time dependent background field through which waves propagate,
as studied in Chapter 50). In Section 46.3.1 we emphasize the importance of being mindful of
the variety of explicit and implicit dependencies of the Lagrangian density.

46.2.2 Functional variation of the field

In the action (46.13), it is the field, ψ(x, t), that is the continuum extension of the generalized
coordinates used in the discrete particle mechanics action (12.63). Correspondingly, it is the
field that is varied when varying the continuum action. Let ψ(x, t) be the physically realized
field and introduce a virtual variation around that field according to

ψ(x, t|ϵ) = ψ(x, t) + ϵ χ(x, t) = ψ(x, t) + δψ(x, t). (46.15)

The first equality introduced a non-dimensional parameter, ϵ, that scales the perturbation field,
χ, thus defining a one-parameter family of functions, ψ(x, t|ϵ). The second equality in equation
(46.15) introduced the δ notion commonly used for variations (see Section 12.6). We emphasize
that it is the field that is varied, so that the field parameters, (x, t), are the same across the
two equalities in equation (46.15). Consequently, the δ operator commutes with space and time
derivatives.

Figure 46.1 illustrates the field variation (46.15). There is a nonzero variation, δψ(x, t) =
ϵ χ(x, t), for space-time points that are not on the space-time boundary, (x, t) /∈ ∂R. In contrast,
the field is specified along ∂R to be the physically realized field, so that on the space-time

2We commonly refer to L as the “Lagrangian”, thus omitting the “density” qualifier.
3A functional is a “function of a function”.
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boundary there is no variation

δψ(x, t) = 0 ∀ (x, t) ∈ ∂R⇐⇒ ∂ψ(x, t|ϵ)
∂ϵ

= 0 ∀ (x, t) ∈ ∂R. (46.16)
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Figure 46.1: Illustrating the variation of a field for use in Hamilton’s principle for continuous media. The field,
ψ(x, t), is specified along the space-time boundary of the domain, ∂R, where R is the space domain x ∈ [xA, xB]
plus a time domain t ∈ [tA, tB]. When not on ∂R, then there is a nonzero, δψ(x, t), whereas δψ = 0 on the
boundary, ∂R. This figure is inspired by Figure 25.3 of Fetter and Walecka (2003).

46.2.3 Variation of the action
Hamilton’s principles says that the physically realized field, ψ(x, t|ϵ = 0), makes the action
stationary, which is mathematically stated as

Hamilton’s principle =⇒
[
dS

dϵ

]
ϵ=0

=

[
d

dϵ

ˆ
R
L dx dt

]
ϵ=0

= 0. (46.17)

Making use of the δ shorthand leads to

Hamilton’s principle =⇒ δS = δ

[ˆ
R
L dx dt

]
= 0 with δ = [d/dϵ]ϵ=0 . (46.18)

In varying the action we only vary the field and its derivatives, with the space-time domain, R,
unchanged. Hence, the variation operator commutes with the space-time integral

δS =

ˆ
R
δL dx dt. (46.19)

Variation of the Lagrangian density is computed according to the chain rule

δL =

[
∂L

∂ψ

]
∂tψ,∂xψ

δψ +

[
∂L

∂(∂tψ)

]
ψ,∂xψ

δ(∂tψ) +

[
∂L

∂(∂xψ)

]
ψ,∂tψ

δ(∂xψ). (46.20)

We exposed subscripts to denote which terms are held fixed during the partial functional
derivative operation. This equation makes it clear that variation of the Lagrangian density
occurs at a fixed space-time point, which explains why there are no (∂L/∂t) δt nor (∂L/∂x) δx
terms. Correspondingly, under this variation we consider (x, t) as space-time parameters so that
the ∂x and ∂t operators acting on ψ commute with the variation operator

δL =
∂L

∂ψ
δψ +

∂L

∂(∂tψ)
∂t(δψ) +

∂L

∂(∂xψ)
∂x(δψ). (46.21)
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Further rearranging the space-time operators leads to the equivalent expression

δL =

[
∂L

∂ψ
− ∂

∂t

∂L

∂(∂tψ)
− ∂

∂x

∂L

∂(∂xψ)

]
δψ +

∂

∂t

[
∂L

∂(∂tψ)
δψ

]
+

∂

∂x

[
∂L

∂(∂xψ)
δψ

]
. (46.22)

46.2.4 Euler-Lagrange field equations
Plugging the result (46.22) into the action variation (46.19) leads to

δS =

ˆ
R
δψ

(
∂L

∂ψ
− ∂

∂t

∂L

∂(∂tψ)
− ∂

∂x

∂L

∂(∂xψ)

)
dx dt

+

ˆ
R

(
∂

∂t

[
∂L

∂(∂tψ)
δψ

]
+

∂

∂x

[
∂L

∂(∂xψ)
δψ

])
dx dt. (46.23)

As noted earlier, we are assuming the field variation vanishes on the space-time boundary, so
that δψ = 0 for points on ∂R. Doing so eliminates the second integral since both terms integrate
to boundary contributions. Furthermore, since δψ is an arbitary variation of the field within the
interior of the domain, a general satisfaction of Hamilton’s principle, δS = 0, only holds if the
integrand in the first integral vanishes for each space and time point, which thus leads to the
continuum Euler-Lagrange equations

δS = 0 =⇒ ∂L

∂ψ
− ∂

∂t

[
∂L

∂(∂tψ)

]
− ∂

∂x

[
∂L

∂(∂xψ)

]
= 0. (46.24)

We emphasize here an important practical point related to computation of the partial derivatives.
Namely, when performing the partial derivative on L with respect to ψ and its derivatives, ∂tψ
and ∂xψ, each of the other variables in the Lagrangian density are held fixed. However, when
performing the space and time partial derivatives, ∂x and ∂t, we only maintain the complement
space and time variable fixed, so that we need to employ the chain rule to extract all places
where ∂x and ∂t affect. We offer details in Section 46.3.1 on these points about computing the
partial derivatives.

46.2.5 Example Lagrangian densities
We have many opportunities in this book to use a Lagrangian density to derive the correspondingly
Euler-Lagrange equations. Here we provide a few examples that lead to wave equations.

Acoustic wave equation

As studied in Section 46.1, the Lagrangian density

L = [σ (∂tψ)
2 − τ (∂xψ)2]/2, (46.25)

with σ and τ constants, renders the wave equation as the Euler-Lagrange equation

(∂tt − c2 ∂xx)ψ = 0, (46.26)

where the wave speed is c =
√
τ/σ (equation (46.4)). Notice that the dimensions of L are energy

per length, which accords with this being a wave equation in a single spatial dimension. The
Lagrangian (46.25) and wave equation (46.26) also hold for the more general case of a tension
that is a function of time, τ = τ(t), and a mass density that is a function of space, σ = σ(x), in
which case the wave speed is a function of space and time

c2(x, t) = τ(t)/σ(x). (46.27)
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We derived the Lagrangian density (46.25) in Section 46.1 by taking the continuum limit of
coupled harmonic oscillators, where ψ(x, t) represents the x̂-displacement of a particle from its
equilibrium position, so that linear fluctuations are longitudinal waves (wave motion in the same
direction of the particle displacement). An analogous derivation leads to the same Lagrangian
density for a tight string, with ψ(x, t) now measuring the transverse displacements of the string
from its equilibrium position (see Section 25 in Fetter and Walecka (2003)), and with linear
oscillations leading to transverse waves.

Returning to the continuum harmonic oscillator, we note that it is directly related to the
study of acoustic waves in a fluid. We pursue this study in Chapter 51, thus encountering the
Lagrangian density

L = [c−2
s (∂tp

′)2 − (∇p′)2]/(2 ρe), (46.28)

where ρe is the mass density of the background fluid state, cs is the sound speed in the fluid, and
p′ is the perturbation pressure. In this case the Euler-Lagrange equation is the acoustic wave
equation

∂t[(ρe c
2
s )

−1 ∂tp
′]−∇ · (ρ−1

e ∇p′) = 0, (46.29)

which, in the special case of ρe and cs independent of space and time, gives the wave equation

(∂tt − c2s ∇2) p′ = 0. (46.30)

Note that the physical dimensions of the Lagrangian density (46.28) are not energy per volume,
so that the terms in the Lagrangian are thought of as pseudo-energy densities.

Sine-Gordon and Klein-Gordon wave equations

For another example, consider

L = [σ (∂tψ)
2 − τ (∂xψ)2]/2− σ Γ2 (1− cosψ), (46.31)

where ψ is here a non-dimensional field. The corresponding Euler-Lagrange equation is known
as the sine-Gordon equation

∂ttψ − c2 ∂xxψ + Γ2 sinψ = 0. (46.32)

As shown in Section 9.1.1 of José and Saletan (1998), the sine-Gordon equation is the continuum
limit of a coupled pendulum-spring system, with Γ proportional to the gravitational acceleration.
For small ψ, the sine-Gordon Lagrangian (46.31) and wave equation (46.32) reduce to the
Klein-Gordon Lagrangian and Klein-Gordon equation

L = [σ (∂tψ)
2 − τ (∂xψ)2]/2 + σ Γ2 ψ2 and (∂tt − c2 ∂xx + Γ2)ψ = 0. (46.33)

The Klein-Gordon equation forms the starting point for scalar quantum field theories (e.g.,
Ryder (1985)).

46.3 Operational aspects of Hamilton’s principle

We here summarize a number of points about the formalism that are particularly relevant when
performing the many operational steps with Hamilton’s principle.
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46.3.1 Care with the partial derivative operations
As noted in Section 46.2, the Lagrangian density, L, is a functional of the field, ψ, as well as its
space and time derivatives,

∂ψ(x, t)

∂t
=

[
∂ψ(x, t)

∂t

]
x

and
∂ψ(x, t)

∂x
=

[
∂ψ(x, t)

∂x

]
t

, (46.34)

where the subscripts on the right hand side of these equations indicate those variables held
fixed while performing the partial derivative. We typically do not need this extra adornment for
partial derivatives acting on functions of space and time. But the Lagrangian density is a rather
loaded object, and so it is important to clarify what is meant by its derivatives.

With ψ and its derivatives explicit functions of (x, t), then L is an implicit function of (x, t).
There are additional physical systems where the Lagrangian density picks up an explicit space
and time dependence, such as when waves move through a space and time dependent background
media (Section 50.5). Such added space and time dependence does not alter the derivation of the
Euler-Lagrange field equation, since in that derivation we only vary the field and its derivatives.
However, the distinction between implicit versus explicit functional dependence can easily lead
to confusion when performing partial derivative manipulations involving ∂t and ∂x operations,
such as when deriving the continuum conservation laws in Section 46.4. We thus find it useful
to here write these derivatives for the record.

The partial time derivative of L, computed at a fixed x position, is given by[
∂L

∂t

]
x

=

[
∂L

∂ψ

]
∂tψ,∂xψ

∂ψ

∂t
+

[
∂L

∂(∂tψ)

]
ψ,∂xψ

∂2ψ

∂t2
+

[
∂L

∂(∂xψ)

]
ψ,∂tψ

∂2ψ

∂x∂t

+

[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

. (46.35)

Exposing the subscripts on the L partial derivatives helps to distinguish the time derivative on
the left hand side from the time derivative appearing in the final term on the right hand side.
Namely, the (∂L/∂t)x on the left hand side only holds x fixed, whereas the (∂L/∂t)ψ,∂tψ,∂xψ,x
on the right hand side holds the full gamut, ψ, ∂tψ, ∂xψ, x, fixed while computing the time
derivative. Distinguishing these two derivatives is the primary point of confusion, so that for it
is commonly sufficient to abbreviate this equation with the more succinct expression

∂L

∂t
=
∂L

∂ψ

∂ψ

∂t
+

∂L

∂(∂tψ)

∂2ψ

∂t2
+

∂L

∂(∂xψ)

∂2ψ

∂x∂t
+

[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

. (46.36)

A similar expression holds for the partial space derivative computed at a fixed time,[
∂L

∂x

]
t

=

[
∂L

∂ψ

]
∂tψ,∂xψ

∂ψ

∂x
+

[
∂L

∂(∂tψ)

]
ψ,∂xψ

∂2ψ

∂t∂x
+

[
∂L

∂(∂xψ)

]
ψ,∂tψ

∂2ψ

∂x2

+

[
∂L

∂x

]
ψ,∂tψ,∂xψ,t

, (46.37)

which also has the succinct form4

∂L

∂x
=
∂L

∂ψ

∂ψ

∂x
+

∂L

∂(∂tψ)

∂2ψ

∂t∂x
+

∂L

∂(∂xψ)

∂2ψ

∂x2
+

[
∂L

∂x

]
ψ,∂tψ,∂xψ,t

. (46.38)

4Note that some authors (e.g., chapter 12 of Goldstein (1980)), write d/dt and d/dx for the left hand
side operators in equations (46.35) and (46.37), referring to these derivatives as “total time” and “total space”
derivatives. We do not follow that nomenclature here.
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46.3.2 Generalized spatial coordinates

As when studying discrete particle mechanics, we often find that Cartesian space coordinates
are less suited to symmetry of the physical configuration. This point is particularly relevant for
Chapter 47 when working with the Lagrangian space-time field theory relevant to fluids, in which
we coordinate lines are attached to fluid particles. We thus now allow for the spatial coordinates,
xa(a = 1, 2, 3), to be arbitrary general coordinates rather than restricted to Cartesian. To do so
requires results from general tensor analysis in Chapters 3 and 4. In particular, we need the
invariant volume element given by equation (4.60)

dV = g d3x, (46.39)

where g is the square root of the spatial metric tensor’s determinant as represented by the
arbitrary spatial coordinates (see Sections 4.5.2 and 4.5.3), and

d3x = dx1 dx2 dx3 (46.40)

is a shorthand for the spatial coordinate element. Note that g can generally be a function of
space and time.

We are thus led to a variation of the action5

δS =

ˆ
R
(δL) g d3x dt. (46.41)

Generalizing the Cartesian coordinate derivation requires us now to keep track of g, so that

ˆ
R
δψ

[
∂L

∂ψ
− 1

g

∂

∂t

[
g

∂L

∂(∂tψ)

]
− 1

g

∂

∂xa

[
g

∂L

∂(∂aψ)

]]
g d3x dt. (46.42)

Setting δS = 0 leads to the Euler-Lagrange equation

∂L

∂ψ
− 1

g

∂

∂t

[
g

∂L

∂(∂tψ)

]
− 1

g

∂

∂xa

[
g

∂L

∂(∂aψ)

]
= 0. (46.43)

From our discussion in Section 4.15, we see that the covariant divergence of a vector natually
appears in this formulation. Namely, from equation (4.134) we have the covariant divergence

∇a
[

∂L

∂(∂aψ)

]
=

1

g

∂

∂xa

[
g

∂L

∂(∂aψ)

]
, (46.44)

where ∇a is the covariant derivative operator. For the remainder of this chapter we make use of
general spatial coordinates since they are necessary for the study of fluids in Chapter 47 using
Lagrangian space-time.

46.3.3 Natural spatial boundary conditions

As seen in Section 46.2.4, the Euler-Lagrange field equations arise by setting the field variation,
δψ, to zero on both the space and times boundaries. This assumption is typical of many
treatments given that it offers a sensible generalization of the discrete case in Section 12.6,
in which the variation vanishes at the initial and final times. It is also relevant for the case
without boundaries, with all terms assumed to vanish at infinity. However, for geophysical fluid

5The variation (46.41) only varies the field, ψ, which means there is no variation of the space-time element,
g d3xdt. In Section 46.5 we allow for coordinates to be varied, in which case we must consider variations of
g d3x dt.
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mechanics the question of spatial boundary conditions is often of primary importance. We thus
investigate alternatives to setting δψ = 0 on the spatial boundaries.6

In particular, consider a situation where the fluid is bounded by a static material boundary,
∂R. All fields, whether the actual physical field or variations around this field, must satisfy
the relevant kinematic boundary conditions. In terms of the Lagrangian density, the natural
boundary condition is given by

n̂ · ∂L

∂(∇ψ) = n̂a
∂L

∂(∂aψ)
= 0 on ∂R, (46.45)

where n̂ is the outward normal along the spatial boundary, ∂R. The boundary condition (46.45)
means that there is no generalized forces acting on the physical field at the boundaries. If this
boundary condition is satisfied, then the Euler-Lagrange equation (46.24) follows even without
specifying how δψ behaves on the spatial boundaries.

What if the boundary is dynamical and thus feels forces, such as occurs in free boundary
problems? For example, the boundary could represent the material interface between the ocean
and atmosphere, in which forces are imparted at the boundary. In this case the boundary itself
is dynamical and so it too must be incorporated into Hamilton’s principle. This situation is
more subtle than when the boundary is static, and we explore an example in Section 52.2 when
studying potential flow in a homogeneous fluid layer with a dynamical free surface.

46.3.4 Galilean space-time notation

In certain places in the following, it proves useful to streamline the notation by making use of the
space-time tensor notation from Section 3.5.4. Here, we introduce the Greek index, α = 0, 1, 2, 3
with α = 0 corresponding to the time index and α = 1, 2, 3 for space. In this manner the
Euler-Lagrange field equation

∂L

∂ψ
− 1

g

∂

∂t

[
∂L

∂(∂tψ)

]
− 1

g

∂

∂xa

[
∂L

∂(∂aψ)

]
= 0, (46.46)

takes on the more compact form

∂L

∂ψ
− 1

g

∂

∂xα

[
∂L

∂(∂αψ)

]
= 0, (46.47)

or even more succinct by making use of the covariant space-time divergence

∂L

∂ψ
−∇α

[
∂L

∂(∂αψ)

]
= 0. (46.48)

Integrals over space and time take on the form

ˆ ˆ
R

g d3x dt =

ˆ
R
g d4x, (46.49)

so that the action is written

S =

ˆ
R
L(ψ, ∂αψ, x

α) g d4x. (46.50)

Additionally, for brevity we sometimes write x rather than xα when there is no need to expose
the coordinate labels.

In the study of continuum conservation laws from Noether’s theorem (Sections 46.4 and

6See Section 41 of Fetter and Walecka (2003) for similar considerations.
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46.5), we encounter continuity equations of the form

∇αJα = g−1 [∂t(g J
0) + ∂a(g J

a)] = 0, (46.51)

where Jα is a Galilean four-vector. Integration over the global spatial domain renders,

ˆ
R

∇αJα g d3x = 0, (46.52)

which for a time-independent domain yields the global conservation law

d

dt

ˆ
R

J0 g d3x = −
ˆ
∂R
Ja n̂a g dS. (46.53)

If the boundary integral vanishes then we have a global constant of integration, which corresponds
to a symmetry of the action.

46.3.5 Mechanical equivalence of Lagrangians
In Section 12.6.6 we noted that the mechanics of discrete particles is unchanged if the Lagrangian
for a particle system is modified by a total time derivative of a function of the generalized
coordinates. Analogously, the mechanics of a continuum field remains unchanged if the Lagrangian
density is modified by a space and/or time derivative of functions that have zero variation along
the boundaries. More specifically, consider the two Lagrangian densities and briefly return to
Cartesian coordinates in 1+1 dimensions

Lnew = Lold + ∂tΓ(ψ, ∂tψ, ∂xψ, x, t) + ∂xΣ(ψ, ∂tψ, ∂xψ, x, t), (46.54)

where Γ and Σ are arbitrary functions of the field, ψ, its derivatives, ∂tψ, ∂xψ, as well as the
space and time positions. To examine mechanical equivalance, consider a space-time domain
R = [xA, xB]⊕ [tA, tB], so that the action transforms into

Snew = Sold +

ˆ xB

xA

(Γ[ψ(tB), ∂tψ(tB), ∂xψ(tB), x, tB]− Γ[ψ(tA), ∂tψ(tA), ∂xψ(tA), x, tA]) dx

+

ˆ tB

tA

(Σ[ψ(xB), ∂tψ(xB), ∂xψ(xB), xB, t]− Σ[ψ(xA), ∂tψ(xA), ∂xψ(xA), xA, t]) dt. (46.55)

The added terms in the first integral are evaluated at the time boundaries, tA and tB, whereas
the second integral is evaluated at the space boundaries, xA and xB. So mechanical equivalence
depends arises if the field has zero variation along the space and time boundaries, in which case

δSnew = δSold, (46.56)

which then means that the associated Euler-Lagrange equation is unchanged.
A more general approach, allowing for arbitrary coordinates, is given by

Lnew = Lold +∇αJα, (46.57)

where ∇αJα is a Galilean space-time divergence of a four-vector, Jα. In this case the action
changes by

Snew = Sold +

ˆ
∂R
Jα n̂α dS, (46.58)

where we made use of the space-time form of the divergence theorem from Section 4.19, thus
rendering a boundary integral of the flux projected onto the space-time boundary. Mechanical
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equivalence thus depends on how Jα behaves along the space-time boundaries. Details depend on
specifics of the variation, in particular whether we are considering Hamilton’s principle to derive
the Euler-Lagrange equations, or whether we are probing symmetries of the dynamical system
to determine conservation laws. We further pursue these points when studying symmetries in
Sections 46.4 and 46.5, as well as in Section 52.2.9 when using Hamilton’s principle for potential
flow.

46.3.6 The absence of second or higher derivatives in the Lagrangian

It is notable that the Lagrangian in equation (46.13) is a functional of the field, ψ, and its
first derivatives, ∂αψ. We were originally motivated to consider just the field and its first
derivatives based on the continuum limit of coupled oscillators from Section 46.1, where the
discrete Lagrangian (46.6) only includes the displacement field and its first time derivative.
But when moving away from the discrete limit, we might wish to include higher derivatives
for continuum fields. Yet, as noted in Section 1.5 of Ramond (1990), higher derivatives in the
Lagrangian can lead to non-causal behavior in the corresponding Euler-Lagrange field equations,
with the Lorentz-Dirac equation of electrodynamics an example. Heading Ramond’s warning
motivates us to also restrict Lagrangians to have no second or higher order derivatives.

46.4 Space-time symmetry and stress-energy-momentum

An experiment conducted on a mechanically closed and isolated physical system does not care
about the origin of space or time. That is, an experiment conducted in London in the year
1900 yields the same results as when done in New York in the year 2000, assuming all relevant
conditions are the same. This observation can be formalized by deriving conservation laws that
arise from the absence of a dependence on the space-time origin. Operationally, we expose the
equations describing the physical system to a coordinate variation, δxα, that represents a bulk
shift of every point within the physical system. Noether’s theorem (Noether , 1918; Noether and
Tavel , 2018) provides the means to derive a corresponding conservation law.

In this section we derive conservation laws arising from symmetry in the space-time position.
These conservation laws are maintained by the physically realized field, ψ, that satisfy the
Euler-Lagrange equation. As noted in Section 12.9 when studying classical point particles,
to connect a symmetry to a conservation law it is sufficient to focus on the Lagrangian as it
encapsulates the mechanics. In this section we identify cyclic coordinates in the Lagrangian
density, with these coordinates then reflecting a symmetry of the physical system that leads
to a corresponding conservation law. We consider an alternative approach in Section 46.5 that
focuses on the action.

46.4.1 Time symmetry and the Hamiltonian density

Consider a physical system that respects time homogeneity. What does this symmetry imply
about the dynamical fields? To answer this question, return to the partial time derivative in
equation (46.36)

∂L

∂t
=
∂L

∂ψ

∂ψ

∂t
+

∂L

∂(∂αψ)

∂

∂xα
∂ψ

∂t
+

[
∂L

∂t

]
ψ,∂αψ,xa

. (46.59)

Now make use of the Euler-Lagrange equation (46.48) to have

∂L

∂ψ

∂ψ

∂t
= ∇α

[
∂L

∂(∂αψ)

]
∂ψ

∂t
= g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)

]
∂ψ

∂t
, (46.60)
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which then leads to

∂L

∂t
= g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)

∂ψ

∂t

]
+

[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

. (46.61)

We now assume spatial coordinates whose representation of the metric tensor is time-independent
so that

∂tg = 0. (46.62)

This assumption holds for Eulerian coordinates and for Lagrangian coordinates used in fluid
mechanics (with the time derivative taken holding the corresponding spatial coordinates fixed).7

With this assumption we have

∂

∂t

[
∂L

∂(∂tψ)

∂ψ

∂t
−L

]
+∇a

[
∂L

∂(∂aψ)

∂ψ

∂t

]
= −

[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

. (46.63)

Following the discrete case discussed in Section 12.10, introduce the generalized (or canonical)
momentum density, P, and the Hamiltonian density, H, along with the energy flux, F,

P ≡ ∂L

∂(∂tψ)
and H = P ∂tψ −L and Fa =

∂L

∂(∂aψ)

∂ψ

∂t
. (46.64)

These definitions bring equation (46.63) to the form of a budget equation for the Hamiltonian
density

∂tH+∇ ·F = −
[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

. (46.65)

Evidently, the Hamiltonian density at a point in space evolves according to the covariant
convergence of the flux, F, along with a source term due to any explicit time dependence of the
Lagrangian density.

When the Lagrangian density has no explicit time dependence, so that

L = L(ψ, ∂tψ, ∂aψ, x
a), (46.66)

then the budget equation (46.65) reduces to the Hamiltonian density continuity equation

∂tH+∇ ·F = 0. (46.67)

This equation is written in the form of a continuum conservation law, with such conservation
laws encountered throughout this book.8 Evidently, for the special case of a time independent
spatial domain, and with the flux, F, having zero area integrated normal projection at the
domain boundary, we are led to the conservation of the domain integrated Hamiltonian

dH

dt
= 0 with H =

ˆ
R

H dV =

ˆ
R

Hg d3x, (46.68)

where R is the spatial domain. This result constitutes an expression of Noether’s theorem arising
from time symmetry.

7The metric tensor is generally time dependent when represented using generalized vertical coordinates
considered in Part XII of this book. We return to this point in Part XII when formulating a Hamilton’s principle
with generalized vertical coordinates.

8See Section 26.12 for more discussion on such continuum conservation laws.
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46.4.2 Stress-energy-momentum tensor

The derivation in Section 46.4.1 can be generalized to yield a budget equation built from elements
of the stress-energy-momentum tensor. The space-time derivative of the Lagrangian density is
given by (again, being careful with partial derivatives as discussed in Section 46.3.1)

∂L

∂xβ
=
∂L

∂ψ

∂ψ

∂xβ
+

∂L

∂(∂αψ)

∂

∂xα
∂ψ

∂xβ
+

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

. (46.69)

Use of the Euler-Lagrange equation (46.48) leads to

∂L

∂xβ
= g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)

∂ψ

∂xβ

]
+

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

. (46.70)

Now assume the metric determinant is independent of coordinate xβ so that

∂g/∂xβ = 0, (46.71)

in which case we have

g−1 ∂

∂xα

[
−g δαβL + g

∂L

∂(∂αψ)

∂ψ

∂xβ

]
= −

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

. (46.72)

Introducing the stress-energy-momentum tensor

Tαβ = −δαβL +
∂L

∂(∂αψ)

∂ψ

∂xβ
, (46.73)

brings equation (46.72) to the form

g−1 ∂α(g T
α
β) = −

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

, (46.74)

For each value of β, this equation says that the four-divergence of Tαβ is determined by
the partial derivative of the Lagrangian with respect to xβ. Integrating over the global space
domain, and assuming the domain is time-independent, leads to

d

dt

ˆ
R

T 0
β g d

3x = −
ˆ
∂R
T aβ n̂a dS −

ˆ
R

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

g d3x, (46.75)

where we used the general coordinate version of the divergence theorem from Section 4.19. If
the Lagrangian is not an explicit function of xβ, and we have a vanishing boundary integral of
the flux, T aβ, projected onto the outward normal, then there is a global conserved quantity

d

dt

ˆ
R

T 0
β g d

3x = 0 ⇐= xβ is a cyclic coordinate. (46.76)

In the study of analytical mechanics in Section 12.10.1, we referred to xβ as a cyclic coordinate.
Cyclic coordinates arise from a symmetry of the physical system, and the coordinates used to
represent the system, along the direction defined by the cyclic coordinate. This symmetry then
leads to a conservation law, as we just showed. This result represents an example implication of
Noether’s theorem: any symmetry gives rise to a conservation law. We offer more on Noether’s
theorem in Section 46.5. Note that when β = 0, the budget equation (46.74) includes equation
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(46.65) for Hamiltonian density

H = T 0
0 = −L +

∂L

∂(∂tψ)

∂ψ

∂t
Hamiltonian density (46.77a)

Fa = T a0 =
∂L

∂(∂aψ)

∂ψ

∂t
Hamiltonian density flux, (46.77b)

and for β = b > 0 we define

T 0
b =

∂L

∂tψ

∂ψ

∂xb
momentum density (46.78a)

T ab = −L δab +
∂L

∂aψ

∂ψ

∂xb
stress tensor. (46.78b)

46.4.3 An auxiliary functional for deriving conservation laws

Hayes (1970) introduced an alternative method for computing conservation laws, with particular
application to the wave-action conservation law (see Section 50.5). In this method we introduce
the functional

E(ψ,Φ) =
∂L

∂(∂αψ)

∂Φ

∂xα
+
∂L

∂ψ
Φ (46.79a)

=
∂L

∂(∂αψ)

∂Φ

∂xα
+ g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)

]
Φ (46.79b)

= g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)
Φ

]
(46.79c)

= ∇α
[

∂L

∂(∂αψ)
Φ

]
, (46.79d)

where we used the Euler-Lagrange equation (46.48) for ψ, and where Φ(x, t) is an arbitrary
function yet to be specified. As a four-divergence, the functional, E, has a spatial domain integral
depending on the boundary conditions.

Separating the space and time derivative terms, and introducing the canonical momentum
from equation (46.64), leads to

E(ψ,Φ) = g−1 ∂t(gΦP) + g−1 ∂

∂xa

[
gΦ

∂L

∂(∂aψ)

]
. (46.80)

Now we specify Φ = ∂ψ/∂t to render

E = g−1

[
∂[g (H+L)]

∂t

]
x

+∇aFa =

[
∂L

∂t

]
x

−
[
∂L

∂t

]
ψ,∂tψ,∂xψ,x

, (46.81)

where Fa are components to the energy flux (46.64), we introduced the Hamiltonian density,
H, also given by equation (46.64), and made use of equation (46.61) to introduce the partial
time derivatives. If the metric is independent of time, then the [∂L/∂t]x term cancels on both
sides, which then renders the Hamiltonian continuity equation (46.65). We can likewise derive
the momentum conservation equations from Section 46.4.2 through setting Φ = ∂aψ. In Section
50.5 we introduce yet another choice useful for the study of waves.
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46.4.4 Summary of the cyclic coordinate method
A physical system has no dependence on cyclic coordinates, so there is an arbitrariness associated
with the value of the coordinate. This arbitrariness then leads to a corresponding differential
conservation law in the form of a continuity equation. We here summarize the cyclic coordinate
method used in this section to construct conservation laws. Generalizing the discussion of
mechanical equivalence from Section 46.3.5, we know that a space-time variation has no impact
on the physical system if the Lagrangian density changes only by a total divergence

δL = L[ψ(x′), ∂αψ(x
′), x′]−L[ψ(x), ∂αψ(x), x] = δxα ∂αL. (46.82)

If the Lagrangian has no explicit dependence on any of the space-time coordinates, xα, then

δL = δxα ∂αL = δxα
[
∂L

∂ψ

∂ψ

∂xα
+

∂L

∂(∂βψ)

∂

∂xβ
∂ψ

∂xα

]
. (46.83)

Thus far we have not used the Euler-Lagrange equations, so that equation (46.83) results solely
due to the absence of an explicit dependence of L on the space-time coordinates, xα. An
alternative approach to computing the variation is found by writing

δL =
∂L

∂ψ
δψ +

∂L

∂(∂αψ)
δ(∂αψ), (46.84)

where we again assumed L has no explicit dependence on any of the space-time coordinates, xα.
We now make use of the Euler-Lagrange equation (46.48) to bring equation (46.84) into the form

δL = g−1 ∂

∂xα

[
g

∂L

∂(∂αψ)
δψ

]
= g−1 δxβ

∂

∂xα

[
g

∂L

∂(∂αψ)

∂ψ

∂xβ

]
, (46.85)

where we made use of the variation of the field and its derivative

δψ = ψ(x′)− ψ(x) = δxβ ∂βψ(x) (46.86a)

δ(∂αψ) = ∂α[ψ(x
′)− ψ(x)] = δxβ ∂β∂αψ(x), (46.86b)

and remembered that δxβ is a constant. Setting δL from equation (46.83) equal to δL from
equation (46.85) leads to

δxβ g−1 ∂α(g T
α
β) = 0, (46.87)

where we introduced the stress-energy-momentum tensor from equation (46.73)

Tαβ = −δαβL +
∂L

∂(∂αψ)

∂ψ

∂xβ
. (46.88)

We have thus established four conservation laws (one for each value of β = 0, 1, 2, 3) that
correspond to the space-time shift symmetry

∇αTαβ = g−1 ∂α(g T
α
β) = 0. (46.89)

There is no conservation law for those coordinates that have an explicit appearance in the
Lagrangian. For example, if the Lagrangian has an explicit time dependence, such as when
considering astronomical tidal forcing on the ocean, then the total energy of the system (as
measured by the globally integrated Hamiltonian density) is not a constant. Instead, the system’s
energy is affected by the astronomical forces whose dynamics is described by another Lagrangian
density that sits outside of the ocean that serves to modify the gravitational force. That is, a
non-constant energy is generally a consequence of a physical system being mechanically open.
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Similarly, if the Lagrangian is a function of one of the spatial coordinates, then that indicates
the absence of spatial symmetry in that direction and so the absence of a global conservation
law.

46.5 Noether’s theorem and symmetries of the action
In Section 46.4 we derived dynamical conservation laws by identifying cyclic coordinates in
the Lagrangian density. Here we further our understanding of how symmetries give rise to
conservation laws by introducing a few more concepts and methods. Central to these concepts
is the notion of a transformation, and we are only concerned with smooth and continuous
transformations rather than discrete. To determine physical implications of a continuous trans-
formation, it is sufficient to examine how the action varies under an infinitesimal transformation,
which we refer to as a variation. This treatment is convenient since deriving the implications of
infinitesimal variations is simpler mathematically than finite transformations. In effect, we only
need to work to leading order in a Taylor expansion to deduce the differential conservation laws.

46.5.1 Distinctions beween Noether and Hamilton
Recall from Section 46.2 that we derived the Euler-Lagrange equation of motion by examining
how the action changes when confronted with a functional variation of the field, ψ → ψ + δψ,
with δψ vanishing along the time boundary. Setting to zero the corresponding variation of
the action, δS = 0, is the statement of Hamilton’s principle that leads to the Euler-Lagrange
equation (along with natural spatial boundary conditions) that are satisfied by the physically
realized dynamical system. The variations are never physically realized. Hamilton’s realized
that by probing these unphysical realizations renders a novel perspective (relative to Newton)
on the physically realized system.

To deduce conservation laws using Noether’s theorem requires a conceptual approach that
builds from that used for Hamilton’s principle. For Hamilton’s principle we postulate that
variation of the action vanishes when considering a variation in the field in the interior of the
space-time domain. For Noether’s theorem we work exclusively with the physical system that
satisfies the Euler-Lagrange equations that arise from invoking Hamilton’s principle. Noether’s
theorem then exposes the differential conservation laws arising from symmetries, as probed by
variations to the space-time, that leave the physically realized action unchanged (or mechanically
equivalent).

46.5.2 Active transformations
There are two complementary perspectives we take when considering a transformation (and its
infinitesimal version referred to as a variation): the active transformation (active variation) and
the passive transformation (passive variation). Active transformations arise from moving the
physical system through space-time, whereas a passive transformation modifies the space-time
coordinates while keeping the physical system unchanged. We here discuss active transformations
with Section 46.5.3 considering the passive.9 Notably, they lead to the same mathematical
result, and yet conceptually it can be useful to take one or the other perspective when studying
variations to physical systems.

Active transformations and Noether’s first theorem

Operationally, an active transformation arises from confronting the action with a variation of
the physical fields (to probe internal symmetries) and/or a variation of the space-time position

9Chapter 3 in José and Saletan (1998) provides a thorough discussion of active and passive transformations.
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of the system (to probe space-time symmetries). With these variations considered in their active
sense, we imagine the physical system to be transformed (e.g., moved or rotated) whereas the
space-time coordinate system used to describe the physical system remain unchanged. Moving
an experimental apparatus from one side of the laboratory to another is an example active
transformation, as is rotating the apparatus by some angle. Those active transformations that
leave the action unchanged are symmetries of the physical system that directly lead to differential
conservation laws. This connection between active symmetries and conservation laws constitutes
Noether’s first theorem.

Active transformations leave the coordinate system unchanged

As note above, the coordinate system used to describe the physical system is unchanged when
performing an active transformation. Instead, an active transformation results in the modification
to the space-time position of a point within the physical system

xα → x′α = xα + δxα, (46.90)

where δxα is a tiny coordinate variation so that the space-time point, x′, is very close to the
point, x. Since the coordinate lines remain fixed under an active transformation, we do not
introduce a new set of coordinates, which are typically expressed as xα in this book. Instead,
we kept the same coordinates, and wrote xα for the original space-time point and x′α for the
displaced space-time point.

Galilean space-time active transformations and Noether’s first theorem

The space-time symmetries we focus on are taken from Galilean space-time, which is relevant
for studies of geophysical fluid mechanics.10 In particular, we consider a uniform space-time
translation plus a rigid rotation. For a space and time coordinate translation, the new point has
a coordinate position relative to the original point according to the coordinate variation

δxα = hα, (46.91)

where hα is a constant coordinate variation that is scaled by a tiny non-dimensional number to
ensure that δxα is tiny. To investigate spatial rotations we examine the coordinate variation
determined by a small spatial rotation of the physical system as given by

δxa = Ra
b x

b and δx0 = 0. (46.92)

Here we introduced the anti-symmetric rotation matrix

Ra
b = ϵabcΩ

c, (46.93)

with Ω = Ω̂ |Ω| a vector that orients the rotation and with |Ω| ≪ 1 a tiny angle. Bringing both
the translation and rotation together into a single active variation leads to

x′α = xα + δxα = xα + hα +Rα
β x

β, (46.94)

where Rα
β = 0 if either α = 0 or β = 0.

10In other areas of physics, such as electrodynamics and quantum field theory, symmetries are examined within
the Lorentzian space-time of special relativity.
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Variations to the volume element under an active transformation

The spatial coordinate measure, d3x, remains unchanged since the coordinate lines are fixed
under an active transformation. However, since we are moving the physical system to a new
space-time position and/or modifying its spatial orientation, the spatial metric tensor is generally
modified. We here assume the metric is time independent, and consider the effects on the
volume element under an active transformation. The volume element appearing within the
action integral has a variation

δ(g d3x) = δ(g) d3x, (46.95)

so we must determine a variation of the square root of the metric tensor determinant, g. It is
a bit simpler to work with the determinant of the metric, g2, which is a function only of the
metric tensor elements, gab, so that

δg2 =
∂g2

∂gab
δgab = g2 gab δgab, (46.96)

where the second equality follows from equation (4.75) holding for determinants.11 We thus find
that an active transformation leads to the variation of the spatial volume element

δ(g d3x) = (g d3x) gab δgab/2⇐⇒ δ(dV ) = dV gab δgab/2. (46.97)

To determine the variation of the metric tensor components, we proceed much like in Section
18.8.8 where we determined the material evolution of the Cauchy-Green strain tensor, thus
resulting in12

gab δgab = 2 gab∇a(δxb) = 2∇b(δxb) = 2∇a(δxa), (46.98)

so that
δ(g d3x) = (g d3x)∇a(δxa)⇐⇒ δ(dV ) = dV ∇a(δxa). (46.99)

Evidently, under an active transformation, the relative variation of the volume element is deter-
mined by the covariant divergence of the coordinate variation, so that the active transformation
is volume perserving if the covariant divergence vanishes

∇a(δxa) = 0 =⇒ volume preserving active transformation. (46.100)

This result corresponds to that found using alternative methods in Chapters 18 and 19 when
studying how fluid flow divergence affects the volume of a fluid element (e.g., see equation
(19.18)). Indeed, we could have appealed to those earlier results to immediately write equation
(46.99). Furthermore, we know that one physical way to alter the volume of a fluid region is to
apply pressure work.

Variations to the mass element under an active transformation

In continuum mechanics we generally follow mass conserving parcels of matter. It is thus relevant
to determine if the mass changes under an active transformation, in which we investigate

δ(ρdV ) = ρ δ(dV ) + δρdV (46.101a)

= dV (ρ∇a(δxa) + δxa ∂aρ) (46.101b)

11In words, equation (46.96) says that the derivative of the determinant, with respect to one of its elements
(here gab), equals to the determinant times the component of the inverse matrix corresponding to the element
(here gab).

12A more general approach makes use of Lie derivatives to compute the variation of the metric along the
congruence of curves defined by the variation, δxα. Here, we largely appeal to the intuition of the result (46.99).
Section F.3 of Tromp (2025a) provides a lucid discussion of Lie derivatives.
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= dV (g−1 ρ ∂a(g δx
a) + δxa ∂aρ) (46.101c)

= dV ∇a(ρ δxa). (46.101d)

Evidently, the mass of a region of matter remains unchanged if the covariant divergence of the
density weighted variation vanishes

∇a(ρ δxa) = 0 =⇒ mass preserving active transformation. (46.102)

This sort of transformation requires the volume of the region to reduce while the density increases,
and vice versa, thus keeping the mass unchanged. Conversely, a nonzero covariant divergence,
∇a(ρ δxa) ̸= 0, is the signal of a modification to the mass of an infinitesimal region.

46.5.3 Passive transformations

A passive transformation keeps the physical system untouched while it alters its coordinate
representation. For example, the transformation between Cartesian coordinates and spherical
coordinates is passive, as is the transformation between Eulerian and Lagrangian coordinates.
Passive transformations have been discussed extensively in this book in the context of tensor
analysis, whereby tensors are considered objective geometric objects whose coordinate represen-
tations leave a tensor unchanged whereas the tensor’s representation is changed (see Chapters
1 through 4). Equations written in a manner that remain form invariant under coordinate
transformations are said to satisfy coordinate covariance. In the context of symmetry principles,
if we can find a continuous transformation of the coordinates that leaves the physical action
unchanged, then this passive transformation leads, through Noether’s second theorem, to a
local conservation law (sometimes referred to as a Bianchi identity). The particle relabeling
symmetry detailed in Section 47.7 is an example of a passive transformation applied to fluid
flow as represented using Lagrangian kinematics.

An infinitesimal passive transformation is a coordinate variation of the form

xα = δαα (x
α + δxα), (46.103)

which should be compared to the active variation in equation (46.90). The transformation matrix
arising from the coordinate variation (46.103) is given by

Λαβ = ∂xα/∂xβ = δαα [δ
α
β + ∂β(δx

α)], (46.104)

and its Jacobian determinant is, to leading order in variation, given by

det(Λαβ) ≈ 1 + ∂α(δx
α). (46.105)

Consequently, the space-time coordinate measure transforms according to

d4x = det(Λαβ) d
4x = [1 + ∂α(δx

α)] d4x =⇒ δ(d4x) = (∂α(δx
α) d4x. (46.106)

Assuming the metric tensor is time independent, we find that the spatial volume element
transforms as

δ(dV ) = δ(g d3x) = [g−1 δxa ∂ag+ ∂a(δx
a)] g d3x = (∇aδxa) dV. (46.107)

Hence, a volume conserving passive transformation arises from the same non-divergence condition
(46.100) holding for the active transformation. In a similar manner, we find that the mass
transforms under a passive transformation just as for the active transformation (46.101d), so
that the mass is unchanged if ∇a(ρ δxa) = 0.
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46.5.4 Total variation of the field

In Section 46.2.2 we defined the functional variation of the field, δψ. The functional variation
affects a change just to the function, with the space-time point unchanged

δψ(xα) = ψ′(xα)− ψ(xα), (46.108)

where each term is evaluated at the same space-time point using the coordinate, xα. This is the
sort of variation considered for Hamilton’s principle. Focusing here on active transformations,
we find it useful to define the total variation, which considers both a functional change as well
as a change to the space-time point, so that (dropping the α label on ψ(xα) for brevity)

∆ψ(x) ≡ ψ′(x′)− ψ(x) (46.109a)

= [ψ′(x′)− ψ(x′)] + [ψ(x′)− ψ(x)] (46.109b)

≈ δψ(x′) + δxα ∂αψ(x) (46.109c)

≈ δψ(x) + δxα ∂αψ(x). (46.109d)

For the final equality we set

δψ(x′) ≈ δ[ψ(x) + δxα ∂αψ(x)] = δψ(x) +O(δ2), (46.110)

with second order terms ignored. Evidently, to first order in δ, the total variation of the field is
given by

∆ψ(x) = (δ + δxα ∂α)ψ(x). (46.111)

The first term on the right hand side is the functional variation, δψ, and the second term is a
transport term that arises from translation and/or rotation of the coordinates, δxα ∂αψ. Note
that when we are just probing space-time symmetries, then ∆ψ = 0 so that δψ = −δxα ∂αψ.

46.5.5 Variation of the action under an active transformation

We here consider the variation of the action under an active transformation

δS = S′ − S =

ˆ
R
L[ψ′(x′), ∂αψ

′(x′), x′α] g′ d4x′ −
ˆ
R
L[ψ(x), ∂αψ(x), x

α] g d4x. (46.112)

Making use of equation (46.107) for the volume element renders, to first order in variation,

δS =

ˆ
R
[δ +∇α(δxα)]L[ψ(x), ∂αψ(x), x

α] g d4x. (46.113)

The chain rule yields the variation

δL +L∇α(δxα) =
∂L

∂ψ
δψ +

∂L

∂(∂αψ)
δ(∂αψ) +

∂L

∂xα
δxα + g−1L ∂α(δx

α) (46.114a)

=
∂L

∂ψ
δψ +

∂L

∂(∂αψ)
δ(∂αψ) +∇α(L δxα), (46.114b)

with the Euler-Lagrange equation (46.47) substituted in for ∂L/∂ψ rendering the very tidy
result

δL +L∇α(δxα) = ∇α
[

∂L

∂(∂αψ)
δψ +L δxα

]
. (46.115)
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Now introduce the total variation, ∆ψ, from equation (46.109d), and the stress-energy-momentum
tensor from equation (46.73) to find

δL +L∇α(δxα) = ∇α
[

∂L

∂(∂αψ)
∆ψ − Tαβ δxβ

]
, (46.116)

which then leads to the variation of the action under and active transformation

δS =

ˆ
R
[δ +∇α(δxα)]L d4x =

ˆ
R
∇αJα g d4x =

ˆ
∂R
Jα n̂α dS, (46.117)

where n̂α dS is the oriented area element on the space-time boundary, and we introduced the
space-time flux13

Jα ≡ ∂L

∂(∂αψ)
∆ψ − Tαβ δxβ. (46.118)

We conclude that if the total variation, ∆ψ, reflects a symmetry of the physical system, then the
action must have a zero variation, in which case we have the local conservation law (continuity
equation)

∇αJα = 0, (46.119)

where Jα is given by equation (46.118). This result constitutes Noether’s first theorem.

46.5.6 Angular momentum and space isotropy
In Section 46.4 we considered the space-time symmetry associated with the absence of dependence
on an origin, and we assumed the total field variation vanishes,

∆ψ = ψ′(x′)− ψ(x) = 0 =⇒ δψ = −δxα ∂αψ. (46.120)

In this case the conservation law reduces to a statement about the stress-energy-momentum
tensor (see Section 46.4.2). Namely, if there is no special space or time origin, then linear
momentum and mechanical energy are conserved. Here we display the angular momentum
conservation law arising from the absence of a dependence on the orientation of the spatial
coordinates. We also consider ∆ψ = 0, but specify the spatial variation according to the rotation
(46.93) so that the active variation is

δx0 = 0 and δxa = Ra
b x

b = ϵabcΩ
c xb, (46.121)

where Ωc are the components to a spatial vector whose magnitude, |Ω|, is small. The space-time
flux, Jα, from equation (46.118) thus has the components

−Jβ = T βα δx
α = T βa ϵ

a
bcΩ

c xb. (46.122)

At this point we assume Cartesian coordinates, so that the covariant derivative is a partial
derivative, and the four-convergence of the flux is

−∂βJβ = ∂βT
β
a ϵ

a
bcΩ

c xb + T βa ϵ
a
βcΩ

c. (46.123)

If the physical system has no concern for the origin of space, then we know from Section
46.4.4 that ∂βT

β
a = 0 for each of the a = 1, 2, 3 spatial coordinates. If the physical system

likewise has no concern for the orientation of space (i.e., it is spatially isotropic), then we must
have rotational symmetry. For that property to manifest in a conservation law requires the

13In the quantum field theory literature, Jα is referred to as a current, in analog to an electrical current. Here
we refer to it as a flux to correspond to the nomenclature in flud mechanics.

CHAPTER 46. SCALAR FIELD THEORY IN GALILEAN SPACE-TIME page 1335 of 2158



46.5. NOETHER’S THEOREM AND SYMMETRIES OF THE ACTION

stress-energy-momentum tensor to be symmetric so that

T βa ϵ
a
βc = 0⇐⇒ T βa = Ta

β = (T βa)
T. (46.124)

We encountered this same condition in Section 25.4 arising from similar considerations.14

46.5.7 Comments
The space-time symmetries considered in this section and Section 46.4 are generally broken
in realistic physical systems. For example, in Chapter 47 we study the motion of a perfect
fluid moving around a rotating and gravitating planet, with spatial symmetry reduced to axial
symmetry around the rotation axis (assuming a smooth planet). When considering motion of a
geophysical fluid on a realistic planet with non-smooth boundaries (i.e., mountains, land-sea
boundaries), we have no spatial symmetry and so no momentum conservation. Even so, by
examining the properties of closed fluid systems moving in spaces of particular symmetry, we
reveal the conservation laws forming the foundation for the physical theory. Doing so provides a
valuable conceptual and operational baseline for then examining how processes and boundary
conditions break symmetry.

We have thus far only considered space-time symmetries, so that we assumed the total field
variation vanishes,

∆ψ = ψ′(x′)− ψ(x) = 0 =⇒ δψ = −δxα ∂αψ, (46.125)

which means that the field is a scalar. But the formalism developed in this section also allows
for probing symmetries in the space of fields, in which ∆ψ ≠ 0. If the action remains unchanged
under a ∆ψ ̸= 0, then that reflects an internal symmetry that is not associated with space and
time symmetries. Such internal symmetries are the basis for gauge theories of particle physics,
as discussed in Quigg (1983), Ryder (1985), Ramond (1990), and many other texts.

46.5.8 Further study
The treatment of Noether’s theorem in this section was inspired by Chapter 2 of Quigg (1983),
Section E.1 of Wald (1984), Section 3.2 of Ryder (1985), Section 1.5 of Ramond (1990), and
Section 2.6 of Tromp (2025a).

14There are some Lagrangian densities that do not produce a symmetric stress-energy-momentum tensor when
evaluating equation (46.73). However, we can add a term, ∂λF

λα
β , to T

α
β without affecting the conservation law

(46.89), so long as Fλα
β = −Fαλ

β . This gauge degree of freedom allows us to always work with a symmetrized
stress-energy-momentum tensor. See Section E.1 of Wald (1984) or Section 3.2 of Ryder (1985) for more discussion
on this point, which is of particular relevance to general relativity.
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Chapter 47

HAMILTON’S PRINCIPLE FOR PERFECT FLUIDS

In this chapter we derive the momentum equation (Euler equation) for a single-component perfect
fluid using Hamilton’s variational principle rather than Newton’s laws. To do so, we couple the
field theory of Chapter 46 with the Lagrangian kinematics of the motion field, φ(a, T ), thus
deriving a field theory for φ in Lagrangian space-time. Hamilton’s principle is concerned with
conservative physical systems, such as a single component perfect fluid in a static gravitational
field with each fluid parcel only experiencing reversible processes (i.e., no diffusion, friction, or
conduction), which means that the fluid is contained within a materially and thermally closed
domain. The fluid parcels feel conservative body forces from gravity, as well as, in a rotating
terrestrial frame, the planetary Coriolis and planetary centrifugal forces are present. Interactions
between the parcels are limited to mechanical contact forces from pressure, with pressure forces
performing work on fluid parcels by modifying their volume (for non-Boussinesq fluids).

reader’s guide for this chapter
Mathematical elements of variational principles are presented in Chapter 10, along with a

suite of examples. We make use of arbitrary material coordinates (a-space), thus requiring
the general tensor analysis as detailed in Chapters 3 and 4. We use general Eulerian (x-space)
coordinates up to the point of deriving the variation of the internal energy, at which point we
assume Cartesian Eulerian coordinates. We make full use of the Lagrangian kinematics from
Chapters 17, 18, and 19, and require a rudimentary understanding of thermodynamics as
considered in Part IV. Development and use of Hamilton’s principle are provided in Chapters
12 and 15 for discrete systems and in Chapter 46 for continuous fields.

Salmon (1988) is the canonical reference for Hamilton’s principle in fluid mechanics (see
also Müller (1995), chapter 7 in Salmon (1998) and Badin and Crisciani (2018)). Soper (2008)
provides a treatment based on the Lorentz space-time of special relativity, though with some
non-relativistic limiting cases to connect with the Galiliean space-time of terrestrial motion.
Jezierski and Kijowski (1990) and Sieniutycz (1994) target a unification of thermodynamics
with continuum mechanics using variational methods. Our presentation makes use of general
tensor notation for working in Lagrangian space-time, and offers a particular emphasis on the
motion field, φ(a, T ), following from the treatment of continuum mechanics in Chapters 1
and 2 of Tromp (2025a).

47.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1338
47.2 Motion and velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1338

47.2.1 The motion field, flow map, deformation matrix, and velocity . . 1338
47.2.2 Including planetary rotation . . . . . . . . . . . . . . . . . . . . . 1340

47.3 Mass, density, and specific volume . . . . . . . . . . . . . . . . . . . . . . 1340
47.3.1 Expressions for mass over a material region . . . . . . . . . . . . 1340

1337



47.1. LOOSE THREADS

47.3.2 Constant mass fluid parcels . . . . . . . . . . . . . . . . . . . . . 1341
47.3.3 Cartesian Eulerian for when varying internal energy . . . . . . . 1341
47.3.4 Concerning mass-labeling/unimodular coordinates . . . . . . . . 1342

47.4 Energetics and entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1342
47.4.1 Kinetic energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1342
47.4.2 Gravitational potential energy . . . . . . . . . . . . . . . . . . . . 1342
47.4.3 Specific entropy is materially constant . . . . . . . . . . . . . . . 1343
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47.5.2 Variation of the kinetic energy . . . . . . . . . . . . . . . . . . . . 1346
47.5.3 Variation of the gravitational potential energy . . . . . . . . . . . 1347
47.5.4 Variation of the specific internal energy . . . . . . . . . . . . . . 1347
47.5.5 How the pressure gradient appears . . . . . . . . . . . . . . . . . 1348
47.5.6 The perfect fluid Euler-Lagrange equation . . . . . . . . . . . . . 1349
47.5.7 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1350

47.6 Perfect fluid Hamiltonian continuity equation . . . . . . . . . . . . . . . 1350
47.6.1 Canonical momentum and Hamiltonian density . . . . . . . . . . 1350
47.6.2 Energy flux and the covariant flux divergence . . . . . . . . . . . 1351
47.6.3 Lagrangian and Eulerian Hamiltonian continuity equations . . . 1351

47.7 Particle relabeling symmetry and potential vorticity . . . . . . . . . . . . 1352
47.7.1 Passive transformation of Lagrangian space coordinates . . . . . 1352
47.7.2 Constraints from mass conservation . . . . . . . . . . . . . . . . . 1353
47.7.3 The motion field is a scalar . . . . . . . . . . . . . . . . . . . . . 1354
47.7.4 The specific internal energy is a scalar . . . . . . . . . . . . . . . 1355
47.7.5 Coordinate variation of the kinetic energy . . . . . . . . . . . . . 1355
47.7.6 Lagrangian expression for the potential vorticity . . . . . . . . . 1356
47.7.7 Eulerian expression for the potential vorticity . . . . . . . . . . . 1357
47.7.8 Global versus local conservation . . . . . . . . . . . . . . . . . . . 1358

47.1 Loose threads
• Referential flow and deviations from that flow

• Clean up notation and presenation, particularly in the particle relabeling Section 47.7.

• It would be nice not to need the Cartesian Eulerian assumption to compute the variation
of the internal energy. Is there a simple way to generalize?

47.2 Motion and velocity
We here summarize salient points concerning the motion field studied in Chapters 17 and 18.

47.2.1 The motion field, flow map, deformation matrix, and velocity

We conceive of fluid flow as the smooth movement through space of a matter continuum, with
this movement measured by the three-component motion field, φ. Mathematically, the motion
field provides the flow map that takes the matter continuum from its reference state (e.g., some
spatial configuration at time T = tR) to the state at time T > tR. Assuming x is the position of
a point in Euclidean space, the motion field provides a point transformation,

x = φ(a, T ) and t = T, (47.1)
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between the Eulerian (x-position space) reference frame to the Lagrangian (a-material space)
reference frame. The motion field enables a 1-to-1 and invertible mapping (a diffeomorphism)
between Eulerian and Lagrangian space-time. Transformation of tensors between Eulerian and
Lagrangian space is provided by the deformation matrix (Section 18.4), with components to this
matrix given by the partial derivatives

F iI =
∂φi

∂aI
= ∂Iφ

i, (47.2)

where lowercase indices are reserved for Eulerian space coordinates, xi, and upper case for
Lagrangian coordinates, aI . The components to the inverse of the deformation matrix are
written F I i, so that

F iJ F
J
j = δij and F I iF

i
J = δIJ . (47.3)

We also have use for the determinant of the transformation matrix (the Jacobian of transforma-
tion), which is written

det(F iI) =
∂φ

∂a
(47.4)

Evaluating the motion field for a particular value for the material coordinate, a, and allowing
time to progress, provides the space-time trajectory, X, of the fluid particle labeled by a

X(a, T ) = φ(a, T ). (47.5)

The velocity of a material fluid particle is determined by the material time derivative of the
motion

vL(a, T ) = ∂Tφ(a, T )⇐⇒ (vL)i = ∂Tφ
i. (47.6)

We include the L superscript to emphasize that vL is sampled on a fluid particle and so it is a
function of (a, T ). Consequently, we commonly refer to vL as the “Lagrangian velocity”. Even
so, we see below (equation (47.8)) another candidate for this same name that is more precise
from a tensor analysis perspective. The velocity vL has a dual Eulerian velocity, v(x, t), that is
equal to the Lagrangian velocity for the fluid particle that passes through x at time t

v(x, t) = vL(a, T ) for x = φ(a, T ) and t = T . (47.7)

This self-evident relation is reflected in all other properties of the continuum.

The Lagrangian velocity, vL(a, T ), and Eulerian velocity, v(x, t), are generally distinct
functions of their respective coordinates, thus prompting use of the distinct symbols, vL versus
v. For example, we might choose one of the material coordinates to be the specific entropy since
for a perfect fluid the specific entropy is constant on fluid particles. For this case it is clear
that vL(a, T ) and v(x, t) are distinct mathematical functions. Even so, as tensors, both vL and
v carry Eulerian space-time indices, (vL)i and vi. A representation of the velocity that carries
Lagrangian space-time indices is realized through use of the inverse transformation matrix,

vI = F I i (v
L)i. (47.8)

We encounter this tensorially Lagrangian representation of the velocity when studying the fluid
particle relabeling symmetry in Section 47.7.

CHAPTER 47. HAMILTON’S PRINCIPLE FOR PERFECT FLUIDS page 1339 of 2158



47.3. MASS, DENSITY, AND SPECIFIC VOLUME

47.2.2 Including planetary rotation

As detailed in Section 13.6, the inertial frame representation for the velocity of a fluid particle
moving on the rotating planet is given by

vinertial = v +Ω× x, (47.9)

where v is the particle velocity relative to the rotating planet, Ω is the time-independent angular
velocity of the rotating planet, x is the position vector of the particle relative to an origin, and
Ω× x is the velocity arising from the rigid body rotation of the planetary reference frame. The
corresponding Eulerian velocity field for fluid motion on a rotating planet is thus given by

vinertial(x, t) = v(x, t) +Ω× x, (47.10)

and the Lagrangian velocity is

vL
inertial(a, T ) = ∂Tφ(a, T ) +Ω×φ(a, T ). (47.11)

As studied in Chapter 13, planetary rotation gives rise to the planetary Coriolis acceleration and
planetary centrifugal acceleration when describing motion in the rotating terrestrial reference
frame.

47.3 Mass, density, and specific volume

We here recall elements of fluid kinematics related to the mass and volume of infinitesimal
material fluid parcels, and for finite sized spatial material domains denoted by R. Since the
region is material, it is time independent when expressed in terms of Lagrangian coordinates,
R(a), whereas it is time dependent when expressed in terms of Eulerian coordinates, R(t).

47.3.1 Expressions for mass over a material region

From the discussion of mass conservation in Section 19.4.4, the mass over a material region can
be written in either the Eulerian or Lagrangian integral expressions

M =

ˆ
R(t)

ρ(x, t) gE(x) d3x =

ˆ
R(a)

ρL(a, T ) gL(a, T ) d3a. (47.12)

The first expression for mass makes use of arbitrary Eulerian coordinates and thus represents the
volume integral of mass density over the moving material region. The square root of the metric
determinant, gE(x), is independent of Eulerian time, by construction of Eulerian coordinates,
whereas the Lagrangian analog, gL(a, T ), is generally a function of the Lagrangian time. The
second expression for mass in equation (47.12) makes use of Lagrangian coordinates, with the
material coordinate element given by

d3a = da1 da2 da3, (47.13)

which has physical dimensions determined by those of the material coordinates, (a1, a2, a3). The
products gE(x) d3x and gL(a, T ) d3a have dimensions of volume (L3), so that they are expressions
for the same invariant volume element studied in Section 18.7

dV = gE(x) d3x = gL(a, T ) d3a. (47.14)
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This equation then leads to the identity (see equation (18.45)) for the Jacobian of transformation
between Eulerian and Lagrangian coordinates

∂x

∂a
=
∂φ

∂a
= det(F iI) =

gL

gE
. (47.15)

47.3.2 Constant mass fluid parcels

From Section 19.4.2, the mass of a fluid parcel remains constant when its center of mass follows
a fluid particle trajectory, so that

dM = ρL(a, T ) gL(a, T ) d3a (47.16)

is a material constant. The element, d3a, measures the material coordinate volume and it is fixed
within material space. Hence, mass conservation for material parcels means that ρL(a, T ) gL(a, T )
is independent of material time,

∂T [ρ
L(a, T ) gL(a, T )] = 0. (47.17)

We can thus set its value at any convenient time instance, which we choose as the T = tR
conditions and write

ρ̊L(a) g̊L(a) = ρL(a, T = tR) g
L(a, T = tR) = ρL(a, T ) gL(a, T ), (47.18)

with the corresponding mass of the material region

M =

ˆ
R(a)

ρ̊L(a) g̊L(a) d3a. (47.19)

Evidently, ρ̊L, g̊L, and d3a are each set at the initial time, and thus are unaltered when considering
the variation of trajectories when varying the action for Hamilton’s principle in Section 47.5.
They can be changed, however, when varying coordinates as per the discussion of particle
relabeling in Section 47.7.

47.3.3 Cartesian Eulerian for when varying internal energy

We need the specific volume for working with the internal energy in Section 47.4.4, which from
equations (47.18) and (47.15) yield

νL
s (a, T ) = 1/ρL(a, T ) =

gL(a, T )

ρ̊L(a) g̊L(a)
=

gE(x)

ρ̊L(a) g̊L(a)

∂φ(a, T )

∂a
. (47.20)

When varying the internal energy, we find it convenient to choose Cartesian coordinates for
describing Eulerian x-space. For this case we have gE = 1 so that

νL
s (a, T ) =

1

ρ̊L(a) g̊L(a)

∂φ(a, T )

∂a
⇐= Cartesian Eulerian coordinates with gE(x) = 1

(47.21a)

∂φ(a, T )

∂a
= gL(a, T ) ⇐= Cartesian Eulerian coordinates with gE(x) = 1.

(47.21b)
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47.3.4 Concerning mass-labeling/unimodular coordinates
The material time independence of ρ̊L g̊L motivate some authors to assume the material coordinates
are unimodular, which is also sometimes called mass-labeling. In this case, one sets

ρ̊L(a) g̊L(a) = 1 mass-labeling (or unimodular) a-space coordinates. (47.22)

These coordinates are used by, for example, Salmon (1988), Jezierski and Kijowski (1990), Müller
(1995), and Salmon (1998). Furthermore, for a-space mass-labeling coordinates and x-space
Cartesian coordinates, the specific volume from equation (47.21a) reduces to the Jacobian

νL
s (a, T ) =

∂φ(a, T )

∂a
Cartesian x-space and mass-labeling a-space. (47.23)

Although rather convenient for many purposes, we do not choose mass-labeling a-space
coordinates for the following reasons. First, doing so makes it awkward to use dimensional
analysis as a check on the equations.1 Second, it hides the fundamentally non-Cartesian nature
of material space coordinates by hiding g̊L. This concern is mild, since one can readily assume
the initial coordinate layout sets g̊L = 1. Third, we wish to maintain a connection between the
perfect fluid field theory of this chapter to the continuum mechanics of Tromp (2025a), as well as
the scalar field theory from Chapter 46, with unimodular coordinates obscuring that connection
since it absorbs the density factor into the coordinates.

47.4 Energetics and entropy
In this section we develop equations for domain integrated kinetic energy, gravitational potential
energy, and internal energy for a perfect fluid in a thermally and materially closed domain, R,
and as viewed from a rotating planetary reference frame.

47.4.1 Kinetic energy
Building on the two expressions for mass in equation (47.12) leads to the corresponding expressions
for the kinetic energy within the material domain, first written using Cartesian Eulerian
coordinates

EKE =
1

2

ˆ
R(t)

(v +Ω× x) · (v +Ω× x) ρ gE d3x, (47.24)

and with the equivalent expression using arbitrary Lagrangian coordinates

EKE =
1

2

ˆ
R(a)

(∂Tφ+Ω×φ) · (∂Tφ+Ω×φ) ρ̊L g̊L d3a. (47.25)

47.4.2 Gravitational potential energy
The gravitational potential, Φe, accounts for the potential energy per mass from the earth’s
gravity field (Section 13.10.2). As such, its domain integral measures the total gravitational
potential energy of the fluid

EGPE =

ˆ
R(t)

Φe(x, t) ρ g
E d3x =

ˆ
R(a)

Φe(φ, T ) ρ̊
L g̊L d3a. (47.26)

1Throughout this book we exploit the dimensional nature of physical quantities to enable the use of dimensional
analysis in debugging mathematical equations. Unimodular or mass-labeling coordinates make that process
difficult.
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For most applications in this book, we assume the gravitational potential is time independent,
which is required for a mechanically closed system as assumed here.2

47.4.3 Specific entropy is materially constant
As seen in Section 26.6.8, the specific entropy is materially constant for a perfect fluid. Conse-
quently, each fluid parcel has a specific entropy equal to the value at its initial condition

S(a, T ) = S(a, T = tA) = S̊(a). (47.27)

With the density satisfying equation (47.18), the constancy of specific entropy means that the
entropy content of a fluid parcel can be written

S(a, T ) ρL(a, T ) gL(a, T ) d3a = S̊(a) ρ̊L(a) g̊L(a) d3a. (47.28)

When applying Hamilton’s principle, the fluid particle trajectories are unaltered at their temporal
boundaries. Hence, any field that is independent of time, such as the the specific entropy, S̊(a),
has zero variation under changes to the fluid particle trajectories. However, when varying the
material coordinates, such as when studying particle relabeling in Section 47.7, then we find a
nonzero δS̊(a).

47.4.4 Internal energy
As encountered in the study of thermodynamics in Part IV of this book, as well as the thermo-
hydrodynamics in Chapter 26, internal energy is that portion of the total energy for a region of
the continuum that is not accounted for by the mechanical energy of macroscopic motion (kinetic
energy) nor the mechanical energy arising from being in an external force field (gravitational
potential energy). The fundamental thermodynamic relation (22.62) for a single component
fluid renders the natural functional dependency of specific internal energy (dimensions of energy
per mass, which equals squared length per squared time)

I = I(S, νs) = I(̊S(a), νs), (47.29)

with S the specific entropy and νs = 1/ρ the specific volume. We also made use of results
from Section 47.4.3 by setting S(a, T ) = S̊(a) since the specific entropy remains materially
constant. For the specific volume we make use of equation (47.21a), which assumes the Eulerian
coordinates are Cartesian. In turn, it is just the Jacobian, ∂φ(a, T )/∂a, portion of the specific
volume that is affected by variations in the trajectories. Bringing the above results together
renders the integrated internal energy for the material fluid domain

EIE =

ˆ
R(t)

I(x, t) ρ(x, t) gE(x) d3x =

ˆ
R(a)

I[̊S(a), νL
s (a, T )] ρ̊

L(a) g̊L(a) d3a. (47.30)

47.5 Variation of the action and Euler-Lagrange equations
The action for the perfect fluid is given by the space-time integral of the kinetic energy minus
the gravitational energy and minus the internal energy3

S\ =

ˆ tB

tA

ˆ
R(a)

[
1
2 (∂Tφ+Ω×φ) · (∂Tφ+Ω×φ)− Φe − I

]
ρ̊L g̊L d3a dT. (47.31)

2One exception concerns the study of a space-time dependent gravitational acceleration in Chapter 34.
3We write Saction for the action to distinguish it from the specific entropy, S. Also note that the lower time

bound for the action, tA, is not necessarily the same as the time bound, tR, used to define the base manifold.
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We here focus on the action written in terms of Lagrangian coordinates rather than the Eulerian
coordinates, with functional dependencies given by

φ(a, T ) and Φ(φ(a, T ), T ) and I(̊S(a), νL
s (a, T )). (47.32)

Making use of Lagrangian kinematics provides a direct link between Hamilton’s principle applied
here to continuum matter and Hamilton’s principle applied to the discrete particle systems in
Chapters 12 and 15. Namely, we here examine a variation of the continuum motion field (i.e.,
trajectories) that vanishes at the temporal bounds (just like we did for particle mechanics)

φ(a, T )→ φ(a, T ) + δφ(a, T ) with δφ(a, tA) = δφ(a, tB) = 0. (47.33)

Hamilton’s principle says that when varying the action by varying the motion, the physically
realized motion extremizes the action so that

Hamilton’s principle =⇒ δSaction = 0. (47.34)

Extremizing the action leads to the Euler-Lagrange equation satisfied by the Lagrangian. As
derived in this section, the Euler-Lagrange equation is a partial differential equation satisfied by
each component, φi, of the motion field. That is, we derive a Lagrangian space-time field theory
for the three component motion field, φ(a, T ).

We now summarize the operational task at hand to apply Hamilton’s principle to the action
(47.31). First, apply the variation operator, δ, to vary the motion field and compute the variation
of the action. The variation operator acts solely on the motion field via equation (47.33). Hence,
δ has no affect on space and time points, which means the variation operator commutes with
(a, T ) and its differential operators.4 We organize the varied integrand to isolate δφi, and we
do so via integrating by parts and setting δφi to zero on the temporal boundaries. Invoking
Hamilton’s principle renders the Euler-Lagrange differential equations and natural boundary
conditions on the material space boundaries.

47.5.1 General expression for the Euler-Lagrange equation

We here directly follow the procedure used for the scalar field theory in Section 46.2. Here
we have three fields for the three components to the motion field, with these fields living in
Lagrangian space time. Following the approach in Section 46.2, we find it convenient to write
the action (47.31) in the form

Saction =

ˆ tB

tA

ˆ
R(a)

L g̊L d3adT =⇒ δSaction =

ˆ tB

tA

ˆ
R(a)

(δL) g̊L d3a dT, (47.35)

where we defined the Lagrangian density (dimensions of energy per material coordinate volume,
d3a)

L[φ, ∂Tφ, ∂Iφ,a, T ] = ρ̊L

[
1
2 (∂Tφ+Ω×φ) · (∂Tφ+Ω×φ)− Φe − I(̊S, νL

s )
]
. (47.36)

Note that varying the trajectories has no affect on g̊L d3a since these terms are fixed at T = tR,
and the same holds for ρ̊L.

4This commutation property holds when applying δ to the action for Hamilton’s principle. However, as seen in
Section 46.5, δ affects a variation of the space-time points when developing conservation laws using the methods
of Noether’s theorem. We emphasized these distinct variations in Section 46.5.1.
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Use of the chain rule renders a variation of the Lagrangian density5

g̊L δL = g̊L ∂L

∂φi
δφi + g̊L ∂L

∂(∂Tφi)
δ(∂Tφ

i) + g̊L ∂L

∂(∂Iφi)
δ(∂Iφ

i), (47.37)

where the summation convention is followed for the motion field indices, so that repeated indices
are summed over their range, i = 1, 2, 3. Since the variation operator, δ, commutes with (a, T )
derivative operators, we can write the equivalent expression

g̊L δL = g̊L ∂L

∂φi
δφi + g̊L ∂L

∂(∂Tφi)
∂T (δφ

i) + g̊L ∂L

∂(∂Iφi)
∂I(δφ

i). (47.38)

We now bring the time and space derivative operators onto the full term and subtract the
remainder. Doing so for the time derivative leads to

g̊L ∂L

∂(∂Tφi)

∂(δφi)

∂T
=

∂

∂T

[
g̊L ∂L

∂(∂Tφi)
δφi

]
− ∂

∂T

[
g̊L ∂L

∂(∂Tφi)

]
δφi. (47.39)

When plugging this term into the action variation (47.35), the total time derivative on the right
hand side vanishes since we assume δφi vanishes at temporal boundaries as per equation (47.33).
Similar manipulations lead to the material space derivative expression

g̊L ∂L

∂(∂Iφi)

∂(δφi)

∂aI
=

∂

∂aI

[
g̊L ∂L

∂(∂Iφi)
δφi

]
− ∂

∂aI

[
g̊L ∂L

∂(∂Iφi)

]
δφi. (47.40)

When plugging this term into the action variation (47.35), the total space derivative term
vanishes if we assume the following natural boundary condition

∂L

∂(∂Iφi)
n̂I = 0 at material boundaries, (47.41)

where n̂I are components to the outward normal one-form along the material boundary. We
encountered a similar version of the natural boundary conditions in Section 46.3.3 when studying
Hamilton’s principle for a scalar field.

Bringing terms together leads to the variation of the action (47.35) taking the form

δSaction =

ˆ tB

tA

ˆ
R(a)

(
∂L

∂φi
− 1

g̊L

∂

∂T

[
g̊L ∂L

∂(∂Tφi)

]
− 1

g̊L

∂

∂aI

[
g̊L ∂L

∂(∂Iφi)

])
δφi g̊L d3adT,

(47.42)
Variation of the motion, δφi, is arbitrary everywhere except at the temporal boundaries. Setting
the variation of the action to zero as per Hamilton’s principle requires the Lagrangian density to
satisfy the Euler-Lagrange equation as well as the natural kinematic boundary condition, with
both satisfied by each of the i = 1, 2, 3 components of the motion field

∂L

∂φi
=

1

g̊L

∂

∂T

[
g̊L ∂L

∂(∂Tφi)

]
+

1

g̊L

∂

∂aI

[
g̊L ∂L

∂(∂Iφi)

]
(47.43a)

∂L

∂(∂Iφi)
n̂I = 0 at material boundaries. (47.43b)

The presence of 1/g̊L(a) on the outside of the derivatives, and g̊L(a) on the inside, allows us
to identify a covariant divergence (based on g̊L) on the right hand side of the Euler-Lagrange
equation (47.43a). The g̊L(a) term cancels for the time derivative term, since g̊L(a) is independent

5When integrating by parts, we must keep track of the metric tensor determinant, g̊L, since it is a function of
the material coordinates. We follow the approach in Section 46.3.2.
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of material time. However, it is an essential piece for the space derivative term given that
Lagrangian space coordinates are not Cartesian.

The Euler-Lagrange equation (47.43a) and boundary conditions (47.43b) are identical to
those derived in Section 46.2.4 when studying scalar field theory. The only operational difference
is that here we have i = 1, 2, 3 fields whereas there we had a single scalar field. We also note
that here the field theory is in Lagrangian space-time, (a, T ), rather than Eulerian space-time,
(x, t), and the dynamical field is the motion field, φ(a, T ). As noted earlier in this section, the
Lagrangian kinematic formulation of Hamilton’s principle is directly connected to the discrete
particle mechanics treatment of Hamilton’s principle. In particular, by tracking the fluid motion
field (i.e., fluid particle trajectories), we are afforded a straitghtforward means to constrain
variations to vanish at the temporal boundaries. An Eulerian formulation does not follow fluid
particles and requires Lagrange multipliers to constrain material coordinates to remain constant
along trajectories (see Section 3 of Salmon (1988) for details).

In the remainder of this section we derive the Euler-Lagrange equations for the perfect fluid
using the Lagrangian density (47.36). Rather than compute partial derivatives of the Lagrangian
density as per the Euler-Lagrange equation (47.43a), we find it slightly more pedagogical to
work directly from the action variation in equation (47.35).

47.5.2 Variation of the kinetic energy

Starting with the kinetic energy appearing in the Lagrangian density (47.36), we have

1
2 (∂Tφ+Ω×φ)·(∂Tφ+Ω×φ) = 1

2 ∂Tφ·∂Tφ+∂Tφ·(Ω×φ)+1
2 (Ω·Ω) (φ·φ)−1

2 (Ω·φ)2, (47.44)

which made use of the identity (1.73c). Use of the chain rule leads to the variation

δ [12 (∂Tφ+Ω×φ) · (∂Tφ+Ω×φ)]

= ∂T (δφ) · (∂Tφ+Ω×φ) + ∂Tφ · (Ω× δφ) + Ω2φ · δφ− (Ω ·φ) (Ω · δφ), (47.45)

which can be rearranged to

δ [12 (∂Tφ+Ω×φ) · (∂Tφ+Ω×φ)]

= ∂T [(∂Tφ+Ω×φ) · δφ]− [∂TTφ+ 2Ω× ∂Tφ− Ω2φ+ (Ω ·φ)Ω] · δφ. (47.46)

Since the variations, δφ, vanish at the initial and final times, as per equation (47.33), the total
time derivative in equation (47.46) drops out when integrated over time as part of the action.
We are thus left with the kinetic energy variation

1
2 δ

ˆ tB

tA

ˆ
R(a)

(∂Tφ+Ω×φ) · (∂Tφ+Ω×φ) ρ̊L g̊L d3adT

= −
ˆ tB

tA

ˆ
R(a)

[∂TTφ+ 2Ω× ∂Tφ+Ω× (Ω×φ)] · δφ ρ̊L g̊L d3a dT, (47.47)

where we used equation (1.71g) to write

Ω× (Ω×φ) = −Ω2φ+ (Ω ·φ)Ω. (47.48)

Variation of the kinetic energy in equation (47.47) reveals the material acceleration, ∂TTφ, plus
contributions from the planetary Coriolis and planetary centrifugal accelerations.
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47.5.3 Variation of the gravitational potential energy
The gravitational potential energy (47.26) depends on the motion field, so that its variation
follows from the chain rule

δΦe =
∂Φe

∂φi
δφi. (47.49)

We thus have variation of the gravitational potential energy

δ

ˆ tB

tA

ˆ
R(a)

Φe ρ̊
L g̊L d3a dT =

ˆ tB

tA

ˆ
R(a)

∂Φe

∂φi
δφi ρ̊L g̊L d3adT. (47.50)

47.5.4 Variation of the specific internal energy
As seen by equation (47.29), the specific internal energy is a function of the specific entropy and
specific volume

I = I[̊S(a), νL
s (a, T )], (47.51)

where S̊(a) is the specific entropy set by the initial conditions, and νL
s (a, T ) is related to the

Jacobian of transformation between the Eulerian and Lagrangian coordinates, as given by
equation (47.21a). It is through dependence on νL

s (a, T ) that the specific internal energy is a
function of ∂Iφ

i, so that variation of the internal energy portion of the action is

ˆ tB

tA

ˆ
R(a)

δI ρ̊L g̊L d3a dT =

ˆ tB

tA

ˆ
R(a)
−pL (δνL

s ) ρ̊
L g̊L d3a dT, (47.52)

where pL(a, T ) is the pressure written as a function of the Lagrangian space-time coordinates,
and it is related to the specific internal energy via the thermodynamic identity (22.64)

δI =

[
∂I

∂νs

]
S

δνL
s = −pL δνL

s . (47.53)

From equation (47.21a) we have

νL
s ρ̊

L g̊L = ∂φ/∂a = det(F iI) (47.54)

so that
ρ̊L g̊L δνL

s = δ(ρ̊L g̊L νL
s ) = δ(∂φ/∂a) = δ det(F iI). (47.55)

We thus need to determine how the Jacobian varies when changing trajectories.
Since the Jacobian is only a function of the deformation matrix elements, F iI = ∂Iφ

i, the
chain rule gives

δ det(F iI) =
∂ det(F iI)

∂F lL
δF lL =

∂ det(F iI)

∂F lL
∂L(δφ

l), (47.56)

where the second equality noted that the trajectory variation operator commutes with the
partial derivative operator. We now make use of the identity (4.75) to write the derivative of
the Jacobian with respect to an element of the transformation matrix

δ[det(F iI)] = det(F iI)F
L
l ∂L(δφ

l) = det(F iI) ∂l(δφ
l), (47.57)

where the final equality transformed from a Lagrangian partial derivative to an Eulerian partial
derivative via

FLl ∂L = ∂l. (47.58)

At the end of this chapter, we present an alternative derivation of equation (47.57) that does
not make use of the identity (4.75). That derivation is far more tedious than the one presented
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here, and yet it is presented for those wishing further exposure to index gymnastics.

Equation (47.57) says that the relative variation of the Jacobian determinant is directly
determined by the x-space divergence of the motion field’s variation. This result is analogous to
equation (18.148) that expresses the material time evolution of the Jacobian. We can understand
its kinematical content by observing that an x-space divergence of δφ leads to a variation in
the x-space volume of a fluid parcel, and thus to a variation in the Jacobian. Making use of the
variation (47.57) in equation (47.52) yields the internal energy variation

ˆ tB

tA

ˆ
R(a)

δI ρ̊L g̊L d3adT = −
ˆ tB

tA

ˆ
R(a)

pL
∂(δφi)

∂xi
∂φ

∂a
d3a dT. (47.59)

47.5.5 How the pressure gradient appears

We now present two related methods for for how the pressure gradient appears within the integral
(47.59).

Method I

Making use of the relations in Section 47.3 allows us to convert the right hand side of equation
(47.59) to Cartesian Eulerian coordinates so that

ˆ
R(a)

pL
∂(δφi)

∂xi
∂φ

∂a
d3a =

ˆ
R(t)

p
∂(δφi)

∂xi
d3x, (47.60)

with integration by parts yielding

ˆ
R(t)

p
∂(δφi)

∂xi
d3x =

ˆ
R(t)

∂(p δφi)

∂xi
d3x−

ˆ
R(t)

∂p

∂xi
δφi d3x. (47.61)

Assuming either zero mechanical forcing at the boundaries (e.g., free boundary with p = 0), or
assuming δφ · n̂ = 0 at the boundaries (i.e., rigid solid-earth boundary), allows us to drop the
boundary term. We are thus left with the internal energy variation

ˆ
R(a)

δI ρ̊L g̊L d3a =

ˆ
R(t)

1

ρ

∂p

∂xi
δφi ρ d3x =

ˆ
R(a)

1

ρL

∂pL

∂φi
δφi ρ̊L g̊L d3a, (47.62)

with the final equality converting back to Lagrangian coordinates and making use of equation
(47.18) for the density, ρ̊L g̊L.

Method II

Rather than convert to Cartesian Eulerian coordinates at the point done in equation (47.60), we
write

pL
∂(δφi)

∂xi
∂φ

∂a
= pL

∂(δφi)

∂aI
∂aI

∂xi
∂φ

∂a
=

∂

∂aI

[
pL δφi ∂a

I

∂xi
∂φ

∂a

]
− δφi ∂

∂aI

[
pL
∂aI

∂xi
∂φ

∂a

]
, (47.63)

where the first equality made use of the chain rule and the second equality used the product
rule. For the final term note that

∂

∂aI

[
F I i

∂φ

∂a

]
=

∂

∂aI

[
∂aI

∂xi
∂φ

∂a

]
= 0, (47.64)
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which follows from the determinant identity (4.73) in which

∂aI

∂xi
∂φ

∂a
=

1

2
ϵIJK ϵijk

∂φj

∂aJ
∂φk

∂aK
, (47.65)

thus yielding equation (47.64) through anti-symmetry of ϵIJK and symmetry of the second
partial derivatives ∂IK and ∂IJ . These results then bring equation (47.63) into the form

pL
∂(δφi)

∂xi
∂φ

∂a
=

∂

∂aI

[
pL δφi ∂a

I

∂xi
∂φ

∂a

]
− δφi ∂p

L

∂aI
∂aI

∂xi
∂φ

∂a
. (47.66)

When integrated over the material domain, the ∂I divergence term drops out due to the material
boundary conditions. We are thus led to

ˆ
R(a)

δI ρ̊L g̊L d3a =

ˆ
R(a)

∂pL

∂aI
∂aI

∂φi

∂φ

∂a
δφi d3a equations (47.59) and (47.66) (47.67a)

=

ˆ
R(a)

1

ρL

∂pL

∂xi
δφi ρ̊L g̊L d3a chain rule and equation (47.54), (47.67b)

which agrees with equation (47.62).

47.5.6 The perfect fluid Euler-Lagrange equation
Making use of the variation of the kinetic energy portion of the action (47.47), the gravitational
potential energy portion (47.50), and the internal energy portion (47.62), leads us to the variation
of the action under variations in the trajectories that are fixed at the temporal boundaries

δSaction = −
ˆ tB

tA

ˆ
R(a)

[
∂TTφ+ 2Ω× ∂Tφ+Ω× (Ω×φ) +

∂Φe

∂φ
+

1

ρL

∂pL

∂φ

]
· δφ ρ̊L g̊L d3a dT.

(47.68)
Hamilton’s principle says that the physically realized action is stationary under variations to the
motion, with that motion fixed at the temporal boundaries. Invoking this principle then leads
to the Euler-Lagrange equation

∂TTφ+ 2Ω× ∂Tφ = − 1

ρL

∂pL

∂φ
− ∂Φ

∂φ
⇐⇒ ∂Tv

L + 2Ω× vL = − 1

ρL

∂pL

∂φ
− ∂Φ

∂φ
, (47.69)

where we introduced the velocity in the rotating reference frame

vL = ∂Tφ, (47.70)

and the geopotential
Φ = Φe − (Ω×φ)2/2, (47.71)

which is the sum of the gravitational potential and the planetary centrifugal potential (see
Section 13.10.4).

The Euler-Lagrange equation (47.69) is written with spatial derivatives taken with respect to
the motion field, φ, and time derivatives with respect to Lagrangian time, T . Transforming this
equation to an Eulerian perspective leads to the rotating perfect fluid Euler equation derived
in Section 24.2.4. It is particularly notable that this transformation is rather trivial, simply
requiring a swap of the motion field for an Eulerian position, x. This transformation to the
Eulerian reference frame removes all remnants of the motion field from the equations. A key
reason for this rather simple result arises from the form of the internal energy, whose dependence
on trajectories arises only via the Jacobian, ∂φ/∂a. Different forms of the internal energy arise
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in other areas of continuum mechanics, thus making the translation to an Eulerian perspective
less convenient than found here for the perfect fluid.

47.5.7 Comments
Based on our experience with particle mechanics in Chapters 12 and 15, we expected to realize the
same equations using Hamilton’s principle as those found through Newton’s laws. Even so, it is a
remarkable result given the fundamentally distinct conceptual and operational perspectives. This
agreement offers further confidence that the theoretical construct of continuum mechanics has a
robust foundation beyond that afforded by the work of Euler and Cauchy in their applications
of Newton’s laws to the continuum.

47.6 Perfect fluid Hamiltonian continuity equation
As a means to illustrate the connection between symmetry and conservation within the perfect
fluid, note that the Lagrangian density in equation (47.36) has no explicit dependence on time[

∂L

∂T

]
φi,∂Tφi,∂Iφi,aI

= 0, (47.72)

where the subscripts on the derivative denote those terms that are held fixed in computing
the partial derivative. According to the discussion of Noether’s theorem in Sections 46.4 and
46.5, we know that the Hamiltonian density, H, satisfies the Lagrangian space-time continuity
equation (46.67)

∂TH+ ∇̊IFI = 0, (47.73)

where
∇̊IFI = (1/g̊L) ∂I(g̊

L FI) (47.74)

is the covariant divergence as defined by the geometry of the reference manifold at T = tR.

The canonical momentum, Hamiltonian density, and the energy flux are given in equation
(46.64) for the scalar field are generalized to the φi field theory of a perfect fluid

Pi ≡
∂L

∂(∂Tφi)
and H = Pi ∂Tφ

i −L and FI =
∂L

∂(∂Iφi)

∂φi

∂T
, (47.75)

where the implied summation over the i index is the only distinction from the scalar field in
considered in Section 46.4. We now determine an expression of this continuity equation for
the perfect fluid. Doing so provides useful experience with the variety of tensor manipulations
arising from this formalism.

47.6.1 Canonical momentum and Hamiltonian density
Making use of the perfect fluid Lagrangian density (47.36) renders the canonical momentum

Pj = ρ̊L [∂Tφ
i + (Ω×φ)i] δij , (47.76)

so that the Hamiltonian density is

H = ρ̊L [∂Tφ
i + (Ω×φ)i] δij ∂Tφ

j −L = ρ̊L (∂Tφ · ∂Tφ/2 + Φ + I), (47.77)

where we introduced the geopotential from equation (47.71). Evidently, the Hamiltonian density
is the sum of the kinetic energy plus geopotential plus internal energy.
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47.6.2 Energy flux and the covariant flux divergence

For the energy flux we need the derivative of the Lagrangian density with respect to the
deformation matrix components, F iI = ∂Iφ

i, which appear only within the specific internal
energy

∂L

∂F iI
= −ρ̊L ∂I

∂νs

∂νs
∂F iI

chain rule with I = I(̊S, νs) and S̊ = S̊(a) (47.78a)

= ρ̊L pL
∂νs
∂F iI

thermodynamic identity (47.53) (47.78b)

=
pL

g̊L

∂(ρ̊L g̊L νs))

∂F iI
∂(ρ̊L g̊L)/∂F iI = 0 (47.78c)

=
pL

g̊L

∂ det(F iI)

∂F iI
ρ̊L g̊L νs = det(F iI) from equation (47.54) (47.78d)

= (pL/g̊L) det(F iI)F
I
i determinant identity (4.75), (47.78e)

which yields the energy flux

FI =
∂L

∂F iI

∂φi

∂T
= (pL/g̊L) det(F iI)F

I
i ∂Tφ

i. (47.79)

Making use of equation (4.134) for the covariant divergence, we have the a-space covariant flux
divergence

∇̊I [det(F iI)F I i (pL/g̊L) ∂Tφ
i] = (1/g̊L) ∂I [det(F

i
I)F

I
i p

L ∂Tφ
i]. (47.80)

The identity (47.64) says that ∂I [det(F
i
I)F

I
i] = 0, so that the covariant flux divergence is

∇̊I [det(F iI)F I i (pL/g̊L) ∂Tφ
i] = (1/g̊L) det(F iI)F

I
i ∂I(p

L ∂Tφ
i). (47.81)

Finally, we convert the a-space derivative to an x-space derivative using the deformation matrix

F I i ∂I = ∂i, (47.82)

so that

∇̊I [det(F iI)F I i (pL/g̊L) ∂Tφ
i] = (1/g̊L) det(F iI) ∂i(p

L ∂Tφ
i) = ρ̊L νL

s ∂i(p
L ∂Tφ

i), (47.83)

where the second equality used the determinant identity (47.21a) that says det(F iI) = νL
s ρ̊

L g̊L.

47.6.3 Lagrangian and Eulerian Hamiltonian continuity equations

Bringing the pieces together leads the Hamiltonian density continuity equation (47.73) taking
the following perfect fluid expression

∂T [ρ̊L (∂Tφ · ∂Tφ/2 + Φ + I)] + ρ̊L νL
s ∂i(p

L ∂Tφ
i) = 0. (47.84)

The density ρ̊L = ρ̊L(a) cancels from both terms, so that

ρL ∂T (∂Tφ · ∂Tφ/2 + Φ + I) + ∂i(p
L ∂Tφ

i) = 0, (47.85)
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which has a corresponding Eulerian expression6

ρ
D(v · v/2 + Φ + I)

Dt
+∇ · (pv) = 0. (47.86)

This equation accords with the perfect fluid total energy budget equation (26.91) derived using
very different methods. This agreement lends further confidence to our use of Hamilton’s
principle with Lagrangian kinematics for the perfect fluid.

47.7 Particle relabeling symmetry and potential vorticity
In this chapter we are working with a Lagrangian space-time field theory for the perfect fluid
motion field, φ(a, T ). Hence, as just seen in Section 47.6 for the Hamiltonian density, space-time
symmetries leading to conservation laws in the perfect fluid arise from variations in the position
within the Lagrangian space-time. For the usual momentum conservation laws corresponding
to spatial symmetry, we take the material coordinates equal to the Cartesian coordinates at
some reference time. For a perfect geophysical fluid in motion around a rotating and gravitating
planet, we no longer have the full symmetry of empty space considered in Chapter 46. Instead,
we have axial symmetry around the planetary rotational axis. As a result, perfect planetary fluid
motion only realizes differential conservation laws for axial angular momentum conservation
along with the energy conservation of Section 47.6.

For momentum conservation, the active transformation (Section 46.5.2) is realized by shifting
the material spatial position of each fluid particle by the same constant, and for energy each
fluid particle has its material time shifted by the same constant. Here we examine whether
there is a nontrivial passive transformation that leaves the action invariant. Recall from our
discussion in Section 46.5.3, a passive transformation only affects a variation to the coordinate
representation of a physical system. Noether’s second theorem says that each passive symmetry
gives rise to a Bianchi identity that corresponds to a local conservation law. Here we consider
particle relabeling symmetry and the corresponding local (in a-space) conservation of potential
vorticity. Our presentation is inspired by Salmon (1988), Müller (1995), Padhye and Morrison
(1996), and Chapter 7 of Salmon (1998).

47.7.1 Passive transformation of Lagrangian space coordinates
Consider a time dependent coordinate transformation of the material spatial coordinates

a′ = a′(a, T ), (47.87)

with an infinitesimal version of this transformation

a′ = a+ δa(a, T ). (47.88)

In this manner, each fluid particle experiences a distinct variation of its material coordinate.
The transformation is passive (only affects coordinates) and so the fluid particle trajectories
are unchanged. We do not expect particle labels to affect our ability to describe the physically
realized trajectories, and this expectation is given the name particle relabeling symmetry (Salmon,
1988).

We consider a particular form of coordinate transformation that is assumed to vanish at the
material space and time bounds. Furthermore, we assume that the coordinate transformation
respects the constraint of mass conservation holding for each fluid parcel. As shown in Sections
46.5.2 and 46.5.3, a mass conserving transformation, δaI , as a zero density weighted covariant

6Recall we are assuming Cartesian coordinates for x-space.
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divergence. Since the material coordinates, aI , are set at the reference time, T = tR, the relevant
density at that time is ρ̊L = ρL(a, T = tR), as is the metric determinant, g̊L(a) = gL(a, T = tR.
Hence, the particular form of coordinate variation relevant to particle relabeling is given by

δa = 0 at material space-time boundaries and ∇̊I(ρ̊L δaI) = 0. (47.89)

Since δaI is time dependent, trajectories have their material coordinate modified at each point
that is not on the material space-time boundary, with the modification constrained by assuming
that the mass of each fluid parcel is invariant.

To deduce the conservation resulting from particle relabeling symmetry, and to expose the
key aspects of the derivation, it is sufficient to study flow in a non-rotating reference frame.
Generalization to a rotating reference frame is straightforward. We thus consider the following
perfect fluid action

S\ =

ˆ tB

tA

ˆ
R(a)

(
1
2 ∂Tφ · ∂Tφ− Φe − I

)
ρ̊L g̊L d3adT. (47.90)

47.7.2 Constraints from mass conservation

The spatial region where the fluid flows, R, is material and each fluid parcel is material.
Consequently, if particle relabeling is to render an equivalent description of the fluid, then the
measurement of mass must remain unchanged using the new set of coordinates. Globally, mass
conservation means that ˆ

R(a)
ρ̊L g̊L d3a =

ˆ
R′(a′)

ρ̊
′L g̊

′L d3a′, (47.91)

where R ′(a′) is the functional expression for the domain when written in terms of the varied
coordinates. Since the domain is not changed by the coordinate variation, we must have the
functional expression for the domain when using coordinates a′ equal to the functional expression
for the domain when using coordinates a, which is succinctly expressed as

R ′(a′) = R(a). (47.92)

Likewise, since the mass of a fluid parcel is unchanged we have

dM(a) = dM ′(a′) =⇒ ρ̊L(a) g̊L(a) d3a = ρ̊
′L(a′) g̊

′L(a′) d3a′. (47.93)

This result then means that the Jacobian of transformation between the two material coordinates
is given by the volume ratio

∂a′

∂a
=

ρ̊L(a) g̊L(a)

ρ̊′L(a′) g̊′L(a′)
, (47.94)

which is a familiar result from coordinate transformations discussed in Section 18.7.

Specific volume is invariant

Making use of equation (47.21a) for the specific volume along with the mass conservation identity
(47.94), we find

νL′
s (a

′, T ) =
1

ρ̊′L(a′) g̊′L(a′)

∂φ

∂a′
=

1

ρ̊L(a) g̊L(a)

∂a′

∂a

∂φ

∂a′
=

1

ρ̊L(a) g̊L(a)

∂φ

∂a
= νL

s (a, T ), (47.95)
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where the third equality made use of the chain rule identity (4.78) holding for determinants

∂a′

∂a

∂φ

∂a′
=
∂φ

∂a
. (47.96)

Evidently, so long as the coordinate transformation from a to a′ leaves the mass of a fluid parcel
unchanged as per equation (47.93), then it also leaves its specific volume unchanged as per
equation (47.95).

Zero covariant divergence of density weighted coordinate variation

So far we have only assumed the coordinate transformation is mass preserving. To determine
a differential expression of that property, we make use of the discussion in Section 46.5.3 for
infinitesimal coordinate transformations. Evidently, the mass conservation identity (47.93) means
that, to second order in variation, the density weighted coordinate variation has a zero covariant
divergence

∇̊I(ρ̊L δaI) = (1/g̊L) ∂I(g̊
L ρ̊L δaI) = 0. (47.97)

This constraint is satisfied by setting ρ̊L δa equal to the covariant curl of an arbitrary vector (see
equation (4.146) in Section 4.18)

ρ̊L δa = ˚curl(W )⇐⇒ ρ̊L δaI = ε̊IJK ∂JWK = (1/g̊L) ϵIJK ∂JWK , (47.98)

where
ε̊IJK = (1/g̊L) ϵIJK (47.99)

is the coordinate covariant Levi-Civita tensor discussed in Section 4.7.1, and W =W (a, T ) is
an arbitrary vector that parameterizates the coordinate variation.7

Summary from mass conservation

In summary, there are three conditions resulting from the constraint that mass remains invariant
when performing a variation of the Lagrangian space coordinates: (1) we only need to vary the
energy terms in the action, (2) the specific volume is invariant, and (3) the density weighted
coordinate variation is a total curl

δSaction =

ˆ tB

tA

ˆ
R(a)

δ
(
1
2 ∂Tφ · ∂Tφ− Φe − I

)
ρ̊L g̊L d3a dT (47.100a)

δνL
s = 0 (47.100b)

ρ̊L δa = curl(W ). (47.100c)

47.7.3 The motion field is a scalar

The gravitational potential is a function of the spatial position as determined by the motion field

Φe = Φe(φ), (47.101)

so that the gravitational potential has a functional dependence

Φe = Φe[φ(a, T )]. (47.102)

7Note that WK = gKLW
L, where gKL = F k

K F l
L gkl is the Lagrangian representation of the metric tensor

whereas gkl is the Eulerian representation. Choosing Cartesian Eulerian coordinates so that gkl = δkl means that
gKL is the Cauchy-Green strain tensor (18.41).
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For the coordinate variation (47.88) to keep the geopotential invariant requires the motion field
to satisfy8

φ′(a′, T ) = φ(a, T ). (47.103)

This equality means that the motion field, φ′(a′, T ), points to the same fluid particle as the motion
field, φ(a, T ). This condition is consistent with the concept of a passive transformation. From
the discussion in Section 1.5.1, we conclude that each component of the motion field transforms
as a scalar (zeroth order tensor) under the particle relabeling coordinate transformation, so that
the total variation (see Section 46.5.4) of each component vanishes

∆φ = φ′(a′, T )−φ(a, T ) = 0. (47.104)

47.7.4 The specific internal energy is a scalar
To retain the same specific internal energy, I, when affecting the passive variation requires I to
be a scalar under particle relabeling so that

I = I(̊S(a), νs) = I′(̊S′(a′), ν ′s). (47.105)

We already saw that mass conservation ensures that the specific volume remains a scalar under
particle relabeling as per equation (47.100b). In order for relabeling to keep the specific entropy
unchanged we must have

S̊′(a′) = S̊(a). (47.106)

To realize this symmetry requires the coordinate variation to be orthogonal to the a-space
gradient of the specific entropy

δaI ∂I S̊ = δa · ∇aS̊ = 0. (47.107)

Namely, the relabeling must remain on a constant specific entropy surface. This condition
reduces the coordinate variation to two degrees of freedom, and the constraint (47.107) can
be readily realized by setting one of the material coordinates equal to the specific entropy.
Alternatively, the constraint can be satisfied by writing the coordinate variation as

ρ̊L δa = ˚curl(W ) = ˚curl(A∇aS̊)⇐⇒ ρ̊L δaI = ε̊IJK ∂JWK = ε̊IJK ∂J(A∂K S̊). (47.108)

We have thus specified the particle relabeling variation up to an arbitrary function, A(a, T ).

47.7.5 Coordinate variation of the kinetic energy
The coordinate variation of the kinetic energy per mass is

δ(∂Tφ · ∂Tφ/2) = ∂Tφ · δ(∂Tφ), (47.109)

where the variation of the velocity is given by

δ(∂Tφ) =
∂φ′(a′, T )

∂T

∣∣∣∣
a′
− ∂φ(a, T )

∂T

∣∣∣∣
a

. (47.110)

Note the distinct time derivatives on the right hand side, as per the need to hold distinct space
coordinates fixed while computing the time derivatives. This derivative, to first order in variation,

8The geopotential arising in a rotating reference frame is the sum of the gravitational potential plus the
planetary centrifugal potential (see equation (47.69)) Φ(φ) = Φe(φ) − (Ω × φ)2/2. So if the motion field is a
scalar under the coordinate variation as per equation (47.103), then so is the geopotential.
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is given by

∂φ′(a′, T )

∂T

∣∣∣∣
a′

=
∂φ(a, T )

∂T

∣∣∣∣
a′

=
∂φ(a, T )

∂T

∣∣∣∣
a

+
∂aI

∂T

∣∣∣∣
a′

∂φ(a, T )

∂aI
, (47.111)

where the first equality follows from φ′(a′, T ) = φ(a, T ) as per equation (47.103), and the
second equality follows from the chain rule. Next, make use of the coordinate variation (47.88)
to write

∂aI

∂T

∣∣∣∣
a′

=
∂(a′I − δaI)

∂T

∣∣∣∣
a′

= − ∂(δaI)

∂T

∣∣∣∣
a′

= − ∂(δaI)

∂T

∣∣∣∣
a

, (47.112)

where the second equality follows since the time derivative is computed with a′ fixed, and the
third equality drops terms that are second order in the coordinate variation. This result thus
brings the velocity variation in equation (47.111) to

δ(∂Tφ) =
∂φ′(a′, T )

∂T

∣∣∣∣
a′
− ∂φ(a, T )

∂T

∣∣∣∣
a

= − ∂(δaI)

∂T

∣∣∣∣
a

∂φ

∂aI
, (47.113)

so that

δ(∂Tφ · ∂Tφ/2) = ∂Tφ · δ(∂Tφ) = −∂T (δaI) ∂Iφ · ∂Tφ = −∂T (δaI) vI , (47.114)

where every term is evaluated at the Lagrangian space-time point (a, T ), and where we introduced
the covariant expression for the Lagrangian velocity9

vI = ∂Iφ · ∂Tφ = F iI δij ∂Tφ
j = F iI v

L
i, (47.115)

with Eulerian coordinates assumed Cartesian so that δij (v
L)j = vLi.

47.7.6 Lagrangian expression for the potential vorticity

As this point, the action (47.90) has a variation given only through variations in the kinetic
energy as per equation (47.114)

δSaction = −
ˆ tB

tA

ˆ
R(a)

∂T (δa
I) vI ρ̊

L g̊L d3adT =

ˆ tB

tA

ˆ
R(a)

δaI (∂T vI) ρ̊
L g̊L d3a dT, (47.116)

where we assumed the coordinate variation vanishes at the temporal bounds

δaI = 0 for T = tA and T = tB. (47.117)

We next introduce equation (47.108) for the non-divergent coordinate variation, and use equation
(47.99) to relate the Levi-Civita tensor to the permutation symbol, so that

ρ̊L g̊L δaI = ϵIJK ∂JWK , (47.118)

which brings the action variation to

δSaction =

ˆ tB

tA

ˆ
R(a)

ϵIJK ∂JWK ∂T vI d
3adT. (47.119)

9Recall that equation (47.8) introduced the contravariant Lagrangian representation of the velocity, vI =
F I

i (v
L)i.
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Integrating by parts on the spatial derivative leads to

δSaction = −
ˆ tB

tA

ˆ
R(a)

ϵIJK WK ∂J∂T vI d
3adT, (47.120)

where we assumed the coordinate variation vanishes at the material boundaries

δaI = 0 for a ∈ ∂R(a). (47.121)

The time and space derivatives commute in equation (47.120), and the permutation symbol,
ϵIJK , and specific entropy, S̊, are both independent of material time so that (with WK = A∂K S̊)

δSaction = −
ˆ tB

tA

ˆ
R(a)

WK ∂T (ϵ
IJK ∂JvI) d

3a dT (47.122a)

= −
ˆ tB

tA

ˆ
R(a)

A∂T (∂K S̊ ϵIJK ∂JvI) d
3a dT. (47.122b)

= −
ˆ tB

tA

ˆ
R(a)

A∂T [(1/ρ̊
L) ∂K S̊ ε̊IJK ∂JvI ] ρ̊

L g̊L d3a dT. (47.122c)

At this point we assert that particle relabeling symmetry holds, so that the action has zero
variation.10 For a zero variation to be realized with an arbitrary A requires the material time
invariance of the Lagrangian expression of Ertel potential vorticity (Section 41.1)

Q ≡ ∇aS̊ · ˚curl(v)

ρ̊L
=
∂K S̊ ε̊IJK ∂JvI

ρ̊L
=
∂K S̊ ϵIJK ∂JvI

g̊L ρ̊L
. (47.123)

47.7.7 Eulerian expression for the potential vorticity

Transforming the Lagrangian expression (47.7) of the potential vorticity into its Eulerian form
offers useful experience with index gymnastics. First we transform the Lagrangian gradient
of the specific entropy into its Eulerian gradient using the chain rule with the transformation
matrix (47.2)

∂K S̊ = F kK ∂kS, (47.124)

where S = S(x, t) is the Eulerian expression for the specific entropy. Next, expand the Lagrangian
expression of the relative vorticity according to (recall the Eulerian coordinates are Cartesian)

ϵIJK ∂JvI = ϵIJK ∂J(F
i
I ∂Tφ

j δij) (47.125a)

= ϵIJK ∂J(∂Iφ
i ∂Tφ

j δij) (47.125b)

= ϵIJK ∂Iφ
i ∂T∂Jφ

j δij (47.125c)

= ϵIJK F iI ∂TF
j
J δij (47.125d)

= ϵIJK F iI F
m
J ∂mv

j δij , (47.125e)

where we used equation (18.108) to write the material time evolution of the transformation
matrix in terms of the Eulerian expression for the velocity gradient tensor

∂TF
j
J = FmJ ∂mv

j . (47.126)

10A vanishing action variation is here not a result of invoking Hamilton’s principle. Rather, it results from
insisting that particle relabeling symmetry holds.
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Now contract the relative vorticity (47.125e) with the gradient of the specific entropy

∂K S̊ ϵIJK ∂JvI = ∂kS ϵ
IJK F iI F

m
J F

k
K ∂mv

j δij . (47.127)

We can make this expression a bit more tidy through use of equation (4.71) for the determinant

∂K S̊ ϵIJK ∂JvI = ∂kS̊ ϵ
imk ∂φ

∂a
∂mv

j δij . (47.128)

Finally, using equation (47.21a) for the specific volume renders

∂K S̊ ϵIJK ∂JvI = ∂kS ϵ
ijk ∂j(δim v

m) = g̊L ρ̊L ∇xS · curl(v)
ρ

, (47.129)

which then leads us to the expected Eulerian expression for the potential vorticity, written
entirely in terms of Eulerian quantities

Q =
∇xS · curl(v)

ρ
. (47.130)

47.7.8 Global versus local conservation

Space-time symmetries leading to the conservation of momentum and energy lead to differential
conservation laws in the form of a continuity equation, such as equation (47.73) for the Hamil-
tonian density. A global spatial integration of the continuity equation leads to a constant of
the motion (e.g., the globally integrated energy) in cases where the normal component of the
corresponding fluxes vanish on the boundaries. Such differential conservation laws operationally
arise when an active variation leads to a mechanically equivalent action, such as discussed in
Section 46.4.4 for constant space-time shifts.

Rather than a mechanically equivalent Lagrangian, are there symmetries related to coordinate
transformations (passive variations) that lead to unaltered actions? If so, then the corresponding
Noether theorem conservation law does not appear as a continuity equation. Instead, it appears
as a property that is a temporal constant everywhere in Lagrangian space-time. That is, it
leads to a local conservation law rather than a global conservation law. As seen in this section,
the material time independence of potential vorticity is just that local conservation law for a
perfect fluid. That is, potential vorticity is constant for each point in the Lagrangian (material)
space-time.

A more tedious calculation of the Jacobian variation (47.57)

To derive the variation of the Jacobian in equation (47.57), we made use of the identity (4.75)
for the derivative of the Jacobian with respect to an element of the matrix. For fun, we here
derive equation (47.57) yet do not make use of equation (4.75). The calculation is more tedious
but it does serve to further our experience with index gymnastics, and is thus of use for those
wishing to garner practice.

The first step makes use of the product rule

δ

[
∂φm

∂aI
∂φn

∂aJ
∂φp

∂aK

]
=
∂(δφm)

∂aI
∂φn

∂aJ
∂φp

∂aK
+
∂(δφn)

∂aJ
∂φm

∂aI
∂φp

∂aK
+
∂(δφp)

∂aK
∂φm

∂aI
∂φn

∂aJ
. (47.131)

We now introduce x-space derivatives rather than sticking solely with a-space derivatives, and
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for this purpose we make use of the chain rule to write11

∂(δφm)

∂aI
=
∂(δφm)

∂xq
∂φq

∂aI
,

∂(δφn)

∂aJ
=
∂(δφn)

∂xq
∂φq

∂aJ
,

∂(δφp)

∂aK
=
∂(δφp)

∂xq
∂φq

∂aK
, (47.132)

where the x-space derivatives of the variation, δφ, are computed at the point x = φ(a, T ).
Making use of equations (47.132) renders the variation

δ

[
∂φm

∂aI
∂φn

∂aJ
∂φp

∂aK

]
=
∂(δφm)

∂xq
∂φq

∂aI
∂φn

∂aJ
∂φp

∂aK
+
∂(δφn)

∂xq
∂φq

∂aJ
∂φm

∂aI
∂φp

∂aK
+
∂(δφp)

∂xq
∂φq

∂aK
∂φm

∂aI
∂φn

∂aJ
. (47.133)

Now reintroduce the permutation symbols to yield

δ

[
1

3!
ϵmnp ϵ

IJK ∂φm

∂aI
∂φn

∂aJ
∂φp

∂aK

]
=

1

3!
ϵmnp ϵ

IJK ∂(δφm)

∂xq

(
∂φq

∂aI
∂φn

∂aJ
∂φp

∂aK
− ∂φq

∂aJ
∂φn

∂aI
∂φp

∂aK
− ∂φq

∂aK
∂φp

∂aI
∂φn

∂aJ

)
, (47.134)

which can be simplified to

δ

[
1

3!
ϵmnp ϵ

IJK ∂φm

∂aI
∂φn

∂aJ
∂φp

∂aK

]
=

1

2
ϵmnp ϵ

IJK ∂(δφm)

∂xq

(
∂φq

∂aI
∂φn

∂aJ
∂φp

∂aK

)
. (47.135)

The right hand side vanishes unless m = q, which can be seen by expanding the terms. The case
with m = q = 1 is given by

1

2
ϵ1np ϵ

IJK ∂(δφ1)

∂x1

(
∂φ1

∂aI
∂φn

∂aJ
∂φp

∂aK

)
=

1

2
ϵ123 ϵ

IJK ∂(δφ1)

∂x1

(
∂φ1

∂aI
∂φ2

∂aJ
∂φ3

∂aK
− ∂φ1

∂aI
∂φ3

∂aJ
∂φ2

∂aK

)
, (47.136)

which can be simplified to

1

2
ϵ1np ϵ

IJK ∂(δφ1)

∂x1

(
∂φ1

∂aI
∂φn

∂aJ
∂φp

∂aK

)
= ϵIJK

∂(δφ1)

∂x1

(
∂φ1

∂aI
∂φ2

∂aJ
∂φ3

∂aK

)
. (47.137)

The cases m = 2 and m = 3 lead to corresponding results, in which case we are led to

δ

[
∂φ

∂a

]
=
∂(δφi)

∂xi
ϵIJK

(
∂φ1

∂aI
∂φ2

∂aJ
∂φ3

∂aK

)
(47.138a)

=
∂(δφi)

∂xi
1

3!
ϵmnp ϵ

IJK ∂φ
m

∂aI
∂φn

∂aJ
∂φp

∂aK
(47.138b)

=
∂(δφi)

∂xi
∂φ

∂a
, (47.138c)

which is equation (47.57).

11At this point, it can be useful to be reminded of the notational conventions detailed in Section 18.4.
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Chapter 48

APPROXIMATE THEORIES FROM HAMILTON’S PRINCIPLE

In this chapter we derive some approximate theories for perfect fluids using Hamilton’s variational
principle.

reader’s guide for this chapter
This chapter is a direct follow-on from Chapter 47 that considered Hamilton’s principle

for a perfect fluid.

48.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1361
48.2 Boussinesq ocean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1361

48.2.1 Unit Jacobian for non-divergent flow . . . . . . . . . . . . . . . . 1361
48.2.2 Boussinesq energetics . . . . . . . . . . . . . . . . . . . . . . . . . 1362
48.2.3 Action for the Boussinesq ocean . . . . . . . . . . . . . . . . . . . 1362
48.2.4 Boussinesq Euler-Lagrange equation . . . . . . . . . . . . . . . . 1363
48.2.5 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1364

48.1 Loose threads
• Adiabatic Boussinesq in buoyancy coordinates

• Quasi-geostrophy

• Semi-geostrophy

• shallow water

48.2 Boussinesq ocean
We studied the Boussinesq ocean in Chapter 29, and here establish the Boussinesq equations
of motion via Hamilton’s principle. There are some novel conceptual and technical points to
raise here relative to the non-Boussinesq fluid considered in Chapter 47, thus warranting a full
discussion of the Boussinesq case.

48.2.1 Unit Jacobian for non-divergent flow
Following the approach earlier in this chapter, we use Cartesian Eulerian coordinates so that
x = φ(a, T ) provides the instantaneous Cartesian position of a fluid particle with material label,
a, and material time, T . Additionally, we here assume material coordinates are given by the
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Cartesian initial positions of fluid particles, in which case the Jacobian is unity at the initial
condition

a = x̊ =⇒ ∂φ

∂x̊
= 1 at T = t0. (48.1)

With this choice for the Eulerian and material coordinates, equation (18.77) means that the
Jacobian is the ratio of the present fluid parcel volume to the initial parcel volume

∂φ

∂x̊
=

d3x

d3x̊
. (48.2)

From our study in Chapter 21, we know that non-divergent flows keep the volume of fluid parcels
constant while following fluid particle trajectories, so that the Jacobian is a material constant

∂T (∂φ/∂x̊) = 0. (48.3)

A unit initial value as per equation (48.1) along material constancy means that the Jacobian
retains its unity value along each particle trajectory for all time

∂φ/∂x̊ = 1 ∀ T. (48.4)

48.2.2 Boussinesq energetics
As described in Section 29.1.8, the Boussinesq ocean does not respect the principle of equivalence,
since the mass used for the kinetic energy (inertial mass) is based on a constant reference
density, ρo, whereas the mass used for the gravitational potential energy (gravitational mass)
uses the in situ density, ρ. A constant reference density for kinetic energy means that the flow
is non-divergent, whereas the in situ density for potential energy allows for buoyancy to affect
motion via density gradients.

Now recall from Section 47.4.3 that the specific internal energy is a function of the specific
entropy and specific volume. For the perfect fluid the specific entropy is a material constant.
Equation (48.4) implies that the specific volume is also a material constant. Consequently, the
specific internal energy for the Boussinesq ocean is a material constant. Evidently, there is
a disconnect between between pressure and internal energy for the Boussinesq ocean. Stated
otherwise, we know that in the absence of flow divergence, there can be no pressure work on
a fluid parcel. Hence, pressure in the Boussinesq ocean has no thermodynamic connection to
internal energy. Pressure instead plays a purely mechanical role, which we see in Section 48.2.3
via its role as a Lagrange multiplier that constrains the flow to remain non-divergent. We already
described pressure as a constraint in Section 29.3, with the present discussion furthering that
understanding through Hamilton’s principle.

48.2.3 Action for the Boussinesq ocean
We follow the approach in Sections 13.11.3 and 15.5.2 by absorbing the centrifugal potential
into the geopotential, thus writing

Φ = g z. (48.5)

In this manner we are led to the action for a Boussinesq ocean (recall that a = x̊)

Saction =

ˆ Tfinal

Tinit

ˆ
R(x̊)

[
1
2 ∂Tφ · ∂Tφ+ ∂Tφ · (Ω×φ)

]
ρo d

3x̊ dT −
ˆ Tfinal

Tinit

ˆ
R(x̊)

Φ ρ̊d3x̊ dT

+

ˆ Tfinal

Tinit

ˆ
R(x̊)

p (∂φ/∂x̊− 1) d3x̊ dT, (48.6)
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where p is a Lagrange multiplier that plays the role of mechanical pressure. Notice that we
used the constant Boussinesq reference density, ρo, for computing the kinetic energy, whereas
the geopotential uses ρ̊. The use of distinct densities arises since the Boussinesq ocean does not
respect the principle of equivalance.

48.2.4 Boussinesq Euler-Lagrange equation

We now vary the Boussinesq action (48.6) by independently varying the trajectories as well as the
Lagrange multiplier, p. Varying the Lagrange multipler leads, as expected, to the non-divergence
constraint (48.4)

δpS
act = 0 =⇒ ∂φ/∂x̊ = 1. (48.7)

We now detail results from varying the trajectories.

Kinetic energy variation arising from variation of the trajectories

Following the steps in Section 47.5.2, only now with density set to the constant reference density,
ρo, leads to variation of the kinetic energy contribution to the action

δ

ˆ Tfinal

Tinit

ˆ
R(x̊)

[12 ∂Tφ · ∂Tφ+ ∂Tφ · (Ω×φ)] ρo d
3x̊ dT

= −
ˆ Tfinal

Tinit

ˆ
R(x̊)

[∂TTφ+ 2Ω× ∂Tφ] · δφ ρo d
3x̊ dT. (48.8)

Geopotential energy variation arising from variation of the trajectories

The chain rule leads to variation of the integrated geopotential

δ

ˆ
R(x̊)

Φ ρ̊ d3x̊ =

ˆ
R(x̊)

∂Φ

∂φi
δφi ρ̊d3x̊ =

ˆ
R(x̊)

∂Φ

∂φi
δφi ρL d3x̊, (48.9)

where the final equality made use of the identity (47.18) with a unit Jacobian

ρ̊ = ρL ∂φ/∂x̊ = ρL. (48.10)

Constraint variation arising from variation of the trajectories

Varying the trajectories leads to variation of the constraint

ˆ
R(x̊)

p δ(∂φ/∂x̊) d3x̊ =

ˆ
R(x̊)

p
∂(δφi)

∂xi
d3x̊ = −

ˆ
R(x̊)

∂p

∂xi
δφi d3x̊, (48.11)

where we used equation (47.138c) for the Jacobian variation in the presence of a unit Jacobian

δ

[
∂φ

∂x̊

]
=
∂(δφi)

∂xi
∂φ

∂x̊
=
∂(δφi)

∂xi
, (48.12)

and assumed zero mechanical forcing at the domain boundaries.
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The Euler-Lagrange equation for the Boussinesq ocean

Bringing terms together leads to the action variation under variation of the trajectories

δφS
act = −

ˆ Tfinal

Tinit

ˆ
R(x̊)

[∂TTφ+ 2Ω× ∂Tφ] · δφ ρo d
3x̊ dT

−
ˆ Tfinal

Tinit

ˆ
R(x̊)

∂Φ

∂φi
δφi ρL d3x̊ dT −

ˆ Tfinal

Tinit

ˆ
R(x̊)

∂p

∂xi
δφi d3x̊ dT. (48.13)

Setting the variation to zero leads to the Boussinesq Euler-Lagrange equations

∂Tv
L + 2Ω× vL = − 1

ρo

∂p

∂φ
− ρL

ρo

∂Φ

∂φ
, (48.14)

which agrees with the perfect fluid Boussinesq ocean equations derived in Section 29.1.7 using
Newtonian methods.

48.2.5 Comments
Absence of an equivalence principle for the Boussinesq ocean prompts a careful treatment of the
density factors. Furthermore, note how the pressure, here appearing as a Lagrange multiplier,
corresponds directly to the thermodynamic pressure for the non-Boussinesq fluid in Section 47.5.
That correspondence is not a coincidence, with the sign of the constraint as written in equation
(48.6) chosen to facilitate the agreement.
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Waves and the central role of a dispersion relation

In this part of the book, we study the mechanics of non-dissipative linear waves appearing in
geophysical fluids. This study of wave mechanics forms a key part of geophysical fluid mechanics
in part since so much of the observed geophysical flows manifest waves in one form or another.1

Waves in fluids manifest as fluctuations of fluid particles and associated fluid properties, with
the fluctuations possessing coherency in both space and time. Linear waves exist dynamically
due to a restoring force that provides the means for fluid particles to undergo simple harmonic
oscillations. Kinematically, linear waves arise when a symmetry is mildly broken, with coherent
fluctuations the collective response to the symmetry breaking. This wave mechanics forms a key
part of observed geophysical fluid phenomena.2

Linear waves have spatial and temporal properties that are closely linked. This linkage relates
the angular frequency, ω, which measures the temporal structure of a wave, to the wavevector,
k, which measures the spatial structure of a wave. The dispersion relation is the mathematical
equation that specifies the linkage between ω and k. Details of the dispersion relation are
determined by the physical forces that give rise to the wave, such as compressibility for acoustic
waves (Chapter 51), surface tension for capillary waves (Chapter 52), gravitational acceleration
for gravity waves (Chapters 52, 55, and 57), the Coriolis acceleration for inertial waves (Chapters
53 and 55) and differential rotation (beta effect) for planetary Rossby waves (Chapters 54 and
55).

Linear waves satisfy the superposition principle that is generally respected by linear physical
phenomena. As a result, interactions between linear waves are reversible, and consist of
constructive and destructive interferences.3 The superposition principle allows for the solution of
a linear wave equation to be constructed from constituent elementary pieces. Linear superposition
is the fundamental reason we can usefully examine properties of waves by examining the behavior
of a single traveling wave. We use this property of linearity when deriving the dispersion relation
for waves, and, in Part XI of this book, for determining stability properties.

Linearization to derive the wave equations

Derivation of a wave equation and corresponding dispersion relation requires us to linearize
the nonlinear governing equations of fluid motion. After deriving the linearized equations, we
study their salient properties to help understand the mechanics of their linear wave solutions
and dispersion relations. Each wave system has unique properties depending on the underlying
dynamical forces. Even so, many kinematical properties transcend details of the dynamics, with
kinematics forming the focus for Chapters 49 and 50.

Wave energy transport versus matter transport

The movement of fluid particles within a fluid is associated with the movement of matter,
including tracers, as well as other properties such as momentum, vorticity, enthalpy, entropy, etc.
Although waves can lead to a net transfer of matter, through a process known as Stokes drift,
the transfer of wave energy and momentum generally occurs without any net movement of fluid
particles, where “net movement” refers to a time average over a wave period (i.e., the phase
average from Section 8.1.2). As such, wave energy propagates at speeds that are unconstrained
by fluid particle speeds. Indeed, wave energy in linear waves is generally transmitted many times

1“Wave mechanics” sometimes refers to that part of quantum mechanics based on Schrödinger’s equation. We
are instead here concerned with waves that occur in classical geophysical fluids.

2“Wave mechanics” sometimes refers to that part of quantum mechanics based on Schrödinger’s equation. We
are instead here concerned with waves that occur in classical geophysical fluids.

3Some authors prefer to consider reversible interactions as the absence of any interaction, since one can exactly
distinguish individual linear waves through the Fourier decomposition of a wave field comprised of multiple waves.
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faster than matter. We thus conceive of waves as organized disturbances on a background fluid
state (sometimes called the base state or equilibrium state) that transmit energy from one part
of the media to another. The speed and direction of wave energy is determined by the dispersion
relation, thus making the dispersion relation a central feature of wave mechanics.

The scope of our study

The study of wave mechanics forms a central part of physics, engineering, and applied math-
ematics. We target the reader aiming to learn wave mechanics for the first time, while also
providing selected material for the experienced physicist interested in geophysical fluid wave
mechanics. For these purposes, we survey a suite of geophysical fluid waves and dive deep into
particular special topics to support understanding and to develop mathematical methods. To
help simplify the maths, we restrict attention to Cartesian waves (i.e., plane waves), leaving the
geophysically relevant topic of spherical waves for more specialized treatments. Our presentation
is not comprehensive. Instead, we aim to offer an intellectual platform for further study and
research. Insights and skills working with waves requires practice, and we get plenty from the
wide variety of geophysical fluid waves considered here.
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Chapter 49

PLANE WAVES AND WAVE PACKETS

Forces acting in a fluid determine the dispersion relation satisfied by linear waves, with the
dispersion relation connecting the wave angular frequency, ω, to the wavevector, k. We write
this relation in the functional form1

ω = ϖ(k), (49.1)

where ϖ is generally a nonlinear function of the wavevector. The dispersion relation couples
the space and time structure of a wave: once a wavevector is chosen then the angular frequency
is specified. In this chapter we develop the foundations for wave kinematics, which focuses on
wave properties arising from the existence of a dispersion relation yet is unconcerned with the
forces that determine this relation.

The wave function plays a fundamental role in describing waves. Example wave functions
include the velocity potential (acoustic and surface waves), the streamfunction (Rossby waves),
and free surface height (shallow water waves). All other dynamical fields can be generated from
the wave function, thus allowing us to focus on characterizing how the wave appears through
study of the wave function. The wave function has both an x-space (geographic/height space)
representation as well as a k-space (wavevector space) representation. These two representations
offer complementary characterizations of wave properties, with the transformation between these
representations provided by Fourier’s integral theorem from Section 8.3.1. One of the more
remarkable aspects of this complementarity arises through the uncertainty relation, which states
that it is not possible to simultaneously specify the position of a wave packet with arbitrary
precision in both x-space and k-space. That is, precision in one space corresponds to imprecision
in the other. We derive this uncertainty relation through the study of Gaussian wave packets.

reader’s guide to this chapter
We focus on plane waves in this chapter and so make use of Cartesian coordinates and

Cartesian tensors (Chapters 1 and 2). Furthermore, we assume familiarity with the use of
complex variables as well as Fourier transforms, both reviewed in Chapter 8. We restrict
attention to a homogeneous background/base state upon which waves are supported. A
homogeneous base state is rarely realized in geophysics, and yet it serves our pedagogical
needs prior to moving onto the more realistic, and mathematically complex, case of an
inhomogeneous base state in Chapter 50.

The presentation shares much with books and reviews covering topics in linear wave
mechanics, such as Bretherton (1971), chapter 3 of Acheson (1990), chapters 1 and 2 of
Pedlosky (2003), chapter 6 of Olbers et al. (2012), chapter 1 of Sutherland (2010), chapter 7
of Thorne and Blandford (2017), and chapter 6 of Vallis (2017). However, be mindful that
not all authors agree on the conventions followed here and as summarized in Section 49.2.

1For waves moving on a space and time dependent background, the dispersion relation picks up space and
time dependence. This topic is the focus of Chapter 50.
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49.1 Loose threads

• Figures

• More on wave packets and Green’s functions. Derive the Green’s function equation from
the packet equation plus the dispersion relation.
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49.2 Nomenclature and conventions
Many readers have encountered wave kinematics in prior studies. Yet some of the conventions
are not universal, so that it is useful to summarize salient points to expose the choices made in
this book.

49.2.1 Types of waves
Table 49.1 summarizes the various types of waves considered in this book. We mostly encounter
plane traveling waves, though also make use of standing waves (as for waves within a bounded
domain) and stationary waves (when a wave has only spatial periodicity and no time dependence).
The wave patterns in Table 49.1 can arise from any conceivable context, physical or otherwise
(e.g., the wave produced by spectators in a large sporting event). The specifics of a physical
system arises when enforcing that a wave function, Φ, satisfies a linear partial differential
equation, and it is through this equation that we derive the dispersion relation.

We wish to emphasize the above points in a bit more mundane manner. Namely, there are
many mathematical functions that give rise to oscillating patterns. However, these patterns
correspond to particular solutions to a physical system only when they satisfy a partial differential
equation such as equation (6.65). That is, there are more mathematial wave-like patterns than
there are physical waves. For example, consider the function

Φ(x, y, t) = A cos(kx x− ω t) cos(ω t) = (A/2) [cos(kx x− 2ω t) + cos(kxx)], (49.2)

where A is a constant amplitude. The second expression reveals the sum of a traveling plane
wave plus a stationary wave. It is notable that this function is not in the form of a Fourier
component that constitutes the wave patterns in Table 49.1. Rather, it is simply the sum of
two trigonometric functions having a particular space and time structure. Is this function a
particular solution to the classic wave equation with operator ∂tt − c2 ∂xx? A quick calculation
reveals that it is not a solution since

∂ttΦ = −2Aω2 cos(kx x− 2ω t) (49.3a)

∂xxΦ = −k2xΦ = −(k2xA/2)[cos(kx x− 2ω t) + cos(kxx)], (49.3b)

revealing that there is no way to relate ∂ttΦ and c2 ∂xxΦ at arbitrary space and time points. In
turn, this function is not a suitable wave function ansatz for deriving a dispersion relation.2

name space-time structure

monochromatic Re[Φ0 e
−iω t]

traveling Re[A(k) ei (k·x−ω t)]

standing Re[A(k) eik·x] cos(ωt)

stationary Re[A(k) eik·x]

Table 49.1: Summarizing the variety of waves encountered in this book, with distinctions based on their space-
time structure. The operator, Re, extracts the real part of its argument, so that, for example, Re[ei (k·x−ω t)] =
cos(k · x− ω t). The first three patterns are monochromatic, which means they oscillate coherently with a single
period, 2π/ω, where ω ≥ 0 is the angular frequency. However, note that Re[Φ0 e

−iω t] is monochromatic and yet
we cannot conclude whether it is a wave until we have further information about its spatial structure. Spatial
dependence is introduced in the form eik·x, where k is the wavevector that determines the direction of the wave
and its wavelength. For a plane wave in three-dimensional space, k · x = kx x+ ky y + kz z, whereas a plane wave
in two dimensions has wavevector k · x = kx x+ ky y. Standing waves do not travel in space but oscillate in place.
A stationary wave has an oscillatory spatial pattern but has no time dependence and so is static. The final three
waves are harmonic since they have a regular spatial pattern.

2See Section 49.5.5 for a discussion of wave ansatz.
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49.2.2 Types of dispersion relations

The dispersion relation (49.1) is the root of all wave properties since it links the space and time
structure of the wave. Some waves encountered in this book have a dispersion relation in the
slightly more restricted form

ω = ϖ(|k|), (49.4)

where |k| is the wavenumber. Evidently, these waves have their angular frequency independent of
the wave direction. Examples include acoustic waves (Chapter 51) and surface waves (Chapter
52). Inertial waves from Chapter 53 and internal gravity waves from Chapter 57 are the
complement, with their dispersion relation independent of the wavenumber yet dependent on
the wave direction,

ω = ϖ(k̂) with k̂ = k/|k|. (49.5)

Finally, the Rossby waves introduced in Chapters 54 and 55 have a dispersion relation that
depends on both the wavenumber and wave direction; i.e., on the wavevector, k.

49.2.3 Conventions for space-time description of waves

The suite of dispersion relations encountered in geophysical fluids motivates the following
conventions that form the basis for our space-time description of waves. Readers should be
aware that certain of these conventions are not universally followed in the literature.

• angular frequency: Following Bretherton (1971), the angular frequency of a stable
linear wave that results from the dispersion relation, ω = ϖ(k), is chosen as a non-negative
real number,

ω ≥ 0, (49.6)

so that the wave period, 2π/ω, is also a non-negative number and the wave advances
forward in time with the wave direction determined by the wavevector.

This convention is not universally followed in the literature. One reason to allow for a
negative angular frequency is that dispersion relations typically lead to quadratic equations
that have a positive and a negative root. For example, the one-dimensional acoustic wave
equation has

ω2(k) = c2s k
2, (49.7)

which has roots ω = ±cs|k| (cs is the acoustic wave speed; Section 51.5.1). When choosing
both roots, one interprets them as representing oppositely moving waves. Even so, we
follow a convention that always chooses the positive root, so that the wave direction is
determined by the wavevector (see next point) rather than the sign of the angular frequency.
Additionally, we are not generally interested in waves traveling backward in time, which is
sometimes used to interpret waves with ω < 0.

One encounters a negative angular frequency when conducting time-frequency Fourier
analysis in the complex plane, as in Section 8.4. In that context, the negative frequency
is not physical, but instead is a mathematical expedient that allows one to work with
a complex Fourier transform. There is nothing physical associated with the negative
frequency in this context, since one could equivalently work with real Fourier sine and
cosine transforms where the angular frequency is non-negative. See Section 8.4.1 for more
discussion. Furthermore, if using complex Fourier analysis, then switching the sign of
the angular frequency and the wavevector merely leads to the complex conjugate wave
function. Since the physical wave is real in classical physics, the complex conjugate wave
function is the same wave.
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• wave direction: The direction of a wave is specified by the wavevector, k (Section 49.5),
and its wavelength is 2π/|k|, where |k| ≥ 0 is the wavenumber.

• phase speed: The phase speed, Cp, is a non-negative number. It is not a vector so that
we do not consider components to the phase speed. Rather, we consider components to
the phase velocity vector, which is a vector whose direction is given by the wavevector and
whose non-negative magnitude, along with the angular frequency, determine the phase
speed (Section 49.5.2).

49.3 Two classes of linear waves
We distinguish two types of linear wave phenomena: non-dispersive waves and dispersive waves.
In this section we present a mathematical overview of these waves, offering examples of each
type of wave along with pointers to the physics and maths to come later.3

49.3.1 Non-dispersive waves
The canonical non-dispersive wave phenomena is described by “the” wave equation

(∂tt − c2∇2)Φ = 0, (49.8)

where Φ is a wave function (e.g., velocity potential, streamfunction, surface height), and c2 > 0
is the squared wave speed. As discussed in Section 6.7, this wave equation is hyperbolic and
its wave solutions all transmit signals with speed, c > 0, without distortion. That is, waves
satisfying equation (49.8) of arbitrary wavelengths travel at the same speed so that there is no
mixing across the spectrum of wavevectors. We find that for non-dispersive waves the angular
frequency divided by the wavenumber equals to a constant phase speed shared by all waves. The
acoustic waves of Chapter 51 and the shallow water gravity waves of Chapter 55 are example
non-dispersive waves considered in this book.

To expose some of the mathematical details, consider the wave equation (49.8) in one space
dimension and written in the factored form

(∂t − c ∂x) (∂t + c ∂x)Φ = 0. (49.9)

As discussed in Section 6.7, the solution to this hyperbolic partial differential equation takes the
form of two signals moving in opposite directions

Φ(x, t) = F (x− c t) +G(x+ c t), (49.10)

where the functions F and G are specified by boundary and initial conditions. Their respectiive
functional dependencies, x±c t, determine the propagation direction of the signal, with F (x−c t)
a signal propagating in the +x̂ direction whereas G(x+ c t) is a signal propagating in the −x̂
direction. A key point is that the signals all move with the same speed, with F and G arbitrary
functions that may be built from a single linear wave or any number of waves (including an
infinity of waves). Also note that the wave equation (49.9) has been factored into the product of
two linear operators, so that a simpler hyperbolic wave equation is either of the two first order
equations

(∂t ± c ∂x)Φ = 0. (49.11)

In other parts of this book this equation is referred to as the advection equation for a one-
dimensional signal with constant advection velocity (e.g., see Sections 69.3 and 69.4).

3Chapter 1 of Whitham (1974) provides a thorough mathematical introduction to the variety of linear and
nonlinear waves.

CHAPTER 49. PLANE WAVES AND WAVE PACKETS page 1373 of 2158



49.4. MONOCHROMATIC PATTERNS

It is common to be introduced to wave physics through solutions to the hyperbolic wave
equations (49.8) or (49.11). Correspondingly, much of our experience with waves is based on
the non-dispersive nature of these waves. For example, when listening to a symphony, we hear
the sounds from various instruments “in concert”. That is, the speed that the acoustic waves
propagate are independent of the wavelength. Indeed, imagine how difficult it would be for an
audience spread throughout a concert hall to equally appreciate a symphonic performance if
acoustic waves were dispersive!

49.3.2 Dispersive waves

Upon studying geophysical waves, we soon realize that non-dispersive waves are the exception
rather than the norm. That is, most waves in geophysical fluids are dispersive, with their
governing wave equations sometimes mathematically classified as hyperbolic though many are
not. A dispersive wave is one that admits solutions of the form

Φ(x, t) = A ei (k·x−ϖ t) = A eik·(x−k̂Cp t) (49.12)

where the speed of a surface with constant phase,

Cp = ϖ(k)/|k|, (49.13)

is a function of the wavevector. As such, the movement of the dispersive wave signal (i.e., the
phase velocity) depends on the wavelength of the wave. For example, if we prepare a packet of
dispersive waves with a particular shape in space, the evolution of the packet is characterized by
the dispersion of the packet.

Waves visible by eye on the surface of a pond or surface of the ocean offer a canonical example
of dispersive waves. As explored in Section 52.5.3, long surface gravity waves (which also have
low frequency) travel faster than short and high frequency surface gravity waves. Indeed, it is
this dispersion for surface gravity waves that surfers appreciate when assessing the suitability of
coastal surf conditions following an offshore storm.4

49.3.3 Comments about time derivatives

As noted when discussing the non-dispersive wave equation (49.9), the presence of two time
derivatives provides the means for two wave signals to arise from solutions to this equation, where
the waves move in opposite directions. This case occurs for acoustic waves, gravity waves, and
inertial waves. It manifests as a dispersion relation written for the squared angular frequency. In
contrast, when there is only one time derivative in the wave equation, then the dispersion relation
is written for the angular frequency rather than its square. Furthermore, the system chooses a
preferred direction for the wave signal, with the Rossby wave offering the canonical example of
such anisotropic waves. Rossby waves also offer a clear example of how the non-negative angular
frequency convention (Section 49.2.3) helps to understand the phase velocity.

49.4 Monochromatic patterns
A monochromatic pattern is a feature characterized by having all points maintain the same time
periodic motion with single angular frequency, ω. Hence, all points within a monochromatic
wave have the same angular frequency. The trigonometric functions, cos(ω t) and sin(ω t), both
exhibit time periodic behavior, which explains the factors of 2π appearing throughout wave

4See Butt et al. (2004) for a scientific view on surface ocean waves geared towards surfing.
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physics. As noted in Section 49.2.3, we choose the convention in which the angular frequency is
a non-negative number, ω ≥ 0, so that the period of the oscillation is 2π/ω.

It is often convenient to make use of the Euler identity

e−iω t = cos(ω t)− i sin(ω t), (49.14)

to thus write a time periodic wave function as5

Φ = Re[Φ0 e
−iω t], (49.15)

where Φ0 is a complex function further specified below, and Re[ ] is an operator that returns the
real part of its argument (see Section 8.1). For linear calculations we can safely omit the Re
operation until the end of the calculations. However, for products of wave fields, such as when
performing energetic analyses, more care is needed, with details given in Section 8.1.6

49.5 Free plane waves
Plane waves are characterized by a single wavevector and single angular frequency, with the
wave exhibiting symmetry in directions perpendicular to the propagation direction (hence the
“plane” in its name). Any linear wave, be it acoustic, gravity, Rossby, etc., can be decomposed
into a sum or integral of plane waves with a suite of frequencies and wavevectors, and with
modulation by an amplitude function.

The general form of a stationary plane wave function is given by

Φ0 = A(k) eik·x, (49.16)

where A(k) is a complex wave amplitude and k is the wavevector or wavenumber vector. The
wavevector has dimensions of inverse length and it characterizes the wavelength of the wave as
well as the spatial direction of the wave propagation (as per travelling plane waves in Section
49.5.1). The magnitude of the wavevector, |k|, is referred to as the wavenumber as it measures
2π times the number of waves per unit length (we further discuss this notion in Section 49.5.2).
We allow the wave amplitude, A(k), to be a function of wavevector so that different plane waves
can have distinct amplitudes. We also allow for A(k) to be complex so that different plane
waves can have their phases shifted relative to one another (we discuss phases in Section 49.5.1).

Given that the plane wave possesses symmetry in planes perpendicular to k, it is spatially
dependent only on the direction parallel to the wavevector,7

k = |k| k̂. (49.17)

We say that the plane wave function (49.16) is free since it exists throughout all of space and is
unaffected by boundaries. Furthermore, we are uninterested in how the plane wave was formed.
Indeed, since it is present throughout all of space, we imagine that the plane wave has existed
for all time. Clearly these notions are not physically realizable. Even so, the mathematical
simplicity of the plane wave, along with the superposition principle, affords it a central role in
the study of wave mechanics. Furthermore, through the construct of wave packets studied in
Sections 49.6 and 49.7, which are built via the superposition of plane waves, we can build wave

5The minus sign is motivated by convenience for when we consider a traveling wave and the phase velocity in
Section 49.5.2. See in particular Figure 49.1.

6As noted when developing the basics of Fourier analysis in Chapter 8, we use complex variables solely for
mathematical convenience, with all physical fields producing real numbers in this book.

7Caution: many authors write k̂ for the unit vertical direction, whereas in this book we write ẑ for the unit
vertical direction whereas k̂ is the direction of a wave.
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forms that are spatially and temporally localized and are thus physically realizable.

49.5.1 Traveling plane wave
Allowing for time to evolve renders the traveling monochromatic plane wave function

Φ = Re[Φ0 e
−iω t] = Re[A(k) ei (k·x−ω t)] = |A(k)|Re[ei (k·x−ω t+α)]. (49.18)

We here wrote complex wave amplitude according to a real amplitude and a phase shift

A(k) = |A(k)| eiα with tanα = Im[A(k)]/Re[A(k)]. (49.19)

The traveling plane wave phase function is given by

P = k · x− ω t+ α, (49.20)

so that
Φ = |A(k)|Re[eiP] = |A(k)| cosP. (49.21)

The traveling plane wave function, Φ, depends on the wavevector as well as the space and time
point. It is also a function of the angular frequency, ω. However, recall that for the study of
waves realized by a physical system, once the wavevector is known then the angular frequency is
specified through the dispersion relation (49.1).

The phase factor on the wave amplitude in equation (49.19) is generally a function of
wavevector, α = α(k). However, for most applications it is taken as a constant, in which case it
is referred to as the standard phase.

49.5.2 Characterizing the wave
Wave period

The wave function (49.18) for the traveling plane wave takes on the same value for all space and
time points with a phase, P, that is shifted by any integer multiple of 2π. By fixing a point in
space, the plane wave is identical for all times, tn, satisfying

ω tn = ω t+ 2π n = ω (t+ 2π n/ω). (49.22)

Hence, the wave period is given by

wave period = 2π/ω. (49.23)

Wavelength

By fixing time, we see that the plane wave is identical for all space points, xn, satisfying

k · xn = k · x+ 2π n = |k| (x · k̂ + 2π n/|k|), (49.24)

which allows us to identify 2π/|k| as the wavelength, which we write as8

Λ = 2π/|k| =⇒ k = 2π k̂/Λ. (49.25)

Figure 49.1 provides an example cosine wave in one-dimension, illustrating the wavelength and
traveling nature of the wave.

8We choose the uppercase, Λ, to denote wavelength rather than the more commonly used λ. We do so in
order to distinguish the wavelength, Λ, from the longitude, λ, that commonly appears in this book.
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Λ = 2π/|k|

A

A cos(k x)

x

Φ

A cos(k x− π/2) A cos(k x)

x

Φ

Figure 49.1: Top panel: a cosine wave, Φ = A cos(k x − ω t), along the x-axis at t = 0, with wavelength
Λ = 2π/|k|, wavevector k = k x̂, and real amplitude, A. Lower panel: two snapshots of a traveling cosine wave,
one shown at t = 0 as in the top panel, and another shown a quarter period later, at ω t = π/2. With k > 0 and
ω t > 0, as shown in this figure, a point with constant phase moves in the +x̂ direction. Correspondingly, as the
phase becomes more negative (as time increases), the wave form moves to the right, in the direction of the wave
propagation. If k < 0 then the phase propagates in the −x̂ direction.

Phase velocity and phase speed

When observing a traveling plane wave from a fixed point in space, one wavelength passes by
the point within a single wave period. We refer to the phase velocity, cp, as the velocity of a
point fixed on a phase surface and traveling in the direction of the wavevector. Its magnitude is
the phase speed, Cp, which is the speed that the phase moves in the direction of the wavevector,

cp = Cp k̂ = (ω/|k|) k̂ =⇒ Cp = cp · k̂ = (2π/|k|)/(2π/ω) = ω/|k| ≥ 0, (49.26)

which allows us to write the angular frequency as

ω = cp · k = Cp |k|. (49.27)

Figure 49.2 provides an illustration of the phase velocity and phase speed.

An equivalent means to understand the phase velocity is to consider the time derivative,
Dp/Dt, defined to measure time changes within the reference frame of a point on a constant
phase surface

DpP

Dt
≡ ∂t + cp · ∇, (49.28)

in which case
DpP

Dt
= (∂t + cp · ∇)(x · k − ω t) = cp · k − ω = 0. (49.29)
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We are thus led to the expression for the phase speed and angular frequency

Cp = k̂ ·
Dpx

Dt
and ω = cp · k = k · Dpx

Dt
. (49.30)

The wave phase time derivative (49.28) is directly analogous to the material time derivative,

D

Dt
= ∂t + v · ∇, (49.31)

defined in the reference frame following the velocity of a fluid particle (Section 17.4). Likewise,
in Section 50.3.2 we define the time derivative following the group velocity, cg, in which case cp
in equation (49.28) is replaced by cg.

Phase distance

We can define the phase speed in another manner by introducing the projection of the position
vector along the direction of the wavevector

Sk̂ ≡ k̂ · x, (49.32)

which we refer to as the phase distance. Note that Sk̂ can be positive or negative, depending on
the direction of the wavevector. The wavelength as defined by equation (49.24) takes on the
form

k · xn = k · x+ 2π n = |k| (Sk̂ + 2π n/|k|). (49.33)

As such, the phase speed is the change in the position of the constant phase lines in the direction
of the wavevector, so that

Cp =

[
∂Sk̂
∂t

]
P

= − ∂P/∂t

∂P/∂Sk̂
= ω/|k|. (49.34)

For this equation we made use of some basic mathematics of generalized surfaces as detailed in
Section 63.12.2. Finally, this notation allows us to write the phase function as

P = k · x− ω t+ α = |k| (Sk̂ − Cp t) + α. (49.35)

vphase = Cp k̂

Figure 49.2: A mesh plot of a plane wave with phase velocity, cp = Cp k̂ = (ω/|k|) k̂, pointing perpendicular to
surfaces of constant phase.

49.5.3 Wavenumber and factors of 2π
The magnitude of the wavevector, |k|, appears in many places in wave kinematics, such as in
the definition (49.25) of the wavelength. As a shorthand terminology, we refer to |k| as the
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wavenumber, with the wavenumber related to the wavelength via

|k| = 2π/Λ. (49.36)

The wavenumber measures 2π times the number of waves per unit length, so that the wavenumber
measures the spatial angular frequency of a wave. In some contexts it is useful to introduce the
reduced wavelength

λ– = Λ/2π, (49.37)

so that the wavenumber is given by the inverse reduced wavelength

|k| = λ–−1. (49.38)

Alternatively, it is sometimes convenient to work with the reduced wavenumber as introduced in
Section 8.3.7 when discussing Fourier transforms

k̄= |k|/2π. (49.39)

Hence, the reduced wavenumber is the inverse wavelength

k̄= 1/Λ (49.40)

so that k̄measures the number of waves per unit length.

In Section 8.3.7 we raised some issues about various conventions for placing 2π factors
in Fourier analysis. We further those concerns by noting that the 2π factor associated with
wavenumbers can be unclear in the literature. The ambiguity occurs when a particular length
scale, L, is considered, yet it is not specified whether the length scale refers to a wavelength, in
which case the corresponding wavenumber is |k| = 2π/L, or to a reduced wavelength, in which
case the corresponding wavenumber is |k| = 1/L. The bottomline is that care is necessary to
ensure the proper usage.

49.5.4 Superposition of plane waves
Through the principle of superposition respected by linear waves, realistic linear waves can be
decomposed into the sum or integral of modulated plane waves. Indeed, this decomposition
forms the mathematical basis for Fourier analysis detailed in Chapter 8. We here offer an
illustration of this decomposition by considering how two plane waves combine, and then how
three plane waves combine.

Consider the sum of two plane waves, each with same real amplitude of unity (in arbitrary
units), and with distinct (but close) wavevectors and angular frequencies

k± = k ±∆k and ω± = ω ±∆ω with |∆k|/|k| ≪ 1 and |∆ω/ω| ≪ 1. (49.41)

The resulting superposition of the two waves is given by

Re[ei (x·k+−t ω+) + ei (x·k−−t ω−)] = 2 cos(∆k · x−∆ω t) cos(k · x− ω t). (49.42)

The cos(∆k · x−∆ω t) factor acts as a low wavenumber and low frequency modulation of the
second factor, cos(k · x − ω t), which is much more rapidly varying in space and time. We
illustrate this superposition of two plane waves in Figure 49.3 for time t = 0. Adding a third
wave, also with unit amplitude, exp[i (k · x− ω t)], renders the superposition

Re[ei (x·k+−t ω+) + ei (x·k−t ω) + ei (x·k−−t ω−)] = 4 cos2[(∆k · x − ∆ω t)/2] cos(k · x − ω t).
(49.43)
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The third wave serves to double the amplitude through constructive interference, while also
broadening the width of the low amplitude destructive interference region. Additionally, the
modulation function, cos2[(∆k · x−∆ω t)/2], is rendered non-negative when adding the third
wave. We also illustrate this superposition in Figure 49.3.

Figure 49.3: Superposition of two plane waves (red lines; equation (49.42)) and three plane waves (black lines;
equation (49.43)), with all plane waves having equal real amplitudes and here shown for time t = 0. Notice how
in both cases, a high wavenumber wave (short wave) is modulated by a low wavenumber wave (long wave). The
units in this figure are arbitrary.

49.5.5 Wave ansatz

The principle of superposition allows us to study properties of a linear wave equation, in particular
the dispersion relation, by inserting a single plane wave into the wave equation. In this manner
we refer to the plane wave as an ansatz, which is a German word meaning “educated guess”.

49.5.6 Summary of kinematic wave properties

In Table 49.2, we summarize the variety of kinematic properties of waves. In this book we work
mostly with the angular frequency, ω, the wavevector, k, and the wavenumber, |k|. Even so, it
is useful to be versed in the alternative choices.

name math symbol dimensions math relation

period τperiod T τperiod = 2π/ω

angular frequency ω T−1 ω = 2π/τperiod
frequency f T−1 f = ω/2π = 1/τperiod
wavenumber |k| L−1 |k| = 2π/Λ

wavevector k L−1 k = |k| k̂
reduced wavevector k̄ L−1 k̄= k/2π

wavelength Λ L Λ = 2π/|k| = 1/|k̄|
reduced wavelength λ– L λ– = Λ/2π = 1/|k|

Table 49.2: Summarizing the variety of terms used to kinematically describe waves. In this book we mostly use
the angular frequency, ω ≥ 0, the wavevector, k, and the wavenumber, |k|.

49.6 Free wave packets
The modulation of waves in Figure 49.3 serve to organize waves into x-space regions known
as wave trains. A wave packet is a train of free waves that are organized into a localized (and
moving) region of x-space. Localization is enabled by a modulation function and the plane wave
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modes that are organized within the packet are known as carrier waves.9 Wave trains and wave
packets are generated by a wavemaker. For example, consider a wavemaker oscillating at a
known frequency, ω0. Ramping up the wavemaker amplitude for a period of time, and then
ramping it down towards zero, then produces a group of waves that are localized in time and
have angular frequency and wavenumber centered on ω0 and k0, where k0 is determined by the
dispersion relation given ω0. In the laboratory, the wavemaker might be an oscillating piston
placed in a tank of water, such as considered for acoustic waves in Section 51.8. In the natural
environment, a wavemaker might be a storm that passes over the ocean and generates surface
gravity waves, or an atmospheric convective event that generates atmospheric internal gravity
waves.

Mathematically, wave packets are described by complementary wave functions in k-space
and x-space. The k-space representation, A(k, t), is also called the amplitude function for the
x-space wave function, Φ(x, t). In the world of mathematical abstraction, we prepare wave
packets with a specified k-space initial condition, A(k, t = 0), that has a corresponding x-space
initial condition, Φ(x, t = 0), determined by the inverse Fourier transform. Upon initializing
the packets we study their evolution. Since the packets are constructed by linear plane waves,
their evolution is determined by the superposed and evolving constituent plane waves. What
distinguishes a packet of acoustic waves from a packet of gravity waves, for example, is the
dispersion relation, which is specific to the physics describing the particular waves.

49.6.1 Phase velocity, group velocity, and the dispersion relation
Examination of Figure 49.3 suggests that the velocity of a wave packet’s center is not directly
related to the phase velocity of the constituent plane waves. Rather, it is determined by motion of
the modulation function. For the one-dimensional examples of Figure 49.3, the packet motion is
determined by ∆ω/∆k. In this section we generalize this result to the group velocity determined
by10

cg = ∇kϖ(k). (49.44)

In this equation, we introduced the wave dispersion relation (49.1) that specifies how the
angular frequency is functionally connected to the wavevector. We see that the group velocity is
determined by the gradient of the dispersion relation in wavevector space, which prompted us to
expose a wavevector subscript on the gradient operator. As defined, the group velocity points in
the k-space direction of maximum increase for the angular frequency. Figure 49.4 illustrates two
dispersion relations for a one-dimensional wave.
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Cp = cg = !/|k|

Figure 49.4: Example dispersion relations for one-dimensional waves. Left panel: a non-dispersive wave has a
phase speed, Cp, that is a constant so that all waves, regardless their wavelength or angular frequency, move at
the same speed. Right panel: a dispersive wave, here shown for a wave whose phase speed increases as the wave
number increases, as does the group velocity.

9From an engineering perspective, the carrier wave carries the most useful information contained in the wave
packet signal, hence the name.

10Many dispersion relations are naturally written as ω2, in which case it is simpler to compute the group
velocity according to ∇kω

2 = 2ω cg.
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The dispersion relation for non-dispersive waves results in phase speeds that are independent
of the wavenumber so that

ϖ = Cp |k|, (49.45)

where Cp > 0 is the constant phase speed. Evidently, the angular frequency is identical for
all waves having the same wavenumber. That is, the angular frequency only cares about
the wavelength of the non-dispersive wave and not about its direction. Furthermore, we
see that the continuum of wavenumbers results in a continuum of angular frequencies, with
higher wavenumbers rendering higher angular frequencies. This behavior is familiar for both
electromagnetic and acoustic waves, which are both non-dispersive, in which waves of smaller
wavelength (higher wavenumber) have higher frequencies. We depict this sort of dispersion
relation in the left panel of Figure 49.4.

Dispersive waves are characterized by a dispersion relation with the phase speed a function
of the wavevector

ϖ = Cp(k) |k| > 0. (49.46)

Again, the phase speed and angular frequency are positive, but now we find the phase speed
depends on the wavenumber and possibly the wave direction. We provide an example for this
sort of dispersion relation in the right panel of Figure 49.4.

49.6.2 A continuum of traveling plane waves

Consider the superposition of a continuum of traveling plane waves given by the integral
expression for the wave function

Φ(x, t) =
1

(2π)3

ˆ
A(k) ei (k·x−ϖ(k) t) dk. (49.47)

The wave function, Φ(x, t), is constructed through combining a continuum of traveling plane
waves, with the amplitude function, A(k), determining which wavevectors contribute to the
packet and by how much they contribute. The integral in equation (49.47) is computed over all
the three-dimensional wavevector space (k-space). For example, a Cartesian representation of a
wavevector volume element is written

dk = dkx dky dkz, (49.48)

with the integration limits kx, ky, kz ∈ (−∞,∞), corresponding to waves traveling in all directions
and spanning all wavenumbers. Furthermore, the angular frequency in equation (49.47) is
specified by the dispersion relation,

ω = ϖ(k) ≥ 0, (49.49)

so that the wave function (49.47) is built from a continuum of wavevectors with corresponding
angular frequencies.

49.6.3 The wave function is real

For brevity we often drop the Re operator on the wave function (49.47). Even so, it is critical
to note that the wave function is real, which has implications for how we compute the k-space
amplitude function, A(k). For example, if the amplitude function is real11

A(k) = A(k) = A∗(k), (49.50)

11The star is the complex conjugate operator.
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then the wave function takes the form

Φ(x, t) =
1

(2π)3

ˆ
A(k) cos[k · x−ϖ(k) t] dk. (49.51)

However, there are cases where we need the extra phase degree of freedom afforded by a
complex amplitude function, in which case the real part of equation (49.47) leads to

Φ(x, t) = Re

[
1

(2π)3

ˆ
A(k) ei (k·x−ϖ(k) t) dk

]
(49.52a)

=
1

2 (2π)3

ˆ [
A(k) ei (k·x−ϖ(k) t) +A∗(k) e−i (k·x−ϖ(k) t)

]
dk. (49.52b)

Since the integral is over all of k-space, we can write

ˆ
A∗(k) e−i (k·x−ϖ(k) t) dk =

ˆ
A∗(−k) ei (k·x+ϖ(−k) t) dk, (49.53)

in which case the wavefunction takes the form

Φ(x, t) =
1

2 (2π)3

ˆ
eik·x [A(k) e−iϖ(k) t +A∗(−k) eiϖ(−k) t] dk, (49.54)

and its time tendency is

∂tΦ(x, t) =
i

2 (2π)3

ˆ
eik·x [−ϖ(k)A(k) e−iϖ(k) t +ϖ(−k)A∗(−k) eiϖ(−k) t] dk. (49.55)

49.6.4 Initializing the wave packet

We often consider wave packets in the context of initial value problems, whereby the packet
is initialized according to some process such as described at the start of this section. We are
concerned with freely moving wave packets, so that boundary conditions are not considered here.
Thus, we consider three possibilities: initializing the packet’s wave function, initializing its time
tendency, or initializing both the wave function and its time tendency. To describe these initial
conditions requires the use of complex k-space amplitudes. Setting t = 0 in equation (49.54) for
the wave function and equation (49.55) for the time tendency leads to

Φ0(x) ≡ Φ(x, 0) =
1

2 (2π)3

ˆ
eik·x [A(k) +A∗(−k)] dk (49.56a)

Φ̇0(x) ≡ ∂tΦ(x, 0) =
i

2 (2π)3

ˆ
eik·x [−ϖ(k)A(k) +ϖ(−k)A∗(−k)] dk. (49.56b)

Inverting the Fourier transform for the initial condition (49.56a) and the initial tendency (49.56b)
renders

A(k) +A∗(−k) = 2

ˆ
Φ0(x) e

−ik·x dx (49.57a)

−ϖ(k)A(k) +ϖ(−k)A∗(−k) = −2 i
ˆ

Φ̇0(x) e
−ik·x dx, (49.57b)

which then leads to the k-space amplitude

A(k) =
2

ϖ(k) +ϖ(−k)

ˆ
[ϖ(−k) Φ0(x) + i Φ̇0(x)] e

−ik·x dx (49.58a)
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A∗(−k) = 2

ϖ(k) +ϖ(−k)

ˆ
[ϖ(k) Φ0(x)− i Φ̇0(x)] e

−ik·x dx. (49.58b)

Notice that
A(k) = A∗(−k) if Φ̇0 = 0, (49.59)

which is referred to as conjugate symmetry when studying Fourier transforms in Section 8.3.2,
whereas

A(k) = −A∗(−k) if Φ0 = 0, (49.60)

which we refer to as conjugate anti-symmetry.

Now substitute the amplitude functions (49.58a) and (49.58b) into the wave function (49.55),
and rearrange to find

Φ(x, t) =
1

(2π)3

ˆ [ˆ
eik·(x−ξ) [ϖ(−k) e−iϖ(k) t +ϖ(k) eiϖ(−k) t]

ϖ(k) +ϖ(−k) dk

]
Φ0(ξ) dξ

+
i

(2π)3

ˆ [ˆ
eik·(x−ξ) [e−iϖ(k) t − eiϖ(−k) t]

ϖ(k) +ϖ(−k) dk

]
Φ̇0(ξ) dξ. (49.61)

This equation can be written as the convolution of the initial conditions with two kernel functions

Φ(x, t) =

ˆ
[Ġ(x− ξ, t) Φ0(ξ) +G(x− ξ, t) Φ̇0(ξ)] dξ, (49.62)

where the kernels are

G(x, t) ≡ i

(2π)3

ˆ
eik·x [e−iϖ(k) t − eiϖ(−k) t]

ϖ(k) +ϖ(−k) dk (49.63a)

Ġ(x, t) ≡ 1

(2π)3

ˆ
eik·x [ϖ(−k) e−iϖ(k) t +ϖ(k) eiϖ(−k) t]

ϖ(k) +ϖ(−k) dk. (49.63b)

In fact, the kernels are related by a time derivative, which can be seen by writing them in the
following form12

G(x, t) = − 2

(2π)3

ˆ
sin[k · x−ϖ(k) t]

ϖ(k) +ϖ(−k) dk (49.64a)

Ġ(x, t) =
2

(2π)3

ˆ
ϖ(k) cos[k · x−ϖ(k) t)]

ϖ(k) +ϖ(−k) dk = ∂tG(x, t). (49.64b)

Evidently, the kernels provide a wave mechanism to propagate information about the initial
conditions outward in space as time moves forward. In this manner, these functions are Green’s
functions such as those studied in Chapter 9. Indeed, the solution (49.64b) corresponds to
the Green’s function (9.232), which was derived for the initial-boundary value problem with
non-dispersive waves. Here, we are just concerned with the initial condition problem for free
wave packets where the waves can be either non-dispersive or dispersive. It is satisfying that
even dispersive waves allow us to write the wave packet evolution in terms of Green’s functions
as in equation (49.62).

49.6.5 The case of non-dispersive waves
To help further understand the nature of the wave packet equation (49.62), and to connect it to
the non-dispersive Green’s function (9.232), consider a packet of non-dispersive waves for t ≥ 0

12To derive equation (49.64b), recall that the integral is over all of k-space.
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and in one space dimension.13 For this case the dispersion relation takes the form

ϖ(k) = Cp |k| =⇒ k · x−ϖ(k) t = k x− Cp |k| t, (49.65)

where Cp > 0 is the constant phase speed. In this case we make use of the Dirac delta expression
(8.113) in the form

δ(x) =
1

2π

ˆ ∞

−∞
ei k x dk =

2

2π

ˆ ∞

0
cos(k x) dk, (49.66)

so that

Ġ(x, t) =
1

2π

ˆ ∞

−∞
cos(k x− Cp |k| t) dk (49.67a)

=
1

2π

ˆ 0

−∞
cos(k x+ Cp k t) dk +

1

2π

ˆ ∞

0
cos(k x− Cp k t) dk (49.67b)

=
1

2π

ˆ ∞

0
cos(k x+ Cp k t) dk +

1

2π

ˆ ∞

0
cos(k x− Cp k t) dk (49.67c)

= [δ(x+ Cp t) + δ(x− Cp t)]/2. (49.67d)

= δ(Cp t− |x|)/2. (49.67e)

Hence, Ġ is built from two Dirac delta wave fronts that move in opposite directions at speed Cp.
Its time integral leads to the Green’s function as a Heaviside step function (see Section 7.5)

G(x, t) = H(Cp t− |x|)/(2Cp). (49.68)

To within a constant factor, the Green’s function (49.68) is the causal free space Green’s function
(9.220a) derived for the one dimensional non-dispersive waves. Making use of these results in
the wave packet equation (49.64b) leads to

Φ(x, t) =
1

2

ˆ ∞

−∞
δ(Cp t− |x− ξ|) Φ0(ξ) dξ +

1

2Cp

ˆ ∞

−∞
H(Cp t− |x− ξ|) Φ̇0(ξ) dξ (49.69a)

= [Φ0(x− Cp t) + Φ0(x+ Cp t)]/2 +
1

2Cp

ˆ x+Cp t

x−Cp t
Φ̇0(ξ) dξ. (49.69b)

For the second equality we used

ˆ ∞

−∞
H(Cp t− |x− ξ|) Φ̇0(ξ) dξ =

ˆ ∞

−∞
H(Cp t− |y|) Φ̇0(x+ y) dy (49.70a)

=

ˆ Cp t

−Cp t
Φ̇0(x+ y) dy (49.70b)

=

ˆ x+Cp t

x−Cp t
Φ̇0(ξ) dξ. (49.70c)

Evidently, for non-dispersive waves the initial condition, Φ0(x), splits in half as two signals
that propagate without distortion in opposite directions, whereas the initial tendency, Φ̇0(x),
contributes via an integral over the domain of influence, which is given by the spatial region
[x− Cp t, x+ Cp t] (see Figure 6.3 for a discussion of the domain of influence).

13This case corresponds to the infinite string discussed in Section 7.8 of Stakgold (2000b). We also consider
packets of non-dispersive waves in Section 49.7.7, with a focus on Gaussian packets.
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49.6.6 Wave trains and wave packets

Consider a wave train initialized according to14

Φ0(x) = Re[a(ϵx) eik0·x] = a(ϵx) cos(k0 · x), (49.71)

where a is a real x-space modulation function and ϵ−1, is a length scale that is large relative to
the wavelength of the carrier wave; i.e., ϵ−1 ≪ |k0|. Figure 49.5 provides an example of such a
wave train. A further modulation of the x-space wave train into a wave packet can be realized
by an amplitude that sets Φ0(x) to zero (or exponentially close to zero) for length scales larger
than ϵ−1.
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Figure 49.5: Example of a wave train comprised of a modulated amplitude function, a(ϵx), acting on a carrier
wave, eik0·x. The modulation function has a scale ϵ−1, which is large relative to that of the wave length, 2π/|k0|,
so that 2π/ϵ≪ |k0|.

For either a wave train or wave packet to be dominated by a single carrier wave of wavenumber
k0, the k-space wave amplitude must vanish for wavevectors outside of an ϵ range of k0

|A(k)| ≈ 0 for |k − k0| > ϵ. (49.72)

As a result, evolution of the x-space wave packet (49.47) is dominated by the dispersion relation
centerd on k0, thus motivating a Taylor series

k · x−ϖ(k) t ≈ k · x−ϖ(k0) t− (ka − k0a) [∂ka + (1/2) (kb − k0b) ∂ka∂kb ]ϖ(k0) t (49.73a)

= k0 · x− ω0 t+ (k − k0) · [x− cg t− (t/2) (kb − k0b) ∂kbcg], (49.73b)

where we made use of the summation convention15 and introduced the angular frequency, ω0,
and group velocity, cg, as defined by the dispersion relation evaluated at k0

ω0 = ϖ(k0) and cg = ∇kϖ(k0). (49.74)

Plugging the Taylor expansion (49.73b) into the wave packet (49.47) renders

Φ(x, t) = ei (k0·x−ω0 t) 1

(2π)3

ˆ
A(k) ei (k−k0)·x̃ dk = ei (k0·x−ω0 t)M(x, t). (49.75)

In this equation we introduced the moving position determined by the group velocity and its

14Note that the real operator, Re, will henceforth be dropped for brevity.
15We use the Cartesian version of the summation convention so there is no distinction between upstairs and

downstairs indices.
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derivative

x̃ = x− cg t− (t/2) (kb − k0b) ∂kbcg ⇐⇒ x̃a = xa − t ∂ϖ
∂ka
− (t/2) (kb − k0b)

∂2ϖ

∂ka∂kb
. (49.76)

The evolving packet in equation (49.75) represents a traveling plane carrier wave, ei (k0·x−ω0 t),
with the integral term providing a moving modulation function

M(x, t) ≡ 1

(2π)3

ˆ
A(k) ei (k−k0)·x̃ dk. (49.77)

We follow this discussion in Section 49.7 by studying one-dimensional Gaussian wave packets,
where we explicitly compute the x-space modulation function, and find that it is peaked at a
point following the group velocity,

xpeak = x− cg t, (49.78)

whereas the term, ∂kjcg, appearing in equation (49.76) gives rise to a spread or dispersion of the
x-space packet.

49.6.7 PDE for the wave packet modulation function

To further an understanding of wave packet evolution, we derive the partial differential equation
satisfied by the modulation function. For this purpose, take the space and time derivatives of
M(x, t) from equation (49.77) to find

∂M

∂t
=
−i

(2π)3

ˆ
A(k) (ka − k0a) (∂kaϖ + (1/2) (kb − k0b) ∂kb∂kaϖ) ei (k−k0)·x̃ dk (49.79a)

∂M

∂xa
=

i

(2π)3

ˆ
A(k) (ka − k0a) ei (k−k0)·x̃ dk (49.79b)

∂2M

∂xa∂xb
= − 1

(2π)3

ˆ
A(k) (ka − k0a) (kb − k0b) ei (k−k0)·x̃ dk, (49.79c)

which then leads to

(∂t + cg · ∇)M =
i

2

∂2ϖ

∂ka∂kb

∂2M

∂xa∂xb
. (49.80)

The left hand side reveals the time evolution of the modulation function following the group
velocity, with the group velocity evaluated at the carrier wavevector, k0. The right hand side is
a phase shifted (by π/2) transport of the modulation function by the dispersion tensor, K, with
the dispersion tensor determined by the second derivative of the dispersion relation evaluated at
the carrier wavevector, k0

Kab =
∂2ϖ

∂ka∂kb

∣∣∣∣
k=k0

. (49.81)

The dispersion tensor is symmetric, as appropriate for a diffusion tensor (Chapter 69). However,
there is no guarantee that it is positive-definite. Hence, dispersion can both broaden (as for
diffusion) or sharpen (as for anti-diffusion) the wave packet.

It is important to emphasize that dispersion is distinct from dissipation. Indeed, dissipation
is absent from this chapter. Evidently, modification of the modulation function arises from the
dependence of the phase velocity on the wavevector, hence the name “dispersion.” Dispersion is
a property inherent in the waves and has nothing to do with dissipation.
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49.6.8 Wave packets of non-dispersive waves

Much of the “interesting” behavior of wave packets appears for dispersive waves. Indeed, as we
here show, packets of non-dispersive waves propagate their initial condition without modification,
thus retaining their initial structure. We can understand this result by recalling that all waves
comprising the packet move with the same phase velocity, so that the group and phase velocities
are identical and constant. Hence, the packet maintains its initial organization of its waves as
the packet evolves.

A vanishing dispersion tensor (49.81) is one signature that the wave packet moves coherently
and without modification. As a result, the packet modulation function remains constant following
the group velocity,

(∂t + cg · ∇)M = 0 non-dispersive waves. (49.82)

The modulation function is given by equation (49.77) with a constant phase velocity

M(x, t) =
1

(2π)3

ˆ
A(k) ei (k−k0)·(x−cg t) dk = M(x− cg t), (49.83)

which means that the wave packet (49.75) evolves according to

Φ(x, t) = ei (k0·x−ω0 t)M(x− cg t). (49.84)

Indeed, returning to the original form (49.75) of the wave packet we find that for non-dispersive
waves

Φ(x, t) = ei (k0·x−ω0 t) 1

(2π)3

ˆ
A(k) ei (k−k0)·(x−cg t) dk (49.85a)

=
1

(2π)3

ˆ
A(k) eik·(x−cg t) dk (49.85b)

= Φ0(x− cg t), (49.85c)

where we introduced the initial condition, Φ0, from equation (49.56a). Evidently, packets of
non-dispersive waves translate their initial condition without any alteration, with translation
determined by the group velocity as determined by the carrier wavevector, k0. We make this
result compatible with the one dimensional case found in equation (49.69b) by noting that here
we only focus on the carrier wavenumber, whereas for the one dimensional packet in equation
(49.69b) we considered both the carrier wavenumber, ko, and its opposite, −ko. However, for a
wave packet, we generally focus only on the group velocity determined by the carrier wave since
any other wavevectors outside the local neighborhood have an exponentially small amplitude.
We consider this result for the specific case of a Gaussian wave packet in Section 49.7.7, with
further comment in Section 49.7.9.

49.6.9 Wave function PDE implied by the dispersion relation

Typically when studying waves we start with a partial differential equation in space and time,
linearize this equation, and then insert a plane wave ansatz to determine a dispersion relation.
Here we follow in a manner analogous to that in Section 49.6.7 and seek the partial differential
equation satisfied by the wave function, now assuming knowledge of the dispersion relation as
might be provided by measurements of wave properties. The method is best illustrated by an
example, here taken as that for a planetary Rossby wave for the horizontally non-divergent
barotropic model (Section 54.3.4)

ϖ(k) = −β kx/|k|2, (49.86)
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where β = ∂yf ≥ 0 is the meridional derivative of the Coriolis parameter, and k = kx x̂+ ky ŷ is
a two-dimensional wavevector. Now build a wave function from such waves, where the wave
function is written as in equation (49.47)

Φ(x, t) =
1

(2π)3

ˆ
A(k) ei (k·x−ϖ t) dk =

1

(2π)3

ˆ
A(k) ei (k·x+t β kx/|k|

2) dk. (49.87)

What is the partial differential equation satisfied by this wave function?

To answer this question we proceed as in Section 49.6.7 for the modulation function by taking
partial derivatives in space and time, and noting that the integral for the wave function is over
k-space so that space and time derivatives commute with the integral. Hence, the Laplacian of
the wave function is given by

∇2Φ = − 1

(2π)3

ˆ
A(k) |k|2 ei (k·x−ϖ t) dk, (49.88)

and its time derivative is

∂t(∇2Φ) =
i

(2π)3

ˆ
A(k)ϖ |k|2 ei (k·x−ϖ t) dk (49.89a)

= − iβ

(2π)3

ˆ
A(k) kx e

i (k·x−ϖ t) dk (49.89b)

= −β ∂xΦ, (49.89c)

which then leads to the linear partial differential equation

∂t(∇2Φ) + β ∂xΦ = 0. (49.90)

As we see in Chapter 54, equation (49.90) is the linearized version of the vorticity equation
(54.29) with zero background flow, and solutions of this equation are planetary Rossby waves.
Consequently, equation (49.90) describes the evolution of a packet of planetary Rossby waves in
a two-dimensional non-divergent barotropic fluid.

49.6.10 Standing wave packets

The wave packet (49.47) can be written in the form

Φ(+)(x, t) =
1

(2π)3

ˆ
A(k) ei [k·x−ϖ(k) t] dk =

1

(2π)3

ˆ
A(k) ei |k|[Sk̂−Cp t] dk, (49.91)

where
Sk̂ = k̂ · x (49.92)

is the phase distance from equation (49.32), and Cp = ϖ(k)/|k| > 0 is the phase speed. As
noted in Section 49.6.1, the phase speed is a constant for non-dispersive waves, whereas for
dispersive waves it is a function of the wavevector, Cp = Cp(k). We introduce the + notation on
the packet (49.91) to distinguish from the oppositely traveling packet, Φ(−), defined according to

Φ(−)(x, t) =
1

(2π)3

ˆ
A(−k) e−i [k·x+ϖ(k) t] dk. (49.93)

If the amplitude function has even parity

A(−k) = A(k), (49.94)
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then Φ(−)(x, t) = Φ(+)(−x, t), in which case the sum of these two traveling packets is a standing
wave packet

Φ(−)(x, t) + Φ(+)(x, t) =
2

(2π)3

ˆ
A(k) e−iϖ(k) t cos(k · x) dk if A(−k) = A(k), (49.95)

and the initial condition is the inverse cosine transform of A(k)

Φ(−)(x, t = 0) + Φ(+)(x, t = 0) =
2

(2π)3

ˆ
A(k) cos(k · x) dk if A(−k) = A(k). (49.96)

Recall that to ensure the wave function is real, then the amplitude function must satisfy
conjugate symmetry via equation (49.94). Hence, with the further assumption of even parity
(49.94), then the amplitude function, A(k), is real, in which case we indeed see that Φ(−)(x, t =
0) + Φ(+)(x, t = 0) is a real function.

As seen in Section 49.7.5, we generally consider Gaussian packets that include modulated
traveling waves, so that such wave packets have amplitude functions that are not even functions of
the wavevector, A(−k) ̸= A(k). Even so, the present discussion identifies the general properties
satisfied by standing waves, which occur, for example, in bounded regions (e.g., see Section 52.8
for standing gravity waves in a closed basin).

49.7 Wave packets in one-dimension

In this section we study a variety of packets moving in one space dimension.16 Doing so provides
a pedagogical means to explicitly reveal some of the general ideas developed in Section 49.6. We
give particular attention to the Gaussian wave packet since it allows for analytic expressions
that serve pedagogical needs.17

49.7.1 The positive wave packet
For a packet built from plane waves traveling in the +x̂ direction, we write the wavevector as
k = k x̂ with wavenumber k ≥ 0 so that a positive-traveling packet takes the form

Φ(+)(x, t) =
1

2π

ˆ ∞

0
A(k) ei (k x−ϖ t) dk. (49.97)

49.7.2 The negative wave packet
A packet moving in the negative x̂ direction is built from plane waves with k = −k x̂, again
with wavenumber k ≥ 0, so that

Φ(−)(x, t) =
1

2π

ˆ ∞

0
A(−k) e−i [k x+ϖ t] dk. (49.98)

Observe that Φ(−)(x, t) can be written in the equivalent form

Φ(−)(x, t) =
1

2π

ˆ ∞

0
A(−k) e−i [k x+ϖ t] dk =

1

2π

ˆ 0

−∞
A(k) ei [k x−ϖ t] dk, (49.99a)

16Section 7.8 of Stakgold (2000b) provides a thorough discussion of one-dimensional waves, such as those
propagating on a string.

17As a wave packet in one-dimension, the wave function Φ has dimensions of its amplitude function, A, times
inverse length. In three dimensions, in contrast, the wave function has dimensions of A times inverse volume as
in equation (49.47).
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where we assumed that the dispersion relation has even parity

ϖ(k) = ϖ(−k) > 0. (49.100)

This assumption for the dispersion relation does not hold for all waves (e.g., Rossby waves).
When it does hold, it means that a wave traveling to the right with wavenumber k has the
same angular frequency as a wave traveling to the left with the same wavenumber. The equality
(49.99a) allows us to interpret integration over negative wavenumbers to represent a wave packet
traveling in a direction opposite to the sense suggested by the phase relation. That is, the phase
k x−ϖ t suggests a positive traveling packet, but the packet is actually a negative packet since
the integration extends over negative wavenumbers.

49.7.3 The positive-negative wave packet
The sum of the positive packet (49.97) and negative packet (49.99a) leads us to define the
positive-negative packet

Φ(+−)(x, t) = Φ(+)(x, t) + Φ(−)(x, t) =
1

2π

ˆ ∞

−∞
A(k) ei (k x−ϖ t) dk. (49.101)

49.7.4 The positive-positive wave packet
This final wave packet is designed to travel in a single direction, which defines the positive-positive
packet

Φ(++)(x, t) =
1

2π

ˆ ∞

−∞
A(k) ei k (x−Cp t) dk, (49.102)

where Cp = ϖ/|k| > 0 is the phase speed. It is revealing to decompose this packet as18

Φ(++)(x, t) =
1

2π

ˆ 0

−∞
A(k) ei k (x−ϖ t/|k|) dk +

1

2π

ˆ ∞

0
A(k) ei k (x−ϖ t/|k|) dk (49.103a)

=
1

2π

ˆ 0

−∞
A(k) ei (k x+ϖ t) dk +

1

2π

ˆ ∞

0
A(k) ei (k x−ϖ t) dk. (49.103b)

The second integral equals to Φ(+)(x, t), whereas the first is new. Again, both contributions to
Φ(++)(x, t) move in the +x̂ direction.

49.7.5 Initial uncertainty relation for a Gaussian packet

The initial condition for both Φ(+−) and Φ(++) are the same, which we write as

Φ0(x) = Φ(+−)(x, 0) = Φ(++)(x, 0) =
1

2π

ˆ ∞

−∞
A(k) ei k x dk. (49.104)

The specific case of a Gaussian wave packet offers insight into the physics while allowing for
analytically tractable expressions. Specifically, consider the k-space representation of a wave
packet with a Gaussian spread around a central wavevector, k0 = ko x̂. We choose the wave
amplitude as

A(k) = A e−σ(k−ko)
2
, (49.105)

where A > 0 is a real constant and σ > 0 has dimensions of squared length. If we choose
the central wavenumber to be positive, ko > 0, then the wave packet is dominated by plane

18In deriving equation (49.103b), it is important to remember that ϖ > 0 for all wavenumbers.
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waves moving in the +x̂ direction. Referring to the discussion in Section 49.6.10, note that
A(k) ̸= A(−k) when ko ̸= 0. As we will see, if ko = 0 then we have a Gaussian packet without
any modulated plane waves.

Width of the initial wave packet in k-space

The squared modulus of the k-space wave packet (49.105) provides a measure of the packet’s
intensity

|A(k)|2 = A2 e−2σ(k−ko)2 , (49.106)

with the intensity peaked at the wavenumber k = ko and declining to e−1 times the maximum for

k = ko ± (2σ)−1/2 =⇒ ∆ke-fold ≡ 2 (2σ)−1/2, (49.107)

where ∆ke-fold measures the k-space width of the wave packet. We say that the k-space width of
the packet is narrow band for σ large, in which the packet is concentrated around k = ko since
∆ke-fold → 0.

The initial wave packet in x-space

The inverse Fourier transform of the k-space wave function (49.105) leads to the initial condition
for the x-space wave function (49.104)

Φ0(x) =
A

2π

ˆ ∞

−∞
e−σ (k−ko)2 ei k x dk =

A ei ko x

2π

ˆ ∞

−∞
e−σ q

2
ei q x dq, (49.108)

with the corresponding initial conditions for the positive and negative wave packets

Φ(+)(x, 0) =
A

2π

ˆ ∞

0
e−σ (k−ko)2 ei k x dk =

A ei ko x

2π

ˆ ∞

−ko
e−σ q

2
ei q x dq (49.109a)

Φ(−)(x, 0) =
A

2π

ˆ 0

−∞
e−σ (k−ko)2 ei k x dk =

A ei ko x

2π

ˆ −ko

−∞
e−σ q

2
ei q x dq. (49.109b)

With the central wavenumber assumed positive, ko > 0, observe that the initial negative wave
packet, Φ(−)(x, 0), has an exponentially small amplitude since the integral in equation (49.109b)
never samples q = k − ko = 0. In contrast, Φ(+)(x, 0) samples q = 0 so that

Φ0(x) = Φ(+)(x, 0) + Φ(−)(x, 0) ≈ Φ(+)(x, 0). (49.110)

Although there is no exact closed form expression for the initial conditions, Φ(+)(x, 0) and
Φ(−)(x, 0), we can evaluate the integral for Φ0(x) in equation (49.108). First observe that

ˆ ∞

−∞
e−σ q

2
sin(q x) dq = 0, (49.111)

since the Gaussian is symmetric under q → −q, whereas sin(q x) switches sign. Hence, expanding
the imaginary exponential in equation (49.108) according to Euler’s identity leaves only the
cosine contribution, so that19

Φ0(x) =
A ei ko x

2π

ˆ ∞

−∞
e−σ q

2
cos(q x) dq =

A ei ko x

2π

√
π

σ
e−x

2/(4σ), (49.112)

where we made use of an integral table for the final equality (e.g., integral 679 of Beyer (1973)).

19The integral in equation (49.112) is also encountered in Section 8.5.3 when studying Fourier transforms.
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Evidently, the initial wave packet, Φ0(x), in equation (49.112) consists of a single plane wave,
ei ko x, modulated by the Gaussian, e−x

2/(4σ). In this manner the plane wave, which is defined
for all space, has been localized in space by the Gaussian modulation function. In Figure 49.6
we illustrate a Gaussian wave packet of the form (49.112).

If we choose the central wavenumber to be zero, ko = 0, then the wavenumber amplitude
function has even parity, A(k) = A(−k). The wave function, Φ0(x), in equation (49.112)
reduces to just the Gaussian modulation function without a carrier wave, so that Figure 49.6
reduces to just the positive Gaussian modulation function. Hence, the ko = 0 limit results in
a Gaussian signal, constructed with a continuum of plane waves, yet without any modulated
carrier wave.

∆xe-fold

2π/|k0|
1/∆xe-fold

k0

Figure 49.6: Left panel: example of a Gaussian wave packet, Φ0(x), of the form given by the real part of
equation (49.112), with 2π/|ko| wavelength for the modulated carrier wave. From equation (49.113) we also show
∆xe-fold = 2 (2σ)1/2 ≫ 2π/|ko|, which determines the e-folding width of the squared modulus of the packet. The
plane wave, ei ko x, is referred to as the carrier wave. Right panel: the k-space Gaussian amplitude function
(49.105). Units are arbitrary in both panels.

The uncertainty relation

The squared modulus of the x-space wave function (49.112) is proportional to exp[−x2/(2σ)],
which has an e-folding width

∆xe-fold = 2 (2σ)1/2. (49.113)

This x-space wave function spread exactly complements its k-space spread (49.107), so that
their product is a constant

∆xe-fold ∆ke-fold = 4. (49.114)

The precise value of the constant is not important since it depends on the somewhat arbitrary
choices made for defining ∆x and ∆k. What is important is that if we narrow the wavenumber
band by increasing σ and thus making A(k) more sharply peaked, then we broaden the x-space
width of the wave function. That is, a narrow Gaussian wave packet in k-space leads to a broad
wave packet in x-space. The complement holds, whereby a narrow packet in x-space leads
to a broad packet in k-space. This tradeoff holds for general wave packets, whereby it is not
possible to have a narrow packet in both x-space and k-space. We refer to equation (49.114)
as an uncertainty relation. It is a fundamental feature of quantum wave mechanics, where it is
known as the Heisenberg uncertainty principle (e.g., Chapter 3 of Bohm (1951) or Chapter 2 of
Gasiorowicz (1974)). We also encountered this relation when studying the Fourier transform of
a Gaussian function in Section 8.5.3.
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49.7.6 Extreme examples of the uncertainty relation

The uncertainty relation is a bit odd on first encounter. Why is it impossible to know arbitrarily
precise information about both the k-space location and x-space location of a wave packet? The
answer fundamentally boils down to the dual relation between these two spaces. As a means to
further exemplify this relation, and thus to build understanding, we consider the most extreme
example of the uncertainty relation.20

First assume we know that the k-space wave function is a single plane wave with just one
wavevector, k = ko x̂. In this case the k-space amplitude function is

A(k) = a0 δ(k − ko), (49.115)

where a0 is a constant and δ is the Dirac delta discussed in Chapter 7. Note that δ(k − ko) has
physical dimensions of length and is normalized so that

ˆ ∞

−∞
δ(k − ko) dk = 1. (49.116)

The sifting property of the Dirac delta (Section 7.2) yields the x-space wave function

Φ0(x) =
a0
2π

ˆ ∞

−∞
δ(k − ko) e

i k x dk =
a0 e

i ko x

2π
. (49.117)

So although we know the precise k-space position, k = ko, we have zero information about the
wave function’s x-space position. That is, the wave function is a pure carrier wave without any
modulation function so that the wave function is equally present throughout all space.

We turn the table by assuming precise x-space information, in which case the modulation
function is a Dirac delta

Φ0(x) = ϕ0 δ(x− x0), (49.118)

where ϕ0 is a constant and δ(x− x0) is normalized so that

ˆ ∞

−∞
δ(x− x0) dx = 1. (49.119)

We say that the modulation function has exactly specified the spatial position of this packet. Yet
the price to pay for this precise x-space information is that there is zero information concerning
the k-space location since

A(k) = ϕ0

ˆ ∞

−∞
δ(x− x0) e−i k x dx = ϕ0 e

−i k x0 . (49.120)

That is, the carrier wave can be any plane wave with arbitrary wavenumber, k. So although we
know the precise x-space position, x = x0, we have zero information about the wave function’s
k-space position. That is, the wave function carries precise x-space information (delta modulated)
yet zero k-space information.

20For a similar example, see Section 8.5.1 where we discuss the Fourier transform of the Dirac delta.
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49.7.7 Evolution of a non-dispersive Gaussian wave packet

We now study the evolution of the x-space wave functions, Φ(+−)(x, t) and Φ(++)(x, t). Starting
with the positive-negative wave function, recall that it evolves according to equation (49.101)

Φ(+−)(x, t) =
1

2π

ˆ ∞

−∞
A(k) ei (k x−ϖ t) dk =

A

2π

ˆ ∞

−∞
e−σ (k−ko)2 ei [k x−ϖ(k) t] dk. (49.121)

This integral offers a complete space and time specification of Φ(+−)(x, t). Even so, it is useful
to massage the integral to garner insight into the physics of this evolving pattern. We do so in
this section for the case of non-dispersive waves, where we show that the x-space wave packet
propagates the initial wave packet without alteration. This result is expected since non-dispersive
waves are described by hyperbolic partial differential equations that translate initial patterns
without alteration (Section 49.3.1). Furthermore, we already proved this result for a general
packet of non-dispersive waves in Section 49.6.8. Even so, it is useful to expose the details in the
context of the one dimensional Gaussian packets. Doing so offers insights into certain features of
wave packets, and provides practice for the technically more challenging case of dispersive waves
in Section 49.7.8.

Evolution of a Gaussian Φ(+−)(x, t) packet of non-dispersive waves

As already encountered in this chapter, a non-dispersive wave is characterized by a dispersion
relation with a constant phase speed

ω = ϖ = Cp |k|. (49.122)

Such waves are said to be non-dispersive since waves with arbitrary wavenumber travel at the
same phase speed. The absolute value sign in the dispersion relation (49.122) means that the
relation has a continuous derivative only when k ≠ 0. In that manner, it is a linear dispersion
relation only when k ̸= 0. Care must be exercised to account for the sign swap when moving
across k = 0, with this movement corresponding to waves moving in opposite directions as seen
earlier in Section 49.6.5.

The x-space wave packet (49.121) propagates according to

Φ(+−)(x, t) =
A

2π

ˆ ∞

−∞
e−σ (k−ko)2 ei (k x−|k|Cp t) dk (49.123a)

=
A

2π

ˆ ∞

0
e−σ (k−ko)2 ei k (x−Cp t) dk +

A

2π

ˆ 0

−∞
e−σ (k−ko)2 ei k (x+Cp t) dk (49.123b)

=
A

2π

ˆ ∞

0
e−σ (k−ko)2 ei k (x−Cp t) dk +

A

2π

ˆ ∞

0
e−σ (k+ko)2 e−i k (x+Cp t) dk (49.123c)

= Φ(+)(x− Cp t, 0) + Φ(−)(x+ Cp t, 0), (49.123d)

where we made use of equations (49.109a) and (49.109b) for the Φ(+) and Φ(−) initial conditions.
Evidently, the x-space wave packet splits from its initial condition into positive and negative
propagating wave packets, and the packets move without altering their respective initial conditions.
However, as already discussed for the initial conditions leading up to equation (49.110), the
wave packets are not symmetric reflections of each other if ko ≠ 0. In fact, Φ(−) is exponentially
smaller than Φ(+) if ko > 0.
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Evolution of a Gaussian Φ(++)(x, t) packet of non-dispersive waves

Now consider evolution of the Φ(++) packet (49.102) built from non-dispersive waves. In this
case we can perform the integral to produce

Φ(++)(x, t) =
A

2π

ˆ ∞

−∞
e−σ (k−ko)2 ei k (x−Cp t) dk (49.124a)

=
A

2π
ei ko (x−Cp t) e−(x−Cp t)2/(4σ)

ˆ ∞

−∞
e−σ [q−i (x−Cp t)/(2σ)]2 dq (49.124b)

=
A ei ko (x−Cp t)

2π

√
π

σ
e−(x−Cp t)2/(4σ). (49.124c)

The second equality resulted from completing the square in the exponential, and the final equality
evaluated the integral using methods from complex analysis.21 Comparing the expression in
equation (49.124c) to the initial wave packet in equation (49.112) reveals that

Φ(++)(x, t) = Φ(++)(x− Cp t, 0) = Φ0(x− Cp t). (49.125)

As noted in Section 49.7.4, the initial condition for Φ(++)(x, t) is propagated in the positive
direction as a single coherent packet, which contrasts to the splitting found for the packet
Φ(+−)(x, t) in equation (49.123d).

49.7.8 Evolution of a dispersive Gaussian wave packet
Most geophysical waves are dispersive. As we see in the following, dispersive waves render
a spreading of the x-space wave packet as it evolves, along with a decay in its amplitude.
Furthermore, the packet moves at the group velocity, which, for dispersive waves, is distinct
from the phase velocity. To reveal these properties analytically, we here characterize evolution
of the Φ(+−) wave packet when constructed with dispersive waves, following steps taken for the
general case in Section 49.6.6. Though straightforward, the maths is more tedious than for the
non-dispersive packets from Section 49.7.7.

Taylor expanding the phase function

To examine the propagation of a dispersive wave packet, we Taylor expand the dispersion relation
around the central wavenumber, k = ko, and assume the packet is relatively narrow band in
wavevector space. With these assumptions we truncate the Taylor series at second order

ϖ(k) ≈ ϖ(ko) + (k − ko)

[
dϖ

dk

]
k=ko

+
(k − ko)

2

2

[
d2ϖ

dk2

]
k=ko

(49.126a)

≡ ω0 + (k − ko) cg + (k − ko)
2 µ. (49.126b)

We here introduced the one-dimensional group velocity evaluated at k = ko

cg = x̂ cg = x̂

[
dϖ

dk

]
k=ko

. (49.127)

Recall from its definition in equation (49.26) that the phase speed is positive by definition,
Cp > 0. In contrast, cg can be positive or negative, or even zero, depending on the slope of
the dispersion relation at k = ko. In equation (49.126b) we also introduced one-half the second

21More precisely, it makes use of the calculus of residues, with Section GI in Cohen-Tannoudji et al. (1977)
providing a discussion and Appendix A9 of Fetter and Walecka (2003) providing a tutorial for physicists.
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derivative of the dispersion relation (dimensions of L2/T )

µ =
1

2

[
d2ϖ

dk2

]
k=ko

. (49.128)

As shown below, a nonzero µ leads to an x-space modification of the wave packet shape, and
generally leading to a reduction in the packet’s amplitude (regardless the sign of µ).

Performing the integral

Making use of the Taylor expansion (49.126b) yields the approximate form of the phase function
appearing in the x-space wave packet (49.121)

k x−ϖ(k) t = (k − ko)x+ ko x− t [ω0 + cg (k − ko) + µ (k − ko)
2] (49.129a)

= (ko x− ω0 t) + (x− cg t) (k − ko)− t µ (k − ko)
2. (49.129b)

As a result, the x-space wave packet takes on the approximate form

Φ(+−)(x, t) ≈ A ei (ko x−ω0 t)

2π

ˆ ∞

−∞
e−(σ+iµ t) (k−ko)2+i (k−ko) (x−cg t) dk (49.130a)

=
A ei (ko x−ω0 t)

2π

ˆ ∞

−∞
e−(σ+iµ t) q2+i q (x−cg t) dq, (49.130b)

where the second equality made use of the same substitution, q = k − ko, used when evaluating
the integral for the initial value wave packet in Section 49.7.5. Introducing the shorthand

α = x− cg t and β = σ + iµ t, (49.131)

proves useful for completing the square in the integral exponential

−(σ + iµ t) q2 + i q (x− cg t) = −β [q − iα/(2β)]2 − α2/(4β), (49.132)

which brings the x-space wave packet (49.130b) to the form22

Φ(+−)(x, t) =
A ei (ko x−ω0 t) e−α

2/(4β)

2π

ˆ ∞

−∞
e−β [q−iα/(2β)]2 dq (49.133a)

=
A ei (ko x−ω0 t)

2π

√
π

β
e−α

2/(4β). (49.133b)

We next expose a complex exponential multiplied by a real exponential

Φ(+−)(x, t) =
A ei (ko x−ω0 t)

2
√
π

e−[(x−cg t)2/(4 (σ+iµ t))]

√
σ + iµ t

(49.134a)

=
A ei (ko x−ω0 t)

2
√
π

e
i
[

(x−cg t)2 µ t

4 (σ2+(µ t)2)

]
e
− (x−cg t)2 σ

4 (σ2+(µ t)2)

√
σ + iµ t

(49.134b)

=
A ei (ko x−ω0 t)

2
√
π

e
i
[

(x−cg t)2 µ t

4 (σ2+(µ t)2)
+φ/2

]
e
− (x−cg t)2 σ

4 (σ2+(µ t)2)

[σ2 + (µ t)2]1/4
, (49.134c)

where tanφ = −µ t/σ.
22The integral in equation (49.133b) is evaluated using complex analysis as discussed in Section GI of Cohen-

Tannoudji et al. (1977) as well as Section 54 and Appendix A9 of Fetter and Walecka (2003).
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Interpreting the wave packet

The phase factor in the x-space wave packet (49.134c)

P = (ko x− ω0 t) +
(x− cg t)2 µ t
4 (σ2 + (µ t)2)

+ φ/2, (49.135)

equals to that for a non-dispersive wave, ko x−ω0 t, plus a space and time dependent phase shift
that is nonzero for dispersive waves (µ ̸= 0). The phase shift simplifies for points following the
group velocity, x = cg t, and it is here that the Gaussian exponential is maximized

Φ(+−)(x = cg t, t) =
A ei (ko x−ω0 t+φ/2)

2
√
π [σ2 + (µ t)2]1/4

. (49.136)

Evidently, as the x-space wave packet moves with the group velocity (which can be either signed),
its amplitude declines according to |µ t|−1/2. The t−1/2 decay of the packet amplitude is also
found from the method of stationary phase for dispersive packets considered in Section 49.8.3.

Time dependent uncertainty relation

As for the k-space packet in Section (49.7.5), we consider the squared modulus of the x-space
packet (49.134c) as a measure of its intensity

|Φ(+−)(x, t)|2 = A2 e
− (x−cg t)2 σ

2 (σ2+(µ t)2)

4π [σ2 + (µ t)2]1/2
. (49.137)

The e-folding width of |Φ(x, t)|2 is revealed by setting the decaying exponential to unity, which
leads to

x = cg t± (2σ)1/2
[
1 + (µ t/σ)2

]1/2
=⇒ ∆xe-fold = 2 (2σ)1/2

[
1 + (µ t/σ)2

]1/2
. (49.138)

Multiplying by the time-independent k-space packet width (49.107) leads to the time dependent
uncertainty relation

∆xe-fold ∆ke-fold = 2 (2σ)1/2
[
1 + (µ t/σ)2

]1/2
2 (2σ)−1/2 = 4

[
1 + (µ t/σ)2

]1/2
. (49.139)

The time dependent uncertainty relation starts from its initial condition (49.114) at t = 0,
and then grows as t1/2. For non-dispersive waves (µ = 0), the uncertainty relation is time-
independent, which is expected since non-dispersive waves translate the initial packet without
changing the properties of the packet.

49.7.9 The non-dispersive limit of a dispersive packet
We set the spreading parameter, µ, to zero for for non-dispersive waves, in which case µ = 0 =⇒
φ = 0. In this limit the wave packet (49.134c) takes on the form

µ = 0 =⇒ Φ(+−)(x, t) =
A ei ko (x−cg t)

2π

√
π

σ
e−(x−cg t)2/(4σ). (49.140)

If we set cg = Cp then this result corresponds to equation (49.124c), which is the non-dispersive
form of the packet Φ(++)(x, t).

So why did the non-dispersive limit not reduce to equation (49.123d), which is the non-
dispersive form of Φ(+−)(x, t)? The reason is that when performing the Taylor series expansion
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for the dispersive packet, we only picked out the group velocity at the single wavenumber, k = ko.
Hence, we can only get one of the two packets comprising Φ(+−)(x, t) in equation (49.123d).
Namely, we ignore the exponentially small packet using the Taylor series approach. Furthermore,
note that cg can be positive or negative for dispersive waves (indeed, it can even be zero). In
contrast, Cp is the phase speed and that is always positive. So in the case of cg = −Cp < 0 then
equation (49.140) is a negative moving wave packet.

So in summary, the non-dispersive limit of a dispersive packet does not exactly correspond
to the purely non-dispersive packet due to a few subtleties. In particular, if one cares about the
exponentially small packet exposed with the non-dispersive analysis in Section 49.7.7, then it is
necessary to follow the approach taken in that section rather than taking the non-dispersive
limit of dispersive waves as considered here.

49.7.10 Comments and further study

The study of wave packets in this section revealed properties that appear throughout the study
of waves. First, there is the uncertainty relation, whereby a packet that is narrow banded in
wavevector space is broad banded in position space, and conversely. Second, dispersive wave
packets have a modulation function that is modified with time, thus producing a time dependent
uncertainty relation. Regardless the sign of the dispersion coefficient, µ (equation (49.128)), the
packet amplitude decays in time and the uncertainty grows. We see this behavior for generic
wave packets when studying the stationary phase method in Section 49.8. Third, the center of
the packet moves with the group velocity rather than phase velocity, with the two velocities
distinct for dispersive waves. We also encountered this property in Section 49.6.7 when studying
how the wave packet modulation function evolves. It will appear again in Chapter 50 when
studying how energy (or more generally the wave action) propagates with the wave field.

The study of wave packets and their evolution is a central concern of quantum mechanics.
Most books on the subject have a discussion of quantum wave packets at the level discussed
here. In particular, we made use in this section of Chapter 3 of Bohm (1951), Chapter 2 of
Gasiorowicz (1974), and Section GI of Cohen-Tannoudji et al. (1977). We also followed Section
54 of Fetter and Walecka (2003), who consider wave packets built from surface gravity waves.
However, it is notable that the distinctions we made here between positive and negative moving
packets in Section 49.7.7 are not considered by this literature.

49.8 Method of stationary phase
As shown in Section 49.6.8, a packet of non-dispersive waves holds its initial condition unchanged
as it propagates at the phase speed. This evolution is exact. Hence, we know everything about
a packet of non-dispersive waves for all time, given the phase velocity and the initial conditions.

The situation is more complicated for packets of dispersive waves, whose modulation function
changes its shape due to wave dispersion. We encountered such behavior when introducing wave
trains and wave packets in Section 49.6.6, as well as when studying Gaussian wave packets of
dispersive waves in Section 49.7. In the present section we study the long-time behavior for a
packet of dispersive waves using the method of stationary phase. From the Gaussian wave packet
study in Section 49.7.8, we expect the packet to decay according to t−1/2, as revealed by the
exact Gaussian packet results in Section 49.7. Here we show that this t−1/2 behavior is generic
for packets of dispersive waves.

For analytical simplicity we focus on a wave function in one space dimension, written as

Φ(x, t) =
1

2π

ˆ kb

ka

A(k) eih(k) t dk, (49.141)
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whereA(k) is the amplitude function, h(k) is a real phase function, and we focus on a wavenumber
interval k ∈ [ka, kb]. For example, with a plane wave we have

h(k) = k x/t−ϖ(k), (49.142)

where ϖ(k) is the dispersion relation. Note that for the integral in equation (49.141), x and
t are considered parameters, so we only expose the k dependence to the phase function, h(k).
Finally, with a focus on dispersive waves we assume

ϖ′′(k) ̸= 0. (49.143)

49.8.1 Riemann-Legesque lemma and center of the packet

As t → ∞, the wave packet’s integrand, A(k) eih(k) t, oscillates faster. Consequently, terms
in the integral cancel since the oscillations dominate any behavior of the amplitude (which is
assumed smooth). Indeed, the Riemann-Legesque lemma states that the integral has a zero limit
as t→∞, so long as the amplitude function is integrable and finite.

Contributions to the wave packet are maximized when two elements of the integrand align.
First we want to maximize the amplitude, which for a wave packet is assumed to be maximized
in a small interval surrounding a wavenumber, ko or ko. Next we want the phase function to be
in a small neighborhood of an extrema, which is where h′(k) = 0. Aligning this phase extrema
with the amplitude maximum means we want space-time locations where h′(ko) = 0. For a
packet built from plane waves, h′(ko) = 0 occurs at a specific space-time point determined by
the group velocity

h′(ko) = x/t− cg = 0 =⇒ x/t = cg, (49.144)

where
cg = cg(ko) = ϖ′(ko) (49.145)

is the group velocity for the packet as determined at the wavenumber, ko, where the amplitude
has its maximum. Evidently, the center of the wave packet (i.e., where the packet has its
maximum amplitude) is located at

xcenter = t cg, (49.146)

so that the center moves at the group velocity. This result for the packet center was previously
found using different approaches in Sections 49.6.6, 49.7.7, and 49.7.8.

In addition to wanting information about the packet center, it is useful to know about its
amplitude which, according to Riemann-Legesque, decays to zero as time increases. To get an
expression for the amplitude modulation requires some work, which is the topic of the remainder
of this section.

49.8.2 Wavenumber intervals with no phase extrema
Consider the case whereby the phase has no extrema within the chosen wavenumber interval,
k ∈ [ka, kb], so that h′(k) ̸= 0. This assumption allows us to use integration by parts in the form

ˆ kb

ka

v du = [u v]
∣∣kb
ka
−
ˆ kb

ka

udv, (49.147)

where
v = A/h′ and u = eih t/(i t), (49.148)

so that
v du = (A/h′) d[eih t/(i t)] = A eih t dk, (49.149)
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and
udv = [eih t/(i t)] d(A/h′). (49.150)

We can thus write the integral as

2πΦ =
1

i t

[
(A/h′) eih t

∣∣∣∣kb
ka

−
ˆ kb

ka

eih t d(g/h′)

]
∼ O(t−1). (49.151)

The key point is that the integral decays as t−1 for wavenumber intervals, k ∈ [ka, kb], where the
phase, h(k), has no extrema.

49.8.3 Wavenumber interval including a phase extrema

We expect that contributions from regions near an extrema decay slower in time, since near
those regions the phase does not oscillate so rapidly.23 In particular, as noted in Section 49.8.1,
we expect that the packet center follows a point in space determined by the group velocity. We
thus consider the case where the phase has an extrema at the wavenumber ko, which is now
included in the interval: ko ∈ [ka, kb], in which case we Taylor expand the phase

h(k) = h(ko)+h
′(ko) (k−ko)+(k−ko)

2 h′′(ko)/2+ ... = h(ko)+(k−ko)
2 h′′(ko)/2+ ..., (49.152)

where we set
h′(ko) = 0 (49.153)

since it is an extrema. We showed in Section 49.8.2 that wavenumber regions where there is no
extrema contribute terms of order O(t−1) to the integral. We now show that regions including
an extrema decay like O(t−1/2), thus allowing us to focus on the region surrounding the packet
center,

ko − 1/
√
2σ ≤ k ≤ ko + 1/

√
2σ. (49.154)

We introduced 1/
√
2σ as a measure of the packet width, such as used for the Gaussian packet in

equation (49.107). We thus have the integral

2πΦ = ei t h(ko)
ˆ ko+1/

√
2σ

ko−1/
√
2σ

A(k) ei t (k−ko)
2 h′′(ko)/2 dk +O(t−1). (49.155)

Changing variables to a shifted wavenumber ℓ = k − ko gives the expression

2πΦ = ei t h(ko)
ˆ 1/

√
2σ

−1/
√
2σ

A(ℓ+ ko) e
i t ℓ2 h′′(ko)/2 dℓ+O(t−1). (49.156)

One more change in variables to p = ℓ
√
t renders the integral

2πΦ = t−1/2 ei t h(ko)
ˆ 1/

√
2σ

−1/
√
2σ

A(p t−1/2 + ko) e
i p2 h′′(ko)/2 dp+O(t−1). (49.157)

We simplify the integrand by performing a Taylor expansion

A(p t−1/2 + ko) = A(p0) +O(t−1/2), (49.158)

23According to Section 11.3 of Whitham (1974), this insight is originally due to Lord Kelvin.
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so that, keeping only terms of order t−1/2, brings about the integral

2πΦ = t−1/2A(ko) e
i t h(ko)

ˆ √t/2σ
−
√
t/2σ

ei p
2 h′′(ko)/2 dp+O(t−1). (49.159)

For a dispersive packet with non-zero h′′(ko), the t→∞ limit allows us to extend the limit
on the integral (49.159) to infinity so that

2πΦ = t−1/2A(ko) e
i t h(ko)

ˆ ∞

−∞
ei p

2 h′′(ko)/2 dp+O(t−1). (49.160)

The integral is in the form of a Fresnal integral and it can be done using methods from complex
analysis to find ˆ ∞

−∞
ei p

2 h′′(ko)/2 dp =

√
2π

|h′′(ko)|
e± iπ/4, (49.161)

where the ± sign corresponds to the sign of h′′(ko). We thus have the stationary phase expression
for the wave function

Φ(x, t) =
A(ko) e

i t h(ko)±iπ/4

[2π t |h′′(ko)|]1/2
+O(t−1). (49.162)

As noted at the start of this section, a packet built from plane waves has

h(ko) t = ko x−ϖ(ko) t, (49.163)

so that the long-time behavior of the wave packet is given by

Φ(x, t) = A(ko) e
i (ko x−ϖ(ko) t) e±iπ/4

[2π t |ϖ′′(ko)|]1/2
+O(t−1). (49.164)

This wave function is built from a plane wave with wavenumber ko that is modulated by a
function whose amplitude is decaying according to t−1/2. The t−1/2 decay accords with the exact
solution of the dispersive Gaussian packet in Section 49.7.8. Furthermore, note how the strength
of the t−1/2 decay is affected by the size of |ϖ′′(ko)|.

As noted in Section 49.8.1, the packet is a maximum when sampled at the center, which is
given by (equation (49.146)) xcenter = cg t. At this point, the phase of the wave function (49.164)
takes the form

ko xcenter −ϖ(ko) t = ko cg t−ϖ(ko) t = ko (cg − cp) t, (49.165)

where we introduced the phase velocity for the carrier wave

cp = ϖ(ko)/ko. (49.166)

As a result, the wave function as evaluated at the packet center is given by

Φ(xcenter, t) = A(ko) e
i ko (cg−cp) t e±iπ/4

[2π t |ϖ′′(ko)|]1/2
+O(t−1). (49.167)

49.8.4 Comments and further study

If both the first and second derivatives vanish, h′(ko) = 0 and h′′(ko) = 0, then the same
procedure as used above must be pursued but to the next higher order in the Taylor series
expansion. Also if there are multiple extrema, then each will add a contribution of the form
given by equation (49.162).
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Variations on the derivation given in this section can be found in section 11.3 of Whitham
(1974), section 3.7 of Lighthill (1978), section 55 of Fetter and Walecka (2003) and section 1.C.2
of Cohen-Tannoudji et al. (1977).

49.9 Exercises

exercise 49.1: Parseval’s identity for wave packets
Consider the expression (49.47) for a wave function

Φ(x, t) =
1

(2π)3

ˆ
A(k) ei (k·x−ϖ t) dk. (49.168)

Prove the following expression of Parseval’s identity (Section 8.3.6)

ˆ
|∇Φ|2 dx =

1

(2π)3

ˆ
|k|2 |A(k)|2 dk. (49.169)

Notice that the right hand side is time-independent, so that the left hand side must be likewise.
Hint: make use of the following representation of the Dirac delta from Section 8.5.1

δ(k − q) = 1

(2π)3

ˆ
ei (k−q)·x dx. (49.170)

exercise 49.2: Square wave packet (exercise 2.1 of Gasiorowicz (1974))
Consider a wave packet in one space dimension with real k-space amplitude function

A(k) =

 0 k < −K
N −K < k < K
0 k > K,

(49.171)

where K > 0.

(a) Find the x-space wave function, which in one space dimension takes the form

Φ0(x) =
1

2π

ˆ ∞

−∞
A(k) ei k x dk. (49.172)

Hint: Φ0(x) is the inverse Fourier transform of A(k). The integral is simple to do.

(b) Find the value of N for which

ˆ ∞

−∞
|Φ0(x)|2 dx = 1. (49.173)

Hint: massage the integral until it looks like one found in a standard integral table.

(c) Relate the above choice for N to one that makes

ˆ ∞

−∞
|A(k)|2 dk = 1. (49.174)
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(d) Show that a reasonable definition for ∆x in part (a) yields the uncertainty relation

∆x∆k > 1. (49.175)

Hint: this uncertainty relation holds independently of K.

exercise 49.3: Inverse squared wave packet (exercise 2.2 of Gasiorowicz (1974))
Consider a wave packet in one space dimension with real k-space amplitude function

A(k) =
N

k2 + α2
(49.176)

with α > 0.

(a) Find the x-space wave function, which in one space dimension takes the form

Φ0(x) =
1

2π

ˆ ∞

−∞
A(k) ei k x dk (49.177)

Hint: Φ0(x) is the inverse Fourier transform of A(k). Massage the integral until it looks
like one found in a standard integral table.

(b) Show that a reasonable definition for ∆x in part (a) yields the uncertainty relation

∆x∆k > 1. (49.178)

Hint: this relation holds independently of α.

exercise 49.4: Wave function PDE derived from the dispersion relation
Follow the method from Section 49.6.9 to derive the partial differential equation satisfied by a
wave function, Φ(x, t), whose constituent waves satisfy the following dispersion relations, where
for each case k = kx x̂+ ky ŷ + kz ẑ a three-dimensional wavevector.

(a) ϖ2 = c2 |k|2, with c a constant with dimensions L T−1.

(b) ϖ2 = B2 k2z/|k|2, with B a constant with dimensions T−1.
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Chapter 50

WAVES IN A GENTLY VARYING BACKGROUND

We here study linear waves propagating through a prescribed gently varying (in space and time)
background environment, such as for waves moving through a stratified ocean or atmosphere, or
waves moving through a mean flow. We assume the relevance of space and time coherent wave
patterns so that we can consider a wave phase function. However, the wavevector and angular
frequency, as well as the wave amplitude, are here functions of space and time and as such we
cannot use traditional Fourier analysis. Instead, asymptotic methods are needed, and we develop
the leading order theory referred to in various contexts as ray theory, geometric optics, eikonal
approximation or the WKBJ approximation.1 Notably, we do not consider the back-reaction
effects of waves on the background state, which is the subject matter of waves and mean flow
interaction theory.

Given the more general background state, we must consider a wave ansatz that is more
general than the plane wave Fourier ansatz from Chapter 49. We refer to the new ansatz as
the WKBJ wave ansatz or equivalently the eikonal wave ansatz (the specific form is given by
equation (50.54)). Plugging in this wave ansatz to the wave equation then leads to a suite of
asymptotic equations that are used to build the wave function, ray equations, energy equation,
etc. In principle this approach is straightforward, yet in practice it is tedious and uninspired.
Whitham’s variational principle provides an alterative that is both elegant and powerful. In brief,
Whitham’s principle is based on Hamilton’s principle from classical continuum mechanics (Part
IX of this book), only now applied to the leading order (in WKBJ expansion) phase averaged
action. The resulting Euler-Lagrange equations render the dispersion relation and conservation
equations for an energy-momentum-stress tensor. As part of these conservation equations, we
encounter the wave action, which offers a generalization of wave energy, and the flux of wave
action is determined by the group velocity.

reader’s guide to this chapter
We assume familiarity with the material from Chapter 49, which considered wave kine-

matics for traveling plane waves on a static and homogeneous background state. We here
make use of Cartesian coordinates and Cartesian tensors (Chapters 1 and 2). The wave
energetics/action discussion makes use of Hamilton’s principle for a continuum from Part IX
of this book, in particular the material in Chapter 46. Much of the material here is inspired by
the review chapter from Bretherton (1971), as well as Bretherton and Garrett (1969), chapter
11 of Whitham (1974), Part 2 in the Epilogue of Lighthill (1978), Andrews and McIntyre
(1978b), chapter 9 of Olbers et al. (2012), and Tracy et al. (2014).

1WKBJ stands for Wentzel, Kramers, Brillouin, and Jeffreys, scientists who promoted the method in the
20th century for use in quantum mechanics. Often this method is referred to as WKB. In fact, the method was
developed in the 19th century by Liouville and Green.

1405



50.1. LOOSE THREADS

50.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1406
50.2 General phase functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1406

50.2.1 Path independence of phase difference . . . . . . . . . . . . . . . 1407
50.2.2 Conservation of wave crests . . . . . . . . . . . . . . . . . . . . . 1408
50.2.3 Phase velocity and phase speed . . . . . . . . . . . . . . . . . . . 1408
50.2.4 Angular frequency and wavelength . . . . . . . . . . . . . . . . . 1409

50.3 Kinematics of rays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1410
50.3.1 Eikonal equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1410
50.3.2 Rays are integral curves of the group velocity . . . . . . . . . . . 1410
50.3.3 Evolution of k along a ray . . . . . . . . . . . . . . . . . . . . . . 1411
50.3.4 Evolution of ω along a ray . . . . . . . . . . . . . . . . . . . . . . 1412
50.3.5 Changes in the phase following a ray . . . . . . . . . . . . . . . . 1412
50.3.6 Summary of the ray equations . . . . . . . . . . . . . . . . . . . . 1413
50.3.7 Comments and further study . . . . . . . . . . . . . . . . . . . . 1413

50.4 Hamilton’s principle and the Euler-Lagrange equation . . . . . . . . . . . 1414
50.4.1 Stationary action ⇐⇒ Euler-Lagrange equation . . . . . . . . . . 1414
50.4.2 Hamiltonian density and energy of the continuum . . . . . . . . . 1414
50.4.3 Stress-energy-momentum tensor . . . . . . . . . . . . . . . . . . . 1415

50.5 Whitham’s variational principle . . . . . . . . . . . . . . . . . . . . . . . 1415
50.5.1 Some motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1415
50.5.2 The stretched string . . . . . . . . . . . . . . . . . . . . . . . . . 1416
50.5.3 Space and time scale separation . . . . . . . . . . . . . . . . . . . 1416
50.5.4 The leading order phase averaged action . . . . . . . . . . . . . . 1417
50.5.5 Whitham’s variational principle for the string . . . . . . . . . . . 1418
50.5.6 Phase averaged Hamiltonian . . . . . . . . . . . . . . . . . . . . . 1419
50.5.7 A general statement of Whitham’s variational principle . . . . . . 1419
50.5.8 Interpreting the string’s wave action conservation equation . . . . 1421
50.5.9 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1421

50.6 Variational methods for self-adjoint wave operators . . . . . . . . . . . . 1421
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50.1 Loose threads
• Figures

• Adiabatic invariants as per Section 9.2 of Olbers et al. (2012) and Section 49 of Landau
and Lifshitz (1976). See also José and Saletan (1998).

50.2 General phase functions
Throughout Chapter 49 , the phase of the wave function takes the linear plane wave form given
by equation (49.20) (here written with zero phase shift)

P(x, t) = k · x− ω t = ka x
a − ω t, (50.1)

where the wavevector, k, and angular frequency, ω, are parameters of the wave that are
independent of space and time. The second equality made use of the summation convention, with
the wavevector components written with lower indices to accord with the upstairs spatial indices.
The relatively simple form (50.1) of the phase function is suited only for background states that
are homogeneous and static. In this chapter we consider a more general phase function that
allows us to study waves moving through a background state that is inhomogeneous and/or time
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dependent. The key restriction to our approach is that we retain the notion of a locally defined
wavevector and angular frequency, which are now considered to be functions of space and time

∇P ≡ k(x, t) and − ∂tP ≡ ω(x, t). (50.2)

These expressions tacitly assume that the base state fluid properties are changing slowly in space
and time relative to the wave phase, thus allowing us to generalize much of the wave kinematics
holding for homogeneous/static media while locally considering the waves to be planar. For this
assumption to hold, it is sufficient to make the following space and time scale separation, as
assumed throughout this chapter

|k| = |∇P| ≫ L−1 and ω = −∂tP≫ T−1, (50.3)

where L is a characteristic length scale defined by spatial variations in the background state,
and T is the corresponding time scale for changes in the background state. In terms of the local
measure of the wavelength, Λ = 2π/|k|, and period, 2π/ω, we have

Λ≪ 2π L and 2π/ω ≪ T. (50.4)

Values for L and T depend on details of the physical system defining the background state.
For example, in Section 50.5.2 we consider L and T for a stretched string with time dependent
tension and space dependent mass density, and in Section 51.9.5 we consider L for the case of
acoustic waves moving through a spatially inhomogenous yet static background.

50.2.1 Path independence of phase difference

Given that the wavevector is defined as the gradient of the phase as per equation (50.2), it must
satisfy the consistency condition

∇× k = ∇×∇P = 0. (50.5)

This property of the wavevector means that there are the same number of wave crests between
any two points in the fluid at any particular time instance, no matter what path is taken to
connect the two points. This property is trivially maintained by plane waves in a homogeneous
media since k is a space-time constant vector. To prove it holds for the more general phase
function, consider the difference in phase (at a fixed time) between points A and B within the
fluid (see Figure 50.1). Compute this phase difference via a path, C1, that goes from point A to
point B, and then via an alternative path, C2, that also goes from point A to point B

∆PC1 =

ˆ
C1

k · dx and ∆PC2 =

ˆ
C2

k · dx. (50.6)

The path C1 − C2 is a closed loop that is oriented in the counterclockwise direction. We can
thus make use of Stokes’ theorem to find

∆PC1 −∆PC2 =

‰
C1−C2

k · dx =

˛
(∇× k) · n̂dS = 0, (50.7)

which proves the path independence of the phase difference.
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C2

constant phase lines

Figure 50.1: This figure illustrates the conservation of wave crests embodied by equation (50.9). Here we consider
two paths in space, C1 and C2, that go from point A to point B. Both paths move across surfaces of constant
phase, illustrated by the dotted lines and shown for a particular time instance. As shown by equation (50.7), the
difference in phase computed along the two different paths is the same, and this property follows from ∇× k = 0
and Stokes’ theorem.

50.2.2 Conservation of wave crests
Because the mixed partial derivatives of the phase function commute, we have

∂ω

∂xa
= − ∂2P

∂t ∂xa
and

∂ka
∂t

=
∂2P

∂xa ∂t
, (50.8)

which leads to the vector equation
∂k

∂t
+∇ω = 0. (50.9)

This equation says that the time change in wavevector, ∂tk, is exactly compensated by the
spatial change in angular frequency, ∇ω. This self-consistency condition is referred to as the
conservation of wave crests. Motivation for this name follows since the wavenumber, |k|, is the
number of wave crests per unit length at a fixed time. Likewise, the angular frequency, ω, is the
number of wave crests passing a fixed location per unit time. Having their respective space and
time derivatives match is a self-consistency condition for a coherent wave pattern to exist.

As a further means to understand the balance equation (50.9), and the name “conservation
of wave crests”, consider an integral between two points fixed in space taken along a fixed path
in space, such as the path C1 in Figure 50.1. The time tendency of the phase difference is given
by

∂t(∆PC1) =
∂

∂t

ˆ
C1

k · dx =

ˆ
C1

∂tk · dx = −
ˆ
C1

∇ω · dx = ω(A)− ω(B). (50.10)

If the angular frequency is greater at point A than at point B, then that means that there is an
accumulation of wave crests entering the region at point A relative to those leaving at point B;
i.e., there is a convergence of wave crests between the two points. This convergence is associated
with an increase in the wavenumber between the two points.

50.2.3 Phase velocity and phase speed
Consider an observer moving on a smooth trajectory through space and time defined by a fixed
point on a constant phase surface, such as when the observer remains fixed on the crest of a
traveling wave.2 As such, we assume that the trajectory is aligned in the direction of ∇P, which

2Our formulation in this section emulates that used in Section 17.4 for the Lagrangian time derivative, which
is concerned with measuring fluid properties following a fluid particle. Here, we are following a wave as defined by
a surface of constant phase.
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is the local direction of the wave

k̂ ≡ ∇P/|∇P| ≡ k/|k|, (50.11)

with the local wavevector defined by equation (50.2).

To determine the velocity of the fixed-phase observer, consider an infinitesimal spatial
increment, δxphase, that occurs over a small time increment, δt. Assuming this space increment
follows the fixed-phase observer leads to the identity

P(x+ δxphase, t+ δt) = P(x, t). (50.12)

Truncating a Taylor series expansion of this identity leads to the differential equation satisfied
by the phase

(∂t + cp · ∇)P = 0, (50.13)

where we defined the phase velocity

cp = δxphase/δt. (50.14)

The partial differential equation (50.13) specifies cp · ∇P = cp · k in terms of the time derivative
of the phase

cp · k = cp · ∇P = −∂tP. (50.15)

Indeed, since the observer is assumed to move along the direction of the wavevector, k̂, then
cp · k̂ is the only component of the phase velocity. We thus write the phase velocity as in our
discussion of plane waves in Section 49.5.2

cp = (cp · k̂) k̂ ≡ Cp k̂, (50.16)

where Cp > 0 is the phase speed, which is the magnitude of the phase velocity. Figure 49.2
provides an illustration.

50.2.4 Angular frequency and wavelength
The time derivative, ∂tP, measures the time change of the phase at a fixed point in space, which
we use to define the local angular frequency of the wave as per equation (50.2)

ω = −∂tP. (50.17)

The differential equation (50.13) for the phase can thus be written in the equivalent manners

(∂t + cp · ∇)P = 0⇐⇒ ω = cp · k, (50.18)

which also leads to the relations

cp = Cp k̂ =
−∂tP
|∇P|

∇P
|∇P| , (50.19)

where Cp ≥ 0 is the phase speed. We likewise identify the wavelength

Λ = 2π/|k| =⇒ Cp = ωΛ/2π. (50.20)

Note that the relations (50.19) and (50.20) also hold for free plane waves moving through a
homogeneous media, as discussed in Section 49.5.
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50.3 Kinematics of rays
Recall that when studying wave packets in Section 49.6, we found the group velocity to be
fundamental to the wave packet evolution. We show later in this chapter that the group velocity
defines the paths along which wave action (wave energy divided by wave angular frequency)
propagates. Such paths are referred to as rays. Given the prominence of rays, we find it useful
to develop evolution equations for wave properties along rays. We here start that process,
focusing on the wave phase, wavevector, and angular frequency. This material forms elements
to geometric optics, which is a subject commonly taught in introductory physics courses by
presenting a series of rules for how light reflects and refracts. In this section we derive those
rules in the form of partial differential equations following from basic principles.

50.3.1 Eikonal equation
The dispersion relation provides the local value of the angular frequency as a function of space,
time, and wavevector, where the wavevector itself is a function of space and time

ω = ϖ(x, t,k(x, t)) = ϖ(x, t,∇P). (50.21)

As such, the dispersion relation is an explicit function of (x, t), as well as a function of a function,
k = k(x, t), which makes ϖ also an implicit function of (x, t). This dependence is reminiscent
of the Lagrangian and Hamiltonian densities encountered in Chapter 46. Just like for the
Lagrangian density, it is crucial to account for this functional dependency when computing
space and time derivatives.3 A useful rule to remember is that the angular frequency, ω, is
a function of space and time, ω = ω(x, t) = −∂tP(x, t). Yet when connected to a dispersion
relation, ϖ(x, t,k(x, t)), which links a wavevector to an angular frequency, then we must treat
the dispersion relation as an explicit function of x, t, as well as an implicit function through the
wavevector dependence, k = k(x, t).

Recall from Section 50.2 that there is a relation between the wave phase, P, the local angular
frequency, ω = −∂tP, and the local wavevector, k = ∇P. Inserting these identities into the local
dispersion relation (50.21) leads to the eikonal equation, which is a nonlinear partial differential
equation for the phase4

∂tP+ϖ(x, t,∇P) = 0. (50.22)

This equation is formally the same as the Hamilton-Jacobi equation of classical mechanics, yet
with ϖ playing the role of the Hamiltonian (e.g., Marion and Thornton (1988) or Goldstein
(1980)). That analogy offers suggestions for how to make use of this equation. Note that on
Olbers et al. (2012) (see their page 168) write the eikonal equation in the alternative form

(∂tP)
2 = C2

p (∇P)2, (50.23)

which follows from the definition of the local phase speed in equation (50.19).

50.3.2 Rays are integral curves of the group velocity
A ray is an integral curve of the group velocity. Hence, the ray trajectory, X(t), follows a ray
and is determined by solving the ordinary differential equation

DrX

Dt
= cg. (50.24)

3In Section 46.3.1 we provide a detailed discussion of these derivatives, with that discussion suited to the
present discussion of geometric optics.

4As per page 362 of Thorne and Blandford (2017).
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The time derivative, Dr/Dt, determines time changes when following a ray, and so it is defined
by this equation. Indeed, our specification of Dr/Dt and cg correspond precisely to how we
defined the trajectory of a fluid particle as the integral curve of the fluid velocity as per equation
(17.66a). Introducing the dispersion relation leads to

DrX

Dt
= cg = ∇kϖ(x, t,k). (50.25)

Writing this equation in component form

DrX
a

Dt
= cag =

[
∂ϖ(x, t,k)

∂ka

]
x,t

(50.26)

emphasizes that the derivative is computed while holding the space and time point fixed while
varying the wavevector.

50.3.3 Evolution of k along a ray

To determine the evolution of the wavevector and angular frequency along a ray, we start with
the following identity that holds for the phase function, P = P(x, t), merely since the partial
derivatives commute

∇(∂tP) = ∂t(∇P). (50.27)

The derivatives in this equation are taken with their complementary variables fixed, and this
point is important when inserting the dispersion relation. Indeed, before working through the
following manipulations it can be useful to reread Section 50.3.1 to be reminded of the various
functional relationships.

Exposing subscripts for clarity, we start from equation (50.27) to write

∂

∂t

]
x

[
∂P

∂xa

]
t

=

[
∂ka
∂t

]
x

equation (50.2) (50.28a)

= −
[
∂ω(x, t)

∂xa

]
t

equation (50.27) (50.28b)

= −
[
∂ϖ(x, t,k)

∂xa

]
t

equation (50.21) (50.28c)

= −
[
∂ϖ(x, t,k)

∂kb

]
x,t

[
∂kb
∂xa

]
t

−
[
∂ϖ(x, t,k)

∂xa

]
k,t

chain rule (50.28d)

= −cbg
[
∂kb
∂xa

]
t

−
[
∂ϖ(x, t,k)

∂xa

]
k,t

equation (50.25). (50.28e)

We can massage the first right hand side term in equation (50.28e) by commuting partial
derivatives

∂kb
∂xa

=
∂2P

∂xb ∂xa
=
∂ka
∂xb

, (50.29)

so that [
∂ka
∂t

]
x

= −(cg · ∇)ka −
[
∂ϖ(x, t,k)

∂xa

]
k,t

. (50.30)

Introducing the time derivative following a ray renders the wavevector evolution equation

Drka
Dt

= −
[
∂ϖ(x, t,k)

∂xa

]
k,t

. (50.31)

CHAPTER 50. WAVES IN A GENTLY VARYING BACKGROUND page 1411 of 2158



50.3. KINEMATICS OF RAYS

Evidently, if the dispersion relation has no explicit dependence on xa, then the corresponding
component of the wavevector remains constant when following a ray. However, if there is a
dependence, then the wavevector evolves along the ray, with this evolution known as refraction.

50.3.4 Evolution of ω along a ray

Being a bit more streamlined than in Section 50.3.3, we compute the time derivative of the
angular frequency

−∂
2P

∂t2
=

[
∂ω

∂t

]
x

(50.32a)

=

[
∂ϖ

∂t

]
x

(50.32b)

=

[
∂ϖ

∂kb

]
x,t

[
∂kb
∂t

]
x

+

[
∂ϖ

∂t

]
x,k

(50.32c)

= −cbg
[
∂ω

∂xb

]
t

+

[
∂ϖ

∂t

]
x,k

, (50.32d)

where the final step used [
∂kb
∂t

]
x

=
∂2P

∂t ∂xb
=

∂

∂xb
∂P

∂t
= −

[
∂ω

∂xb

]
t

. (50.33)

We are thus lead to the evolution equation for the angular frequency along a ray

Drω

Dt
=

[
∂ϖ

∂t

]
x,k

. (50.34)

Evidently, if the dispersion relation has no explicit dependence on time, then the angular
frequency is a constant following a ray. For example, this is the situation when gravity waves
approach a beach, assuming the slope of the beach is static (considered in Section 52.7.1). For
this example, the angular frequency of gravity waves remains constant following a ray, whereas
the wavevector changes according to equation (50.31).

50.3.5 Changes in the phase following a ray

Considering the phase function to be a function of space and time, P(x, t), we compute its time
derivative along a ray according to

DrP/Dt = (∂t + cg · ∇)P = −ω + cg · k = k · (−cp + cg), (50.35)

where ω = −∂tP = cp · k, as per equations (50.17) and (50.18), and k = ∇xP as per equation
(50.2). Non-dispersive have a phase that remains unchanged when following a ray, which holds
so long as

k · cp = k · cg non-dispersive waves. (50.36)

Otherwise, for dispersive waves the phase changes according to the source term, k · (−cp + cg).
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50.3.6 Summary of the ray equations

We here summarize the evolution equations for wave properties derived thus far in this chapter,
with these equations constituting Hamilton’s equations for rays

DrX

Dt
= cg trajectory on a ray (50.37a)

DrP

Dt
= k · (−cp + cg)⇐⇒ ∂tP+ϖ(x, t,∇P) = 0 eikonal equation for phase (50.37b)

Drk

Dt
= −

[
∂ϖ

∂x

]
t,k

k evolution on a ray (50.37c)

Drω

Dt
=

[
∂ϖ

∂t

]
x,k

ω evolution on a ray (50.37d)

Dr

Dt
= ∂t + cg · ∇ time derivative on a ray (50.37e)

ω = −∂tP ω defined (50.37f)

k = ∇P k defined (50.37g)

∇× k = 0 k consistency condition (50.37h)

∂tk +∇ω = 0 conservation of wave crests. (50.37i)

Equation (50.37a) defines the rays as integral lines of the group velocity, cg. Equation (50.37b)
is the eikonal equation that connects the local angular frequency to the dispersion relation

ω = −∂tP = ϖ(x, t,∇P). (50.38)

Each of the evolution equations (50.37b)–(50.37d) is hyperbolic, which is notable since this
property holds even though the wave equation describing the evolution of the wave function is
not generally hyperbolic (particularly for dispersive waves).

By definition, the phase remains constant when following along a constant wave phase so
that

(∂t + cp · ∇)P = 0. (50.39)

However, for dispersive waves, equation (50.37b) indicates that the phase does not stay fixed
when following rays as defined by the group velocity. Hence, wave crests pass through a point
following the group velocity, such as a point fixed within a wave packet. Conversely, equations
(50.37c) and (50.37d) show that for dispersive waves, the wavevector and angular frequency are
not constant when following a constant wave phase. Instead, they remain fixed when following
the group velocity in media where the dispersion relation is independent of space and time. For
more general media, both the wavevector and angular frequency evolve even when following the
group velocity.

50.3.7 Comments and further study

Knowledge of the dispersion relation is sufficient to solve the ray equations (typically using
numerical methods), thus mapping the rays and paths of wave packets, and determining the
wavevector, angular frequency, and phase following a ray. This procedure works quite well to
describe waves moving through smoothly varying media, and is familiar from the rays of light
bending through water or glass. Failure of the method occurs when the background media no
longer satisfies the “gently varying” assumptions that are formalized in Section 50.5.3 for the
case of a stretched string. Breaking these assumptions often results in the intersection of rays
which, in many fluid applications, signals a nonlinear process such as a fluid instability and
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corresponding turbulent mixing. Chapter 11 of Whitham (1974), Chapters 3 and 4 of Bühler
(2014a), and the bulk of Tracy et al. (2014) provide more details and insights.

50.4 Hamilton’s principle and the Euler-Lagrange equation
The geometric optics discussion in Section 50.3 is largely kinematic, with the only piece of
dynamical information arising from the dispersion relation. To develop a theory for the energetics
of waves and wave packets moving through gently varying background states, we make use of
Hamilton’s principle, or more specifically Whitham’s variational principle applying to the phase
averaged equations. We pursue that study in Section 50.5, yet here first summarize salient points
from Lagrangian field theory from Chapter 46.

50.4.1 Stationary action⇐⇒ Euler-Lagrange equation
The action, S, for a continuous scalar field, ψ(x, t), is given by equation (46.13)

S =

ˆ
R
L(ψ, ∂tψ,∇ψ,x, t) g d3x dt, (50.40)

where R is a space-time domain, g is the square root of the metric tensor determinant, and L is
the Lagrangian density. The Lagrangian density is a functional of the field and its space-time
derivatives (i.e., L is a function of a function). There can also be additional explicit dependencies
on the space and time position, which occurs, in particular, for waves moving through a media
that is inhomogeneous in space and/or non-stationary in time, in which case L is an explicit
function of (x, t). Hamilton’s principle as stated by equation (46.18) says that variation of
the action is stationary (i.e., variation of the action vanishes) for the physically realized field.
Hamilton’s principle then leads to the Euler-Lagrange field equation (46.24)

∂L

∂ψ
− 1

g

∂

∂xα

[
g

∂L

∂(∂αψ)

]
= 0, (50.41)

where α = 0, 1, 2, 3 is the space-time label. In performing the partial derivative with respect to
ψ and its derivatives, ∂αψ, each of the other variables in the Lagrangian density are held fixed.
However, when performing the space and time partial derivatives, ∂α, we only maintain the
complement space and time variable fixed. This technical point is very important when taking
derivatives of the Lagrangian density (see Section Section 46.3.1), and it is directly analogous to
how we take derivatives of the dispersion relation in Section 50.3.

50.4.2 Hamiltonian density and energy of the continuum
In Section 46.4.1 we introduced the generalized momentum density, P, and the Hamiltonian
density,

P =
∂L

∂(∂tψ)
and H = P ∂tψ −L. (50.42)

We then showed that the Hamiltonian density satisfies the budget equation

∂tH+∇ ·F = −(∂L/∂t)ψ,∂αψ,x, (50.43)

where the time derivative on the right hand side is computed while fixing ψ, its space and time
derivatives, and the space position, x. Equation (50.43) also introduced the flux vector, F, with
components

Fa =
∂L

∂(∂aψ)

∂ψ

∂t
. (50.44)
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In those cases where the Lagrangian has no explicit time dependence, so that it has the functional
dependence

L = L(ψ, ∂tψ,∇ψ,x), (50.45)

then the Hamiltonian equation (50.43) becomes a conservation equation for energy that follows
from time symmetry and Noether’s theorem

∂tH+∇ ·F = 0. (50.46)

50.4.3 Stress-energy-momentum tensor
As detailed in Section 46.4, the energy equation (50.43) is but one piece of the equation satisfied
by the stress-energy-momentum tensor, Tαβ. This equation is given by equation (46.74)

∂αT
α
β = −

[
∂L

∂xβ

]
ψ,∂αψ,xα̸=β

. (50.47)

where the stress-energy-momentum tensor is

Tαβ = −δαβL +
∂L

∂αψ

∂ψ

∂xβ
. (50.48)

50.5 Whitham’s variational principle
The Euler-Lagrange field equation (50.41) and associated energy equation (50.43) provide the
foundation for the field theory of continuous classical matter. In this section we specialize the field
theory formalism for the purpose of describing waves and the movement of wave energy through
a prescribed background environment. Much of this formalism was proposed by Whitham (e.g.,
see Chapter 11 of Whitham (1974)), so that we refer to the method as Whitham’s variational
principle. In other treatments, such as Section 2.2 of Tracy et al. (2014), it is referred to as the
reduced variational principle.

We anticipated much of the material in this section when studying a pendulum with variable
length in Section 15.2. In that section we showed that the pendulum energy divided by its
frequency is an adiabatic invariant; i.e., it is nearly constant. In the present section we show that
the wave action is the corresponding adiabatic invariant for waves moving on a gently varying
background, with the wave action also equal to the energy (or Hamiltonian) divided by the
angular frequency.

50.5.1 Some motivation
One practical motivation for developing Whitham’s variational principle is to describe the
energetics of waves propagating on a non-homogeneous and non-stationary background, though
the formalism is also quite useful for homogeneous and stationary backgrounds, particularly
for dispersive waves. In the presence of a space dependent background properties, there are no
simple sinusoidal (plane) wave solutions. That is, Fourier methods are insufficient. Even so,
there are waves that are quite close to plane waves if the space and time scales for changes in the
background state are well separated from those describing the wave properties (frequency and
wavelength). This space-time scale separation constitutes a “gently varying” background state,
which in turn enables analytical progress. We introduced the scaling for this gentle background
at the start of Section 50.2, and follow up in Section 50.5.3 with more details.

Whitham’s method starts by inserting a wave ansatz into the Lagrangian density. Phase
averaging then produces the phase averaged Lagrangian and corresponding phase averaged action.
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We maintain only the leading order term in this phase average Lagrangian, and Whitham’s
variational principle then states that the physically realized wave produces a stationary wave
averaged action. There are two associated Euler-Lagrange fields, one arising from varying the
wave amplitude and the other from varying the wave phase.

50.5.2 The stretched string
Following Bretherton and Garrett (1969) and Bretherton (1971), we use a stretched string as a
case study for exploring Whitham variational method. In particular, recall from Section 46.2.5
the Lagrangian density for the stretched string whose tension5 is a function of time, τ = τ(t),
and whose mass density (mass per length) is a function of space, σ = σ(x), is given by

L = (1/2)[σ (∂tψ)
2 − τ (∂xψ)2], (50.49)

and whose Hamiltonian density (50.42) is

H = (1/2)[σ (∂tψ)
2 + τ (∂xψ)

2]. (50.50)

Note that ψ(x, t) measures transverse displacements of the string from its equilibrium position
at ψ = 0. We furthermore assume that there are no longitudinal waves along the string, thus
focusing exclusively on transverse motion.

The action for the stretched string is

S =

ˆ
L dx dt =

ˆ
(1/2) [σ (∂tψ)

2 − τ (∂xψ)2] dx dt, (50.51)

and the Euler-Lagrange equation resulting from Hamilton’s principle is the wave equation

δS =

ˆ
(δL) dx dt = 0⇐⇒ (∂tt − c2 ∂xx)ψ = 0, (50.52)

with the squared wave speed
c2(x, t) = τ(t)/σ(x). (50.53)

Because the wave speed is a function of space and time, we cannot use traditional Fourier
methods to find a wave solution. Hence, the mathematical goal of this section is to develop
methods for use when there are space and time variations of the background state, in particular
when such variations are “gentle”. In this case we are afforded the eikonal wave ansatz6

ψ(x, t) = A(x, t) cos[P(x, t)], (50.54)

where A > 0 is a space-time dependent real amplitude function, and P is the phase function
introduced in equation (50.2). We have more comments on this form for the wave ansatz in
Section 50.5.4. s

50.5.3 Space and time scale separation
To make analytical progress requires us to detail the space and time scale separation between
the linear waves and the background state, following from our introduction to this scaling at the
start of Section 50.2. Although we here focus on the string, the same sorts of assumptions must

5The dimensions of τ are force, M L T−2, but we refer to it as a tension since it is an internal force within the
string.

6The ansatz (50.54) is commonly used with the WKBJ asymptotic method, and so is sometimes referred to as
the WKBJ wave ansatz.
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be realized for other waves systems in order to make use of the methods of this section. For the
time scale, we assume that changes in the string tension occur over time sales that are much
longer than the period of the linear waves supported by the string, so that

|∂tτ/τ | ≪ |∂tP|/2π = ω/2π. (50.55)

Correspondingly, temporal changes in the angular frequency are assumed to be on the same
scale as temporal changes to the string tension

|∂tω/ω| ∼ |∂tτ/τ | =⇒ |∂tω| ≪ ω2/2π, or equivalently |∂ttP| ≪ (∂tP)
2/2π. (50.56)

Likewise, time changes to the wave amplitude are defined by the background state so that

|∂tA/A| ∼ |∂tτ/τ |. (50.57)

For the length scale, we assume spatial changes in the mass density occur over scales that are
large compared to the wavelength

|∂xσ/σ| ≪ |∂xP|/2π = |k|/2π, (50.58)

and that spatial changes to the wavenumber and wave amplitude are on the same scale as
changes to string mass density

|∂xk/k| ∼ |∂xσ/σ| =⇒ |∂xk| ≪ k2/2π or equivalently |∂xxP| ≪ (∂xP)
2/2π. (50.59)

Likewise, space changes to the wave amplitude are defined by the background state so that

|∂xA/A| ∼ |∂xσ/σ|. (50.60)

50.5.4 The leading order phase averaged action

The space and time scale separation from Section 50.5.3 motivate the wave ansatz (50.54). Note
that a more general ansatz might also consider a space-time dependent phase shift. We do not
consider a phase shift since we are concerned with leading order evolution of the wave amplitude,
and the extra phase degree of freedom is not directly tied to the amplitude. Furthermore, we
could have expanded the amplitude function into an asymptotic series. But again, we are only
interested in the leading order, with the ansatz (50.54) sufficient for that purpose.7

Leading order contribution to σ (∂tψ)
2

To determine the leading order terms contributing to the Lagrangian (50.49), we start with the
squared time tendency of the wave function

(∂tψ)
2 = (∂tA cosP)2 + (A∂tP sinP)2 − 2 (A∂tP ∂tA sinP cosP), (50.61)

which has a phase average

⟨σ (∂tψ)2⟩ = σ [(∂tA)
2 + (A∂tP)

2]/2. (50.62)

To compute the phase average we assumed that σ, ∂tA, and ∂tP = −ω are roughly constant
over the course of a 2π change in the phase, with this assumption following from the scaling in

7See Section 4 of Bretherton (1971) for more details of the phase shift and amplitude expansion.
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Section 50.5.3. Further use of the scaling in Section 50.5.3 leads to the leading order contribution

⟨σ (∂tψ)2⟩ ≈ σ (A∂tP)2/2 = σ A2 ω2/2. (50.63)

Leading order contribution to τ (∂xψ)
2

Proceeding just as above, the squared space derivative term in the Lagrangian (50.49) is given
by

(∂xψ)
2 = (∂xA cosP)2 + (A∂xP sinP)2 − 2 (A∂xP ∂xA sinP cosP), (50.64)

whose phase average is
⟨τ (∂xψ)2⟩ = τ [(∂xA)

2 + (A∂xP)
2]/2. (50.65)

To compute the phase average we assumed that τ , ∂xA, and ∂xP = k are roughly constant over
the course of a 2π change in the phase, with this assumption following from the scaling in Section
50.5.3. Further using the scaling in Section 50.5.3 we are led to the leading order contribution

⟨τ (∂xψ)2⟩ ≈ τ (A∂xP)2/2 = τ A2 k2/2. (50.66)

Leading order phase averaged action

The above discussion provides the leading order phase averaged action

⟨S⟩ = 1

4

ˆ
A2 (σ ω2 − τ k2) dx dt =

ˆ
⟨L⟩ dx dt. (50.67)

This phase averaged Lagrangian is directly analogous to the phase averaged Lagrangian (15.44)
for the pendulum whose length is slowly varying.

50.5.5 Whitham’s variational principle for the string

Whitham’s variational principle states that the phase averaged action, ⟨S⟩, is stationary when
ψ = A cosP is the physically realized wave function. To find the associated Euler-Lagrange
equations requires computing the variation of the action, which in turn requires varying the
wave function. Variations in the wave function arise from arbitrary smooth and independent
variations (with compact support) of the amplitude, A, and the phase, P. Hence, the phase
averaged action must be stationary with respect to independent variations in both A and P. As
we see in the following, the dispersion relation is the Euler-Lagrange equation resulting from
δA⟨S⟩ = 0, whereas wave action conservation results from δP⟨S⟩ = 0.

Vanishing variation with respect to A is equivalent to the dispersion relation

Variation of the phase averaged action (50.67) under variations in the wave amplitude is given
by

δA⟨S⟩ =
1

2

ˆ
(σ ω2 − τ k2)AδAdx dt, (50.68)

and with a zero variation leading to

δA⟨S⟩ = 0⇐⇒ ω2 = (σ/τ)2 k2 = c2 k2. (50.69)

Evidently, satisfying the dispersion relation is equivalent to a zero variation of the phase averaged
action with respect to the wave amplitude. Furthermore, since ⟨L⟩ is proportional to the squared
wave amplitude, then satisfying the dispersion relation (50.69) means that the phase averaged
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Lagrangian vanishes when evaluated with the physical solution,

⟨L⟩ = A2 (σ ω2 − τ k2)/4 = 0. (50.70)

Vanishing variation with respect to P

Variation of the phase averaged action (50.67) under variations in the wave phase function is
given by

δP⟨S⟩ =
1

2

ˆ
A2 (σ ω δω − τ k δk) dx dt = 1

2

ˆ
A2 [σ ∂tP δ(∂tP)− τ ∂xP δ(∂xP)] dx dt, (50.71)

with rearrangement giving

δP⟨S⟩ =
1

2

ˆ
A2
[
∂t(A

2 σ ∂tP δP)− ∂x(A2 τ ∂xP δP)
]
dx dt

− 1

2

ˆ
A2
[
∂t(A

2 σ ∂tP) δP− ∂x(A2 τ ∂xP) δP
]
dx dt. (50.72)

Assuming δP vanishes on the space-time boundaries, or that it has compact support in space
and time, eliminates the first integral to leave

δP⟨S⟩ = −
1

2

ˆ
A2
[
∂t(A

2 σ ∂tP)− ∂x(A2 τ ∂xP)
]
δP dx dt, (50.73)

with Whitham’s principle δP⟨S⟩ = 0 producing the conservation law

δP⟨S⟩ = 0 =⇒ ∂t(A
2 σ ω) + ∂x(A

2 τ k) = 0. (50.74)

Interpretation of this conservation law follows from the discussion in the remainder of this
Section.

50.5.6 Phase averaged Hamiltonian

Making use of the eikonal wave ansatz (50.54) renders the leading order phase averaged Hamil-
tonian (50.50)

⟨H⟩ = A2 (σ ω2 + τ k2)/4, (50.75)

with the dispersion relation (50.69) yielding

⟨H⟩ = A2 σ ω2/2 = A2 τ k2/2. (50.76)

We can use these expressions to write the conservation law (50.74) as

∂t(⟨H⟩/ω) + ∂x(⟨H⟩/k) = 0. (50.77)

This equation is nearly ready for interpretation, but it aided by the discussion in Section 50.5.7.

50.5.7 A general statement of Whitham’s variational principle

To help interpret the conservation law (50.77), it is useful to provide a generic expression of
Whitham’s variational principle, which we write as

δ

ˆ
⟨L⟩(A,ω, k;σ, τ) dx dt = δ

ˆ
⟨L⟩(A,−∂tP, ∂xP;σ, τ) dx dt =

ˆ
δ⟨L⟩ dx dt = 0. (50.78)
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The resulting Euler-Lagrange equations follow through variations of the wave amplitude, A, and
phase function, P.

Varying the wave amplitude and the dispersion relation

The Euler-Lagrange equation resulting from varying the amplitude is written (see equation
(50.41))

δS

δA
=
∂⟨L⟩
∂A

− ∂

∂t

[
∂⟨L⟩
∂(∂tA)

]
− ∂

∂x

[
∂⟨L⟩
∂(∂xA)

]
= 0. (50.79)

Notably, for linear waves the wave amplitude appears in ⟨L⟩ only via its square, A2, so that the
second and third terms in equation (50.79) vanish identically. As a result, the Euler-Lagrange
equation resulting from varying A is

∂⟨L⟩
∂A

= 0, (50.80)

which, as we saw for the stretched string in Section 50.5.5, is equivalaent to the dispersion
relation connecting the wave angular frequency to the wavevector. Another way to write the
dispersion relation is to note that the phase averaged Lagrangian for linear waves satisfies

A∂⟨L⟩/∂A = 2 ⟨L⟩, (50.81)

so that
⟨L⟩ = 0⇐⇒ dispersion relation. (50.82)

Varying the phase function, group velocity, and conservation of wave action

For linear waves, the phase function only appears in terms of its space and time derivatives, so
that ∂⟨L⟩/∂P = 0, in which case the Euler-Lagrange equation resulting from varying the phase
function is given by

δS

δP
=

∂

∂t

[
∂⟨L⟩
∂(∂tP)

]
+

∂

∂x

[
∂⟨L⟩
∂(∂xP)

]
= 0 =⇒ − ∂

∂t

[
∂⟨L⟩
∂ω

]
+

∂

∂x

[
∂⟨L⟩
∂k

]
= 0. (50.83)

We can write this conservation equation in a slightly different form by introducing the group
velocity. For this purpose, consider the implications for a zero variation of the phase averaged
Lagrangian (another way to state Whitham’s principle as in equation (50.78)) so that

0 = δ⟨L⟩ = ∂⟨L⟩
∂A

δA+
∂⟨L⟩
∂ω

δω +
∂⟨L⟩
∂k

δk =
∂⟨L⟩
∂ω

δω +
∂⟨L⟩
∂k

δk, (50.84)

where ∂⟨L⟩/∂A = 0 follows from equation (50.80). Rearrangement allows us to write the group
velocity in terms of derivatives of the phase averaged Lagrangian

cg = δω/δk = − ∂⟨L⟩/∂k
∂⟨L⟩/∂ω , (50.85)

so that the Euler-Lagrange equation (50.83) can be written in the form of a traditional conser-
vation law

∂tA+ ∂x(cg A) = 0, (50.86)

where we defined the wave action

A ≡ ∂⟨L⟩
∂ω

. (50.87)
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Note that for some applications it is more useful to write the wave action equation (50.86)
following the group velocity, so that

DrA

Dt
= −A ∂xcg. (50.88)

Hence, the wave action evolves following a ray when moving through regions where the group
velocity has a nonzero convergence.

50.5.8 Interpreting the string’s wave action conservation equation

For the string, we find
∂⟨L⟩/∂ω = A2 σ ω/2 = ⟨H⟩/ω = A, (50.89)

so that the wave action conservation law (50.87) can be written in terms of the Hamiltonian

∂t(⟨H⟩/ω) + ∂x(cg ⟨H⟩/ω) = 0, (50.90)

which accords with equation (50.77) given that the string is non-dispersive so that the group
velocity is cg = ω/k.

So in summary, the Euler-Lagrange equation arising from δP⟨S⟩ = 0 leads to the wave
action conservation law (50.90). This conservation law is associated with a symmetry of the
phase averaged Lagrangian; namely, it is has no explicit dependence on the phase so that
∂⟨L⟩/∂P = 0. Whereas mechanical energy satisfies a conservation law when the background
state is time-independent (i.e., the Lagrangian has no explicit time dependence), the wave action
satisfies a conservation law since the phase averaged Lagrangian has no explicit dependence on
the phase.

50.5.9 Comments

Although the presentation in this section used the relatively simple case of a stretched string,
the underlying theory holds for all linear waves. As such, we expand our understanding of the
theory when considering waves of more complexity in the following chapters. In particular, the
theory proves quite useful for organizing our thinking about group velocity and wave energetics,
particularly for dispersive waves whether on a stationary and homogeneous background or more
generally.

50.6 Variational methods for self-adjoint wave operators

Our use of variational methods for waves is concerned with the propagation of wave packets
through a gently varying and prescribed background state. We assume the packet is prepared
at some initial time and fully known at the final time, so that variations of the wave function
(as per Hamilton’s principle) are nonzero only at intermediate times. Likewise, we assume the
packet is specified at the spatial boundaries, so that its variation vanishes there as well. With
these assumptions, we here detail a variational method that makes use of the self-adjoint nature
of the wave operator. By exploiting the self-adjoint property, we can reformulate Whitham’s
variational principle from Section 50.5.
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50.6.1 Self-adjoint linear wave operators

Assuming Cartesian coordinates, the Euler-Lagrange equations for the acoustic and Klein-Gordon
wave equations from Section 46.2.5 can be written

δS

δψ
=
∂L

∂ψ
− ∂

∂xα

[
∂L

∂(∂αψ)

]
= D̂ψ = 0, (50.91)

where D̂ is the linear partial differential operator,

D̂ = −(∂tt − c2∇2 + Γ2), (50.92)

for the Klein-Gordon wave equation with constant c, and with Γ = 0 for the acoustic wave
equation. This result allows us to write the action for this, and other, linear non-dissipative
waves in the bilinear form

S =
1

2

ˆ
R
ψ (D̂ψ) d3x dt. (50.93)

Notably, this action vanishes identically when ψ is a solution to the wave equation, as per
equation (50.91), yet the action is non-zero for a general function.

50.6.2 Varying the action

Variation of the action (50.93) can be written

2 δS =

ˆ
R
(δψ) D̂ψ d3x dt+

ˆ
R
ψ (D̂δψ) d3x dt, (50.94)

with integration by parts bringing the second right hand side term into the form

ˆ
R
ψ (D̂δψ) d3x dt =

ˆ
R
δψ (D̂ψ) d3x dt

−
ˆ
R
∂t(ψ ∂tδψ − δψ ∂tψ) d3x dt+ c2

ˆ
R
δab∂b(ψ ∂aδψ − δψ ∂aψ) d3x dt. (50.95)

For Hamilton’s principle, we assume that δψ = 0 at the temporal endpoints, so that

ˆ
R
∂t(δψ ∂tψ) d

3x dt = 0. (50.96)

Likewise, the term ˆ
R
δab∂b(δψ ∂aψ) d

3x dt =

ˆ
R
∇ · (δψ∇ψ) d3x dt, (50.97)

vanishes if δψ = 0 on the spatial boundaries, or if the physically realized field satisfies the natural
boundary conditions

n̂ · ∇ψ = 0 for x ∈ ∂R. (50.98)

We are thus led to the variationˆ
R
ψ (D̂δψ) d3x dt =

ˆ
R
δψ (D̂ψ) d3x dt+

ˆ
R
[−∂t(ψ ∂tδψ) + c2 δab ∂b(ψ ∂aδψ)] d

3x dt. (50.99)

We can eliminate the remaining boundary terms as follows. The temporal boundary term
vanishes if we assume either ψ or δ(∂tψ) vanishes at temporal boundaries. We assume either of
these conditions holds. Likewise, the spatial boundary term vanishes if ψ or δ(∂aψ) vanishes at
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the spatial boundaries.8 Assuming the boundary conditions indeed vanish makes D̂ a self-adjoint
wave operator, thus bringing about the action variation

δS =

ˆ
R
(δψ) D̂ψ d3x dt, (50.100)

with Hamilton’s principle, δS = 0, again leading to the wave equation, D̂ψ = 0.

50.6.3 Comments on the method

The above presentation is a bit circular since we compute the wave operator, D̂, from the
Euler-Lagrange equation, and the Euler-Lagrange equation requires the Lagrangian density, L.
However, the discussion suggests a complementary means to connect the variational framework
of Hamilton’s principle to the study of linear waves. Namely, all we need is the linear self-adjoint
wave operator, D̂, rather than the Lagrangian density, L. This approach is useful particularly
for those cases where the Lagrangian is tricky to determine. For example, the Lagrangian for
Rossby waves requires the introduction of auxiliary fields (see page 293 of Olbers et al. (2012)).
So by writing the action in the form of equation (50.93), we directly connect the variational
framework to the study of linear waves via knowledge of the wave operator rather than the wave
Lagrangian. We offer examples throughout the chapters in this part of the book. One important
caveat is that the action for some wave systems cannot be written in the bilinear form (50.93),
such as the interface waves from Chapter 52, in which case distinct methods are needed (see
Section 52.2.9).

We also note the need to assume boundary conditions that ensure the wave operator is
self-adjoint. These boundary conditions are somewhat restrictive. Even so, they allow us to
focus on the form of the waves in the interior of the space-time domain, rather than be concerned
with initia-boundary conditions.

8In considering these boundary conditions when, recall that δ for Hamilton’s principle commutes with space
and time derivatives, as detailed in Section 46.2.2.
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Chapter 51

ACOUSTIC WAVES

In this chapter we study the physics of acoustic waves in fluids. When reaching the human ear
we interpret acoustic waves as sound, hence the synonymous term sound waves. The pressure
fluctuations associated with standard acoustic waves (those not damaging to the human ear) are
a tiny fraction of those arising from, say, a weather disturbance or an atmospheric gravity wave
(see Section 51.5.3 for details). Hence, acoustic waves play a negligible role in the geophysical
fluid flows forming the focus of this book. Nonetheless, the relative simplicity of acoustic waves,
and their ubiquitous presence in the natural environment, make them an ideal pedagogical
introduction to the somewhat more complex geophysical waves considered in later chapters. Here,
we study acoustic waves in a perfect compressible fluid where the only force arises from pressure,
thus ignoring gravity, Coriolis, and viscous friction. We derive the acoustic wave equation using
both Lagrangian and Eulerian viewpoints, and thereafter study various properties of acoustic
waves, including their energetics.

reader’s guide to this chapter
Development of the linear equations for acoustic waves relies on the momentum dynamics

from Chapter 24, and the acoustic energetics makes use of thermodynamics from Chapters 22,
23, and 26. Furthermore, we assume an understanding of wave kinematics from Chapter 49.
As a useful conceptual preface, see Sections 15.6 and 15.7 where we study simple harmonic
oscillators, as well as Section 46.1 where we take the continuum limit of the oscillators to
reveal the acoustic wave equation.

There are many treatments of acoustic waves in the literature, and we made use of Chapter
VIII in Landau and Lifshitz (1987), Chapter 9 in Fetter and Walecka (2003), Section 15.2
of Kundu et al. (2016), and Section 16.5 in Thorne and Blandford (2017). Additionally, the
second half of this video offers a pedagogical introduction to acoustic waves.
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51.1 Loose threads
• Need the solution to Exercise 51.3.

51.2 Conceptual introduction to acoustic waves

Physical processes giving rise to acoustic waves

Consider a static background fluid state that is in mechanical and thermodynamic equilibrium.
Acoustic waves involve four physical processes within this background state: (i) the density in a
compressible fluid changes according to flow divergences and convergences; (ii) density fluctuations
lead to pressure fluctuations; (iii) pressure fluctuations lead to fluid particle fluctuations; (iv) for
small amplitude fluctuations, fluid particle displacements exhibit space-time coherent oscillatory
motion known as linear acoustic waves. Small fluctuations correspond to a fluid particle speed
that is much smaller than the acoustic wave speed, with the ratio known as the Mach number (we
see this relation in Section 51.5.2). Hence, we are concerned only with small Mach number flow
in this chapter. As such, acoustic wave properties such as the wave momentum and wave energy
are transmitted at a much greater speed than the transport of properties arising from fluid
particle motion (e.g., enthalpy and mass transport). Furthermore, we find that fluid particles
feeling the passage of an acoustic wave oscillate in the direction of the wave, with the alignment
of the fluid velocity and wave direction characterizing longitudinal waves.

The alternating compression and rarefaction of fluid elements within an acoustic wave give
rise to alternating pressure work that affects the internal energy. For small Mach number flow,
acoustic waves can be assumed to be isentropic, so that the pressure work is reversible. We
make use of perfect fluid mechanics throughout this chapter, thus ignoring mixing and heating
so that fluid elements maintain constant specific entropy. Indeed, we generally assume the fluid
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has uniform specific entropy to further isolate the core physical features accounting for acoustic
waves.

Comments on compressible, incompressible, and the Boussinesq ocean

All real fluids are compressible and thus support acoustic waves. When compressibility is reduced
towards zero, so that the continuous media becomes more rigid, the acoustic wave speed increases.
Hence, we generally find acoustic waves travel faster through solids than liquids, and faster
through liquids than gases. Taking the mathematical limit of a fully incompressible fluid (where
the fluid density is uniform and constant) results in an infinite acoustic wave speed, in which
case acoustic waves are absent from incompressible fluid dynamics.

There are occasions where we study incompressible fluids in this book. For example, the
shallow water models in Part VI of this book are comprised of incompressible fluid layers
with three-dimensional motion, whereas the two-dimensional non-divergent barotropic model in
Chapter 38 considers just a two-dimensional velocity (zero vertical motion). The Boussinesq
ocean in Chapter 29 offers an important step towards a more realistic fluid. Namely, the
Boussinesq ocean is quasi-compressible since the Boussinesq velocity is non-divergent even
though the fluid density varies in space and time. The varying density in the Boussinesq ocean
gives rise to a divergent velocity that supports acoustic waves. Even so, we commonly ignore the
divergent velocity when working with the Boussinesq ocean since this velocity, and the associated
acoustic waves, never couple to the Boussineq ocean dynamics that are the concern of the theory.

51.3 Lagrangian perspective
Consider a continuum fluid system whose motion is constrained to one space dimension, x̂.
Assume that all fluid properties and flow properties are independent of the y and z directions.
We assume the only forces acting on fluid elements arise from pressure, so that gravity, elec-
tromagnetism, and friction are ignored. Furthermore, all fluid motion remains close to a static
background state, where the background state density and pressure are everywhere uniform with
values ρe and pe:

ρe = background state density and pe = background state pressure. (51.1)

Derivation of the equation for the acoustic waves proceeds in three steps. The first concerns
the equation for mass conservation; the second arises from momentum conservation; and the
third concerns the equation of state relating pressure, density, and specific entropy. Throughout
the derivation in this section, we make use of the Lagrangian displacement field, ξ(x, t), used in
Section 46.1 when taking the continuum limit of coupled harmonic oscillators. Recall that this
function measures the displacement, at time t, of a fluid element whose equilibrium position is x.
We here also introduce the density, ρ(x, t), as the density of a fluid element whose equilibrium
position is x, and we maintain the same interpretation for the pressure field, p(x, t).

51.3.1 Mass conservation
In Figure 51.1 we find two configurations for a fluid element, in which the first assumes the fluid
is in mechanical equilibrium with constant density, ρe, and mass per unit area

M/A = ρe δx, (51.2)

where A is the horizontal cross sectional area. The second configuration has been displaced by
ξ(x, t) a small amount so that the fluid element is out of mechanicial equilibrium. In this case its
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density, ρ(x, t), is found through mass conservation. Namely, the mass in the original rectangle
equals to that in the displaced rectangle

M/A = ρe δx (51.3a)

= ρ [x+ δx+ ξ(x+ δx, t+ δt)− x− ξ(x, t+ δt)] (51.3b)

= ρ [δx+ ξ(x+ δx, t+ δt)− ξ(x, t+ δt)] (51.3c)

= ρ δx

[
1 +

∂ξ(x∗, t)

∂x

]
(51.3d)

≈ ρ δx
[
1 +

∂ξ(x, t)

∂x

]
. (51.3e)

The penultimate equality made use of the mean value theorem from differential calculus, where
x∗ is a point between x and x+ δx, whereas the final step involves the approximation that arises
when taking the infinitesimal limit allowing us to evaluate ∂ξ/∂x at the position x. We are thus
led to the relation1

ρ(x, t) = ρe (1 + ∂ξ/∂x)−1 ≈ ρe (1− ∂ξ/∂x). (51.4)

This equation says that the density of a fluid element, ρ(x, t), whose equilibrium position is
x, differs from its equilibrium density, ρe, according to whether the fluid element is expanded
(∂ξ/∂x > 0) or contracted (∂ξ/∂x < 0).
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Figure 51.1: Schematic of a rectangular fluid element constrained to move just in the x̂ direction with uniform
properties in the ŷ and ẑ directions. The fluid element has a constant mass, M , and with density uniform within
the element. The equilibrium configuration in the left rectangle has a mass per unit area M/A = ρe δx, where A
is the fixed cross sectional area, and ρe is the equilibrium density. The right rectangle shows the fluid element at a
displaced non-equilibrium configuration where the density deviates from its equilibrium value. This density, ρ(x, t),
is the density of the displaced fluid element (specified by the displacement field ξ(x, t)) whose equilibrium position
is x. The mass of the fluid element is identical for both the equilibrium and non-equilibrium configurations, which
leads to ρ(x, t) = ρe (1+ ∂ξ/∂x)−1. This relation means, for example, if ∂ξ/∂x > 0 (fluid element expands relative
to equilibrium), then ρ(x) < ρe.

51.3.2 Momentum conservation

At equilibrium the fluid element experiences a pressure, pe, that is assumed to be spatially
uniform.2 If fluid elements are displaced in a manner that produces nonzero density perturbations,
then the pressure field is likewise modified, in which case fluid moves. Recall that we interpret
p(x, t) as the pressure acting on a fluid element whose equilibrium position is x. Hence, the net
pressure force per area acting on the displaced fluid element is given by the gradient

F press = [−p(x+ δx, t) + p(x, t)] x̂ ≈ −(∂p(x, t)/∂x) δx x̂. (51.5)

1By assuming small perturbations relative to the background state, we disallow the extreme case where
∂ξ/∂x = −1, in which the fluid becomes so rarefied (vanishing mass density) that we can no longer make use of
the continuum description (see Chapter 16 for more on the continuum approximation).

2Recall we are ignoring gravity, so there is no hydrostatic pressure that would give rise to a pressure gradient.
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The position of the fluid element is fully specified by the deviation function, ξ(x, t), so that the
acceleration is its second time derivative, ∂ttξ(x, t), in which case Newton’s equation of motion
is given by

∂

∂t

[
ρ
∂ξ

∂t

]
= −∂p

∂x
. (51.6)

51.3.3 Equation of state and acoustic wave equation
We now assume an equation of state whereby density is a function of pressure and specific
entropy3

ρ = ρ(p, S). (51.7)

Assuming the fluctuations occur with constant specific entropy, S, the equation of motion (51.6)
takes the form

∂

∂t

[
ρ
∂ξ

∂t

]
= −

[
∂p

∂ρ

]
S

∂ρ

∂x
. (51.8)

Use of the continuity equation (51.4) allows us to eliminate density in favor of the displacement
field

∂

∂t

[
ρ
∂ξ

∂t

]
=

ρe c
2
s

(1 + ∂ξ/∂x)2
∂2ξ

∂x2
, (51.9)

where we introduced the inverse squared speed

c−2
s =

[
∂ρ

∂p

]
S

, (51.10)

where cs is interpreted as the sound speed. We can linearize the acoustic equation (51.9)
by dropping all terms with the products of the displacement field and assuming density is
approximated by its equilibrium value, ρe, in which case we recover the acoustic wave equation

(∂tt − c2s ∂xx) ξ = 0. (51.11)

This equation says that the displacements of the fluid elements relative to their equilibrium
position satisfy the linear wave equation, and the displacements travel with the sound speed.

51.3.4 Sound speed
It is important to observe that the pressure derivative in the sound speed equation (51.10) is
computed with a fixed entropy, S. We are thus treating acoustic waves as reversible adiabatic
waves, which accords with our use of a perfect fluid throughout this chapter.4 This approach is
suitable for those cases where the speed of acoustic waves is much larger than the speed of fluid
particles, so that an acoustic wave moves through a fluid far faster than the time for enthalpy to
be transferred by fluid particles. In this case, acoustic waves are accurately treated as reversible
adiabatic waves.

In Section 23.4.8 we consider the sound speed in an ideal gas, in which

c2s = (p/ρ) (cp/cv) = T RM (cp/cv), (51.12)

where RM is the specific gas constant given by equation (23.49), cv is the specific heat capacity
holding specific volume fixed (equation (23.59)), and cp = cv +RM is the specific heat capacity
holding pressure fixed. For air we have cs ≈ 350 m s−1 for T = 300 K. We identify these waves as

3We study equations of state, including the ideal gas equation, in Chapters 23 and 30.
4Matter concentration is also held fixed when considering sound speeds in a fluid with multiple matter

constituents.
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acoustic (sound) waves due to the agreement of the wave speed (51.12) with the speed of sound
measured in the laboratory. Note that LaPlace discovered the relevance of the specific heats
ratio, cp/cv, in the expression (51.12) for the sound speed. This ratio arises when recognizing
acoustic waves to be constant entropy waves, whereas Newton incorrectly assumed they were
isothermal, in which case the specific heat ratio does not appear.

A more compressible media, such as the atmosphere, has a smaller sound speed (cs ≈
350 m s−1) than a less compressible media such as the ocean (cs ≈ 1500 m s−1). Indeed, the
sound speed is infinite when the media is fully incompressible, with the infinite speed a signature
that the hyperbolic wave system has converted to an elliptic system (see Chapter 6). We offer
further discussion of the sound speed in Sections 22.7.4 and 23.4.8 as part of our study of
thermodynamics.

The Mach number is the ratio of the fluid particle speed to the sound speed. If a fluid is
moving with Mach number greater than unity (supersonic), then there can be discontinuities
(shocks) that break the continuum approximation (Chapter 16). In this case, the continuous
fluid equations must be supplemented by other physical conditions such as those afforded by
molecular dynamics. We have no occasion to study supersonic flow in this book.

51.3.5 Comments and further study
The original calculation of sound speed computed the density derivative holding temperature
fixed rather than entropy. This mistake, originally made by Newton in his studies of sound, was
corrected by LaPlace by noting that acoustic waves more closely maintain adiabatic conditions,
which means they preserve specific entropy. It is perhaps a testament to the genius of Newton
that even his mistakes took decades to centuries to correct, and often only after being considered
in light of new areas of physics (e.g., thermodynamics) that were totally undeveloped during
Newton’s time.

Elements of this section were taken from Sections 2.1, 2.2, and 2.3 of Towne (1967) and
Section 47-3 in Volume I of Feynman et al. (1963). See also Section 1.2 of Lighthill (1978) for
more on the sound speed calculation.

51.4 Eulerian perspective
We here derive the acoustic wave equation using an Eulerian approach, thus offering a complement
to the Lagrangian treatment in Section 51.3. Furthermore, we no longer restrict motion to one
dimension, so that here the resulting acoustic waves travel in three space dimensions. We also
generalize the background state, here allowing for the background density and specific entropy
to be static functions of space.

51.4.1 Lagrangian wave equation
Consider a single component perfect fluid that does not feel gravity, Coriolis, or friction, so that
the only acceleration acting on a fluid element arises from pressure gradients

Dv

Dt
= −ρ−1∇p. (51.13)

This expression of the Euler equation is coupled to the mass continuity equation (19.16)

Dρ

Dt
= −ρ∇ · v, (51.14)

that reflects the material constancy of mass following a fluid element. Furthermore, density
and pressure are coupled through the equation of state (51.7), so that the density and pressure
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material time derivatives are related by

Dρ

Dt
=

[
∂ρ

∂p

]
S

Dp

Dt
+

[
∂ρ

∂S

]
p

DS

Dt
= c−2

s

Dp

Dt
, (51.15)

where we set DS/Dt = 0 due to the isentropic nature of the perfect fluid, and introduced the
squared sound speed

c−2
s =

[
∂ρ

∂p

]
S

. (51.16)

Combining the continuity equation (51.14) and the material time derivative of the equation
of state (51.15) renders

1

ρ c2s

Dp

Dt
+∇ · v = 0. (51.17)

We can relate the velocity divergence to pressure by taking D/Dt of this equation and then using
the Euler equation (51.13)

−D(∇ · v)
Dt

= −(∂t + vn∂n) (∂mv
m) (51.18a)

= −∇ · Dv
Dt

+ ∂mv
n ∂nv

m (51.18b)

= ∇ · (ρ−1∇p) + Smn S
n
m −RmnRnm. (51.18c)

In the final equality we introduced components to the strain rate tensor, S, and the rotation
tensor, R, both of which were introduced in Section 18.8 when studying the velocity gradient
tensor. Furthermore, note that the combination, Smn S

n
m − RmnRnm, also appears in the

elliptic pressure equation for the Boussinesq ocean in Section 29.3.4. Use of equation (51.18c)
along with D/Dt of equation (51.17) leads to the pressure equation

D

Dt

[
1

ρ c2s

Dp

Dt

]
−∇ · (ρ−1∇p) = Smn S

n
m −RmnRnm. (51.19)

The left hand side is a Lagrangian wave equation, which, when linearized, forms the more familiar
acoustic wave equation to be described below. Equation (51.19) describes pressure fluctuations
relative to the moving flow, with the nonlinear source on the right hand side arising from strain
and rotation within the fluid flow. In Exercise 51.2 we consider the special case of pressure
fluctuations when the background flow is a uniform constant.

The pressure equation (51.19) is nonlinear since pressure, density, and velocity are coupled.
We garner insight into certain of the physical processes captured by this equation by linearizing
around a static background state and examining small amplitude fluctuations, to which we now
turn our attention.

51.4.2 Inhomogeneous background state
In Section 51.3 we assumed the background state has zero velocity, uniform density, uniform
specific entropy, uniform pressure, and uniform sound speed. This trivial state is itself an exact
solution to the perfect fluid equations of motion, thus serving as a suitable state from which to
study linear fluctuations. Here we introduce a slightly less trivial background state that is also
an exact solution to the equations of motion.

We continue to assume a trivial solution of the Euler equation with vanishing velocity
(background v = 0) and spatially uniform pressure (pe constant). In this case, the continuity
equation (51.14) can be satisfied by a background density that is time independent yet spatially
inhomogeneous, ρe = ρe(x). This inhomogeneous density is consistent with the equation of state
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(51.7) if the specific entropy is itself inhomogeneous, Se = Se(x), in which case

ρ(x) = ρ[p = pe, S = Se(x)]. (51.20)

By allowing ρe and Se to be spatially dependent functions, we extend the applicability of the
resulting wave equation to the study of acoustic waves propagating in a static inhomogeneous
media. A geophysically relevant example concerns an ocean or atmosphere in exact hydrostatic
balance (Section 24.6), with vanishing flow yet density and specific entropy that are functions of
geopotential coordinate, z. Pierce (1990) considers the even more realistic case with a space
and time dependent background flow, and a correspondingly nonuniform pressure field, in which
case the acoustic wave equation is modified relative to that considered in this chapter.

51.4.3 Acoustic wave equation

We now linearize the Euler equation (51.13), along with the mass continuity equation in the
form of equation (51.17), and perform the linearization relative to a background state of zero
motion yet inhomogeneous density. We thus write pressure, density, and velocity as

p = pe + p′ and ρ = ρe(x) + ρ′ and v = 0 + v′, (51.21)

where the pressure and density perturbations are small relative to their background values
|p′| ≪ pe and |ρ′| ≪ ρe(x), and where the background density is generally a function of space. A
positive p′ arises from a local compression in the fluid, whereas a negative p′ is a local expansion
or rarefaction.

Wave equation with an inhomogeneous background state

Inserting the perturbations (51.21) into the Euler equation (51.13) leads to

(ρe + ρ′) ∂tv
′ + (ρe + ρ′) (v′ · ∇)v′ = −∇p′, (51.22)

and dropping all products of perturbation fields leads to the linearized Euler equation

ρe ∂tv
′ = −∇p′. (51.23)

Likewise, the linearized continuity equation (51.17) takes the form

∂tp
′ + ρe c

2
s ∇ · v′ = 0, (51.24)

where the squared sound speed is here determined by compressibility of the equilibrum state

c−2
s =

[(
∂ρ

∂p

)
S

]
p=pe

. (51.25)

Taking the divergence of the velocity equation (51.23) and making use of the continuity
equation (51.24) renders the acoustic wave equation for the anomalous pressure

1

ρe c2s

∂2p′

∂t2
−∇ · (ρ−1

e ∇p′) = 0. (51.26)

This linear wave equation compares to its fully nonlinear analog in equation (51.19). We can
perform analogous manipulations to determine the following wave equation satisfied by the
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velocity divergence

∂ttD
′ −∇ ·

[
ρ−1∇(ρ c2D′] = 0 with D′ = ∇ · v′. (51.27)

Finally, note that from the linearized Euler equation (51.23) that the density weighted velocity
fluctuation has a static curl

∂t[∇× (ρe v
′)] = 0. (51.28)

Wave equation with a homogeneous background state

Equation (51.26) for the pressure, equation (51.27) for the velocity divergence, and equation
(51.28) for the curl of the density weighted velocity constitute the suite of equations for acoustic
waves in a static yet inhomogeneous background state. In the remainder of this section we study
properties of the wave solutions to these equations, yet restricted to the homogeneous and static
background state with ρe a uniform constant and with the sound speed also uniform, in which
case we have the linear acoustic wave equations

(∂tt−c2s ∇2)p′ = 0 and (∂tt−c2s ∇2)D′ = 0 and ∂t(∇×v′) = 0 with D′ = ∇·v′. (51.29)

The more realistic, yet complex, case of waves propagating through an inhomogeneous background
state requires extra mathematical technology that we develop in Section 51.9.

51.4.4 The velocity potential and acoustic wave properties
The locally static curl (equation (51.29)) means that acoustic waves do not alter vorticity. Hence,
if the linear system is initialized with zero vorticity then it stays that way.

Velocity potential for acoustic waves

Assuming zero initial vorticity, as appropriate when considering fluctuations around a state of
rest, allows us to introduce a velocity potential (dimensions squared length per time), ψ, so that

v′ = −∇ψ. (51.30)

The velocity equation (51.23) thus implies

∇(p′ − ρe ∂tψ) = 0 =⇒ p′ = ρe (∂tψ +K), (51.31)

where K(t) is an arbitrary function of time that is independent of space. The velocity potential
is itself arbitrary up to a function of time. Hence, we can choose to work with a modified velocity
potential, Ψ, that absorbs the function K

Ψ = ψ +

ˆ t

K(t′) dt′, (51.32)

so that pressure is determined by the time derivative of Ψ and velocity is determined by the
gradient

p′ = ρe ∂tΨ and v′ = −∇Ψ. (51.33)

Note that the process of transforming from ψ to Ψ is referred to as a gauge transformation. The
same approach is used in Section 52.2.2 when studying surface waves.

Making use of the relation (51.33) in the linearized continuity equation (51.24) renders the
wave equation for the velocity potential

(∂tt − c2s ∇2)Ψ = 0. (51.34)
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Furthermore, we can take the gradient of this equation to find that each of the three velocity
components satisfies the acoustic wave equation

−(∂tt − c2s ∇2)∇Ψ = (∂tt − c2s ∇2)v′ = 0. (51.35)

Density fluctuations in an acoustic wave

We determine the density perturbation within an acoustic wave by linearizing the equation of
state (51.7) around the background state5

ρ = ρ(p, S) ≈ ρe + c−2
s (p− pe), (51.36)

so that
ρ′ = ρ− ρe = c−2

s p′ = ρe c
−2
s ∂tΨ. (51.37)

Taking the time derivative and using the wave equation (51.34) reveals the self-consistency of
this result with the linearized mass continuity equation (51.24)

∂tρ
′ = ρe c

−2
s ∂ttΨ = ρe∇2Ψ = −ρe∇ · v′. (51.38)

Temperature fluctuations in an acoustic wave

For an acoustic wave, a differential temperature increment arises just from changes to the
pressure while holding entropy fixed

dT =

[
∂T

∂p

]
S

dp. (51.39)

In Section 23.2 we referred to this temperature partial derivative is the adiabatic lapse rate.
Equation (23.26) provides a practical form of the lapse rate[

∂T

∂p

]
S

=
Te αT

ρe cp
, (51.40)

with Te the background temperature, cp the specific heat capacity (22.99), and αT the thermal
expansion coefficient (22.103) defined in terms of the in situ temperature (αT and cp are computed
for the background state). We thus have a fluctuation of temperature given by

T − Te = T ′ =
Te αT p

′

ρe cp
= (Te αT/cp) ∂tΨ. (51.41)

Hence, as an acoustic wave propagates it has an associated oscillation of the temperature field
due to oscillations in pressure.

51.5 Dispersion relation and flow properties
We now characterize physical properties of acoustic waves, focusing on the properties as realized
by a traveling acoustic plane wave in a homogeneous media (i.e., ρe is a uniform constant). These
properties are determined largely through the acoustic wave dispersion relation, which provides
a functional relation between the wave frequency and the wavevector. After determining the
dispersion relation, we derive the pressure, density, and velocity fluctuations in an acoustic wave.

5Recall that S is assumed constant for the background state, so that it plays a passive role in the Taylor
expansion (51.36).
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51.5.1 Dispersion relation
Not every traveling plane wave is a solution to the acoustic wave equation (51.34). Rather, the
wavevector and angular frequency must be related in a specific manner that is dependent on
physics of the particular wave. This relation is known as the dispersion relation. Plugging in the
traveling plane wave (49.18) into the acoustic wave equation (51.34) renders the acoustic wave
dispersion relation

(ω2 − c2s k2)Ψ = 0 =⇒ ω = cs |k| =⇒ Cp = ω/|k| = cs. (51.42)

Note that we only consider the positive sign for the angular frequency since ω ≥ 0 corresponds
to our convention for wave frequencies (Section 49.4). Traveling acoustic plane waves of a
given wavevector have their angular frequency specified by the dispersion relation (51.42). The
dispersion relation (51.42) reveals that the phase speed for acoustic waves, Cp, equals to the
sound speed, cs.

The sound speed is a function of the background fluid state; it is not a function of wave
properties such as the wavelength or wave frequency. Hence, all acoustic waves, regardless their
wavelength, travel at the same phase speed, Cp = cs. Correspondingly, we say that acoustic
waves are non-dispersive. This property accords with common experience, whereby the variety of
sound waves with different frequencies from, say, an orchestra are heard together since all sound
frequencies travel with the same speed. Furthermore, it is certainly possible for any particular
point in space to be comprised of multiple acoustic waves. Since each wave satisfies the wave
equation (51.34), and since the wave equation is linear, acoustic waves satisfy the principle of
superposition. That is, the sum of multiple traveling acoustic waves is also an acoustic wave that
satisfies the same wave equation with same speed, cs.

51.5.2 Flow properties for acoustic plane waves
We here establish expressions for flow fields, such as velocity, pressure, and density, in the
presence of an acoustic plane wave. We start with equation (51.33), which relates pressure and
velocity to derivatives of the velocity potential. Following our discussion of traveling plane wave
kinematics in Section 49.5.1, write the velocity potential for an acoustic plane wave as

Ψ(x, t) = ARe[ei (k·x−ω t+α)] = A cos(k · x− ω t+ α), (51.43)

which leads to the corresponding pressure fluctuation

p′ = ρe ∂tΨ = ρe Re[−iωΨ] = ρe ωA sin(k · x− ω t+ α). (51.44)

Hence, higher frequency acoustic plane waves have higher magnitude for their fluctuating pressure.
Likewise, the fluctuating velocity of fluid particles takes on the form

v′ = −∇Ψ = −Re[ikΨ] = Ak sin(k · x− ω t+ α). (51.45)

This relation means that fluid particles moving in an acoustic plane wave have their velocity
aligned with the wave direction

v′ × k = 0. (51.46)

Furthermore, this relation follows since the vorticity of the linear fluctuations vanish (Section
51.4.4). The alignment of particle velocity and wave vector is a defining feature of longitudinal
waves.6 It also means that the squared magnitude of the particle velocity equals to the squared

6We later encounter waves in non-divergent flows, ∇·v = 0, which are transverse waves whereby k ·v = 0. That
is, for transverse waves the fluid particle motion is perpendicular to the wave direction, whereas for longitudinal
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projection of this velocity onto the wave direction

|v′|2 = (v′ · k̂)2 = [A |k| sin(k · x− ω t+ α)]2. (51.47)

Finally, the fluctuating density within an acoustic wave is given by the linearized equation of
state (51.37), which takes the following form for an acoustic plane wave

ρ′ = c−2
s p′ = c−2

s ρe ωA sin(k · x− ω t+ α). (51.48)

Equations (51.44), (51.45), and (51.48) imply the following relations between the fluctuating
pressure, velocity, and density in an acoustic plane wave

ρe ω v
′ = p′ k =⇒ p′ = ρe cs v

′ · k̂ =⇒ ρ′ = ρe v
′ · k̂/cs. (51.49)

where we used the dispersion relation (51.42). These relations reveal that pressure, velocity, and
density fluctuations are in-phase; i.e., they have the same phase. The density fluctuation in
equation (51.49) reveals that its ratio with the background density equals to the ratio of the
fluid particle speed to the sound speed. This ratio is the Mach number, so that for an acoustic
plane wave we have

|p′|/(ρe c
2
s ) = |ρ′|/ρe = |v′ · k̂|/cs = Ma≪ 1. (51.50)

Hence, small Mach number corresponds to small density fluctuation relative to the background
density. We made use of this relation when introducing the Boussinesq ocean at the start of
Chapter 29.
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Figure 51.2: Example packet of acoustic waves, with the gray shaded lines denoting constant phase surfaces.
Acoustic waves are non-dispersive, so that the group and phase velocities are equal, cp = cg, and all acoustic
waves have phase speed given by the speed of sound, Cp = cs. The fluid particle motion is parallel to the phase
velocity according to equation (51.45), with such particle motion characterizing longitudinal waves.

51.5.3 Example acoustic pressure perturbations

We noted in the introduction to this chapter that acoustic waves, and their associated pressure
perturbations, play a negligible role in large-scale geophysical fluid flows, such as those associated
with atmospheric weather patterns. To support that contention, consider some common sounds
and examine their pressure perturbations. For that purpose, we make use of the decibel scale
(dB) for the sound pressure level (SPL)

SPL = 20 log10(|p′|/pref) =⇒ |p′| = pref 10
SPL/20. (51.51)

waves the particle motion is parallel to the wave direction.
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It is conventional to choose the reference pressure, pref, so that 0 dB is a quiet sound at the
threshold of human hearing, with

pref = 20× 10−6 Pa = 20 µPa (51.52)

serving as the international convention. Following equation (51.50), we can determine the
Mach number associated with a particular sound pressure level (assuming acoustic plane waves)
according to

Ma = |p′|/(ρe c
2
s ) = |p′|/[p (cp/cv)], (51.53)

where we made use of the ideal gas relation (23.70) for the sound speed

ρe c
2
s = p cp/cv. (51.54)

We evaluate the sound speed at the standard sea level atmospheric pressure, p = pstand =
101.325× 103 Pa, and assume the specific heat capacity ratio, cp/cv = 7/5, which holds for an
ideal diatomic gas, in which case

ρe c
2
s = pstand (cp/cv) = 140× 103 Pa. (51.55)

Table 51.1 tabulates the SPL, pressure perturbation, and Mach number for some common sounds.
We see that even extremely loud sounds, relative to human hearing, have very small Mach
numbers, thus justifying the use of linear acoustic wave dynamics for their description.

To gauge the size of these acoustic pressure fluctuations relative to typical atmospheric
pressure fluctuations, consider a middle latitude geostrophic wind, in which case equation (31.15)
gives

ρ f ẑ × ugeostrophic = −∇pgeostrophic =⇒ |p′geostrophic| ∼ ρ f U L, (51.56)

where U is the scale of the geostrophic wind speed, and L is the horizontal length scale over
which the winds vary. Taking f = 10−4 s−1, U = 10 m s−1, ρ = 1 kg m−3, and L = 106 m we
find a typical pressure fluctuation

|p′geostrophic| ≈ 103 Pa. (51.57)

This pressure fluctuation is on the order of that found inside of an automobile exhaust system
(see Table 51.1). However, the atmospheric fluctuation associated with this geostrophic wind
extends over thousands of kilometers, whereas the sound waves inside of an exhaust system
extend over a fraction of a meter. Hence, the energy contained in the atmospheric weather
pattern is many orders larger than that for even the loudest sounds extending over typical human
length scales. This example further emphasizes the irrelevance of acoustic waves for large-scale
geophysical fluid flows.

51.6 Energetics

We here specialize the energetic analysis from Section 26.7 and 26.9 to study the energetics of
an acoustic wave in a homogeneous background state. For an acoustic wave, the total energy
is the sum of the kinetic energy of the oscillating fluid particles, plus the changes to internal
energy of the fluid that arise from pressure work (recall we are ignoring gravity). We thus write
the total energy per mass, E, as the sum of the internal energy per mass, I, plus kinetic energy
per mass, K,

E = I+K. (51.58)
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sound SPL (dB) |p′| (Pa) |p′|/|p′geostrophic| Ma

soft whisper 30 6.3× 10−4 6.3× 10−7 4.5× 10−9

normal conversation 60 2× 10−2 2× 10−5 1.4× 10−7

noisy factory 90 0.63 6.3× 10−4 4.5× 10−6

rock concert 115 11 1.1× 10−2 8× 10−5

aircraft engine 130 63 6.3× 10−2 4.5× 10−4

automobile exhaust system 160 2× 103 2 1.4× 10−2

Table 51.1: Acoustic properties of common sounds, following Example 15.2 from Kundu et al. (2016). The first
column lists the sound, the second column the sound pressure level in dB, the third column the corresponding
pressure fluctuation in Pa, the fourth column the ratio of the pressure fluctuation to a pressure fluctuation
associated with a geostrophic atmospheric fluctuation, |p′geostrophic| ≈ 103 Pa (equation (51.57)), and the fifth
column the Mach number assuming standard atmospheric sea level pressure, pstand = 1.01× 105 Pa. Since the
Mach number is far smaller than unity even for the loudest sound, we are justified in using linear acoustic wave
theory to describe the propagation of these sounds.

The Eulerian form of the total energy equation is given by equation (26.102), which here takes
the form

∂(ρE)

∂t
+∇ · [ρv (I+K + p/ρ)] = 0, (51.59)

where I+ p/ρ is the enthalpy per mass (Section 22.6.4)

H = I+ p/ρ, (51.60)

and we set the thermal and chemical fluxes to zero as per a perfect fluid. In the remainder of
this section we specialize this energy equation to the case of linear acoustic wave fluctuations.

51.6.1 Expressions for the wave energies

To linearize terms in the energy equation (51.59) requires us to drop third order products of
fluctuating quantities while keeping second, first, and zeroth order terms. This procedure is
further supported by our ability to develop a self-consistent and closed energy budget for acoustic
waves.

Kinetic energy of an acoustic wave

Since velocity is a first order quantity, the kinetic energy per volume is

ρK = (ρe + ρ′)v′ · v′/2 ≈ ρe v
′ · v′/2. (51.61)

Internal (potential) energy of an acoustic wave

For the internal energy, recall from Section 22.6.2 that its natural functional dependence for a
single-component fluid is

I = I(S, ρ). (51.62)

Since entropy is held fixed in an acoustic wave, consider the following Taylor series approximation
for the internal energy per volume as computed around the background state

ρ I ≈ ρ Ie + (ρ− ρe)

[
∂(ρ I)

∂ρ

]
ρ=ρe

+
(ρ− ρe)

2

2

[
∂2(ρ I)

∂ρ2

]
ρ=ρe

. (51.63)
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The first partial derivative is given by

∂(ρ I)

∂ρ
= I+ ρ

∂I

∂ρ
= I+ p/ρ = H, (51.64)

where we used identity (22.64) in the penultimate step. The second partial derivative is thus
given by

∂2(ρ I)

∂ρ2
=
∂H

∂ρ
=
∂H

∂p

∂p

∂ρ
= c2s /ρ, (51.65)

where we used the identity (22.76) for the final step. We also used the equation of state (51.7)
to convert the density derivative to a pressure derivative in the penultimate step.

Bringing these results together leads to the approximate internal energy per volume

ρ I ≈ ρe Ie + ρ′He + (cs ρ
′)2/(2 ρe). (51.66)

The first term on the right hand side is a constant measuring the internal energy per volume
of the background state, and it has no relation to the acoustic wave. The second term is the
background enthalpy per mass times the fluctuating density. When integrating over the full
domain, the fluctuating density vanishes due to mass conservation. That is, we assume the mass
in the domain is the same in the background state as well as when there are acoustic waves, so
that ˆ

R

ρdV =

ˆ
R

ρe dV =⇒
ˆ
R

ρ′ dV = 0. (51.67)

Since the ρ′He term drops out from a domain volume integral, it is common to drop this term
when studying the energy density for an acoustic wave. However, we choose not to drop it at
this point in the discussion. Rather, we find in Section 51.6.3 that ρ′He naturally cancels from
the flux-form acoustic energy budget equation, at which point we can confidently conclude that
it has no significance to the energetic transfers within an acoustic wave. The third term in
equation (51.66), (cs ρ

′)2/(2 ρe), is a potential energy per volume in the acoustic wave that arises
from fluid compressibility.

Total energy per volume of an acoustic wave

We conclude that the total energy per volume, accurate to second order in fluctuating acoustic
wave fields, is given by

ρE = ρ′He + (ρe/2) [(cs ρ
′/ρe)

2 + v′ · v′]. (51.68)

As a final step, we make use of equations (51.33) and (51.37) to write the wave energy per
volume in terms of the velocity potential

ρE = ρ′He + (ρe/2) [(cs ρ
′/ρe)

2 + v′ · v′] = ρe

2 c2s

[
2He ∂tΨ+ (∂tΨ)2 + c2s ∇Ψ · ∇Ψ

]
. (51.69)

51.6.2 Equipartition of energy
Following our study of energy for a simple harmonic oscillator in Section 15.6.3, we here study
how energy in an acoustic wave is partitioned between kinetic energy and potential energy.
Recall that the simple harmonic oscillator equally partitions energy when time averaging over
an oscillation period; i.e., performing the phase average of Section 8.1.2. That result follows
from the virial theorem considered in Section 12.7.3. We here verify energy equipartition also
holds for acoustic waves.

As for the oscillator, we expect energy equipartition for acoustic waves, thus reflecting the
alternating exchange of energy between kinetic and potential. Mathematically, equipartition
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arises since the potential energy is a homogeneous function of degree two, with details of this
property discussed as part of the virial theorem from Section 12.7.3. Here, we show that energy
equipartition holds instantaneously for a monochromatic traveling acoustic wave. However, for a
general linear acoustic fluctuation, equipartition holds only when averaging over a wave period
plus integrating over the closed spatial domain.

Equipartition for a monochromatic traveling acoustic wave

For an acoustic plane wave, the energy density simplifies through use of equation (51.49) to
render

(cs ρ
′/ρe)

2 = (v′ · k̂)2 = v′ · v′, (51.70)

where the second equality holds since the fluid particle velocity within the plane wave is aligned
with the plane wave phase velocity. We thus find that the potential energy per volume and
kinetic energy per volume contribute an equal amount to the acoustic plane wave’s energy per
volume

ρE = ρ′He + (ρe/2) [(cs ρ
′/ρe)

2 + v′ · v′] = ρ′He + 2 ρe K. (51.71)

Equipartition for an arbitrary periodic linear fluctuation

The general expression (51.69) for the energy in a linear fluctuation does not render energy
equipartition at each point in space and time. Rather, being inspired by the oscillator in Section
15.6.3, we here show that a phase and space averaged energy does possess equipartition. For the
phase average we integrate the energy density over a single period, and doing so eliminates the
background enthalpy term, 2He ∂tΨ, thus leaving

ˆ 2π/ω

0
ρE dt =

ρe

2 c2s

ˆ 2π/ω

0

[
(∂tΨ)2 + c2s ∇Ψ · ∇Ψ

]
dt. (51.72)

Now integrate by parts and make use of the wave equation (51.34) to find

ˆ 2π/ω

0
ρE dt =

ρe

2 c2s

ˆ 2π/ω

0

[
−Ψ ∂ttΨ+ c2s ∇Ψ · ∇Ψ

]
dt (51.73a)

=
ρe

2

ˆ 2π/ω

0

[
−Ψ∇2Ψ+∇Ψ · ∇Ψ

]
dt (51.73b)

=
ρe

2

ˆ 2π/ω

0
[−∇ · (Ψ∇Ψ) + 2∇Ψ · ∇Ψ] dt. (51.73c)

We see that for an arbitrary linear and periodic fluctuation, energy equipartition is realized by
time integrating over a wave period and then integrating over a spatially closed or spatially
periodic domain

ˆ
R

[ˆ 2π/ω

0
ρE dt

]
dV = ρe

ˆ
R

[ˆ 2π/ω

0
∇Ψ · ∇Ψdt

]
dV = 2 ρe

ˆ
R

[ˆ 2π/ω

0
K dt

]
dV. (51.74)

This equation says that the phase and domain averaged flow contains an equal amount of kinetic
energy as internal energy. This result holds for any periodic acoustic fluctuation, and is not
specific to plane acoustic waves.
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51.6.3 Energy budget equation
Taking the partial time derivative of the energy per volume, (51.69), leads to

∂t(ρE) =
ρe

c2s

[
∂ttΨ(He + ∂tΨ) + c2s ∇Ψ · ∇∂tΨ

]
(51.75a)

= ρe

[
∇2Ψ(He + ∂tΨ) +∇Ψ · ∇∂tΨ

]
(51.75b)

= ρe∇ · [(He + ∂tΨ)∇Ψ] (51.75c)

= −ρe∇ · [v′ (He + p′/ρe)]. (51.75d)

We can thus write the acoustic energy equation in terms of the velocity potential

∂t
[
2He ∂tΨ+ (∂tΨ)2 + c2s ∇Ψ · ∇Ψ

]
= 2 c2s ∇ · [(He + ∂tΨ)∇Ψ]. (51.76)

The two He terms cancel identically through use of the wave equation (51.34), thus leaving the
acoustic energy equation, here written in two equivalent forms

(1/2) ∂t
[
(∂tΨ)2 + c2s ∇Ψ · ∇Ψ

]
= c2s ∇ · (∂tΨ∇Ψ) (51.77a)

(ρe/2) ∂t
[
(cs ρ

′/ρe)
2 + v′ · v′

]
= −∇ · (v′ p′). (51.77b)

The energy equation (51.77b) identifies v′ p′ as the energy flux for acoustic waves, whose
convergence affects a local time change to the wave energy per volume. In this manner we have
established the budget equations for acoustic energy, as summarized by7

∂t(ρe E) = −∇ · JE (51.78a)

E = [(cs ρ
′/ρe)

2 + v′ · v′]/2 = [c−2
s (∂tΨ)2 +∇Ψ · ∇Ψ]/2 (51.78b)

JE = v′ p′ = −ρe ∂tΨ∇Ψ. (51.78c)

Finally, for an acoustic plane wave, use of the relations (51.49) allows us to write the wave
energy flux in terms of the wave energy density

JE = v′ p′ = v′ (ρe cs v
′ · k̂) = cs ρe (v

′ · k̂)2 k̂ = cs ρe E k̂ = ρe E cp ⇐= plane wave. (51.79)

That is, for the acoustic plane wave, the flux of energy moves with the plane wave phase velocity.
For dispersive waves in later chapters, we find that the energy flux moves with the group velocity
rather than the phase velocity.

51.7 Wave momentum
The linear momentum in a fluid region, R, is given by (see Section 24.2.3)

P =

ˆ
R

ρv dV, (51.80)

so that the linear momentum of acoustic waves is given by

P =

ˆ
R

(ρe + ρ′)v′dV (51.81a)

= −ρe

ˆ
R

∇ΨdV +

ˆ
R

ρ′ v′ dV (51.81b)

7As shown following equation (51.76), the term ρ′ He plays no role in energy transformations. Hence, we drop
it from E in equation (51.78b).

CHAPTER 51. ACOUSTIC WAVES page 1441 of 2158



51.8. ACOUSTIC WAVES RADIATED FROM A PISTON

= −ρe

˛
∂R

Ψ n̂dV + c−2
s

ˆ
R

JE dV. (51.81c)

If the waves are localized to a finite region, such as in a wave packet rather than a plane wave,
then we can drop the boundary integral so long as the boundary of the domain extends outside
the region where the packet is located. In this case, the integrated energy flux equals to the
squared wave speed times the linear momentum

c2s P =

ˆ
R

p′ v′ dV =

ˆ
R

JE dV. (51.82)

51.8 Acoustic waves radiated from a piston

In this section we introduce the study of acoustic wave radiation, here for the specific case of a
circular piston in a flat wall (see Figure 51.3). In addition to exemplifying some of the physical
ideas presented earlier in the chapter, this section illustrates the use of the Green’s function
for the Helmholtz equation that we originally studied in Section 9.6.8. We do not pursue the
radiation problem to its entirety as doing so is quite an extensive exercise that is lucidly and
thoroughly presented in section 51 of Fetter and Walecka (2003). Instead, our goal is mostly to
illustrate the style of problems that can be solved using Green’s functions for acoustics.
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Figure 51.3: Illustrating the geometry of a piston radiating acoustic waves as studied in Section 51.8. The piston
is circular with radius r = a and situated within an infinite rigid wall along the z = 0 plane. We make use of
cylindrical-polar coordinates from Section 4.22, with origin at the center of the piston and vertical axis through
the origin. The piston oscillates along the vertical axis with a vertical position z(t) = ϵ a e−iω t, where ϵ ≪ 1
is small and ω is the angular frequency of the oscillations. The piston generates acoustic waves with angular
frequency ω in the surrounding fluid. We depict a single acoustic wavevector, k, making an angle, β, with respect
to the vertical axis, though note that waves are radiated throughout space. Given the assumed small amplitude of
the piston motion, we evaluate boundary conditions on the z = 0 plane, which is sufficiently accurate for linear
analysis. Our focus concerns waves within the region z > 0.

51.8.1 Setting up the physics problem

We are interested in properties of acoustic waves radiated in the z > 0 half-plane as depicted
in Figure 51.3. If the piston was at rest (ω = 0) at z = 0, then we would merely be studying
acoustic waves in the z > 0 half-plane as described by the boundary value problem for the
velocity potential

(∂tt − c2s ∇2)Ψ = 0 z > 0 (51.83a)

ẑ · ∇Ψ = 0 z = 0. (51.83b)

Indeed, if there is no wavemaker (i.e., no piston motion), then Ψ would be a space-time constant
and so there would be no waves.
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Now turn on the piston and write its vertical position as

z(t) =

[
ϵ a e−iω t r ≤ a

0 r > a,
(51.84)

where r is the radial distance from the vertical axis and ϵ ≪ 1 is a small positive and non-
dimensional number. The corresponding vertical velocity of the piston is

ż(t) =

[
−i ϵ a ω e−iω t r ≤ a

0 r > a.
(51.85)

We are thus led to the boundary value problem for the velocity potential

(∂tt − c2s ∇2)Ψ = 0 z > 0 (51.86a)

ẑ · ∇Ψ = 0 z = 0 and r > a (51.86b)

ẑ · ∇Ψ = i ϵ a ω e−iω t z = 0 and r ≤ a. (51.86c)

The time dependent boundary condition generates acoustic waves, and these waves manifest in
the velocity potential. We restrict attention to times long enough after the initial setup that
allows the wave field to be present throughout the fluid, in which case the velocity potential can
be written as a monochromatic field

Ψ(x, t) = Φ(x) e−iω t. (51.87)

We thus find that the time-independent portion of the velocity potential satisfies the Helmholtz
boundary value problem

[∇2 + (ω/cs)
2] Φ = 0 z > 0 (51.88a)

ẑ · ∇Φ = 0 z = 0, r > a (51.88b)

ẑ · ∇Φ = i ϵ a ω z = 0, r ≤ a. (51.88c)

51.8.2 Solution in terms of the Green’s function

Following our study in Chapter 9, we make use of a Green’s function to determine the velocity
potential resulting from the oscillating piston. In particular, introduce the Green’s function,
G(x|x0), that satisfies the Helmholtz equation with a Dirac source at x0 and a homogeneous
Neumann boundary condition

[∇2
x + (ω/cs)

2]G(x|x0) = −δ(x− x0) z > 0 (51.89a)

ẑ · ∇xG(x|x0) = 0 z = 0. (51.89b)

Multiplying the Green’s function equation (51.89a) by Φ(x) and integrating over z ≥ 0 leads to

−Φ(x0) =

ˆ
R

Φ(x)[∇2
x + (ω/cs)

2]G(x|x0) dVx, (51.90)

with integration by parts yielding

−Φ(x0) =

ˆ
R

[
∇x · (Φ∇xG−G∇xΦ) +G (∇2 + (ω/c)2) Φ

]
dVx. (51.91)
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Setting ∇2 + (ω/c)2)Φ = 0 as per the Helmholtz equation (51.88a), and use of the divergence
theorem, renders

−Φ(x0) =

ˆ
∂R
n̂ · (Φ∇xG−G∇xΦ) dS. (51.92)

There are two boundaries to consider. The first is at z = ∞, at which we assume the fields
vanishes so we can ignore this boundary. The second boundary is at z = 0, where n̂ = −ẑ and
the Neumann boundary conditions for G and Φ bring about the expression

−Φ(x0) =

ˆ a

0

ˆ 2π

0
G ẑ · ∇xΦ r dr dϑ, (51.93)

where ϑ is the polar angle. This is a very tidy result that says we merely need to determine the
Green’s function over the region of the piston, r ≤ a at z = 0, in order to determine the velocity
potential and hence the acoustic wave field for the z > 0 half-space.

51.8.3 Method of images for the Green’s function

We can make use of a special trick, known as the method of images, to determine the Green’s
function on the z ≥ 0 half-space. For this purpose, recall the free space Green’s function for the
Helmholtz equation from Section 9.6.8, which satisfies

[∇2 + (ω/c)2]G(x|x0) = −δ(x− x0), (51.94)

and takes the form

G(x|x0) =
ei |x−x0|ω/c

4π |x− x0|
. (51.95)

This Green’s function does not satisfy the Neumann boundary condition at z = 0. However, to
generate a Green’s function that does, introduce another Dirac delta point source, −δ(x− x0),
where the source is positioned at

x0 = x0 x̂+ y0 ŷ − z0 ẑ. (51.96)

This Dirac source is at a position in the z < 0 half-space reflected across the z = 0 plane from
the original source at x0. Notably, the new Dirac source never fires when the field point, x, is in
the upper, z > 0, half-space, just in the same manner that the original Dirac source, δ(x− x0),
never fires when the field point is in the z < 0 half space. Consequently, the Green’s function
resulting from these two Dirac sources satisfies the following equation set

[∇2 + (ω/c)2]G(x|x0) = −δ(x− x0) z > 0 (51.97a)

[∇2 + (ω/c)2]G(x|x0) = −δ(x− x0) z < 0 (51.97b)

ẑ · ∇G = 0 z = 0, (51.97c)

and it is given by the sum of the two free space Green’s functions,

G(x|x0) = G(x|x0) +G(x|x0) =
ei |x−x0|ω/c

4π |x− x0|
+

ei |x−x0|ω/c

4π |x− x0|
. (51.98)

The vanishing Neumann boundary condition (51.97c) results from taking the sum of the original
free space Green’s function and its image across the z = 0 plane, so that the vertical derivative
of the two Green’s functions cancel at z = 0. To verify this result, write

∂z[G(x|x0) +G(x|x0)] = ∂z[F (|x− x0|) + F (|x− |x0|)] (51.99a)
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= F ′(|x− x0|)
z − z0
|x− x0|

+ F ′(|x− x0|)
z − z0
|x− x0|

(51.99b)

= F ′(|x− x0|)
z − z0
|x− x0|

+ F ′(|x− x0|)
z + z0
|x− x0|

, (51.99c)

where F ′ is the derivative of the function. At z = 0, the two distances are equal so that

|x− x0| = |x− x0| and F ′(|x− x0|) = F ′(|x− x0|) at z = 0, (51.100)

which then yields the desired result

∂zG(x|x0) = 0 z = 0. (51.101)

Note that we are only interested in the boundary condition at z = 0 and the behavior of the
Green’s function in the half-space z > 0. We have no concern for what the Green’s function does
in the region z < 0. So placement of an image source in the lower half-space is merely a trick to
enable proper behavior in the z ≥ 0 region of interest. This “method of images” constructed
Green’s function is indeed somewhat magical, as it produces precisely what we need yet without
solving any new Green’s function equation. Hence, it is a very useful method to construct the
Green’s function for certain highly symmetric configurations such as given here. However, it
is not a general method, so we can only make use of it for certain very special cases. Even so,
we accept such gifts when they are available, here providing the Green’s function needed to
determine the velocity potential, Φ, as per equation (51.93).

51.8.4 Velocity potential
Making use of the Green’s function (51.98) within the expression (51.93) leads to the velocity
potential

−Φ(x0) =
i ϵ a ω

2π

ˆ a

0

ˆ 2π

0

ei |x−x0|ω/c

|x− x0|
r dr dϑ, (51.102)

where the integral is computed at z = 0 within the region r ≤ a of the piston, and where we
used the Neumann boundary condition (51.88c) for the velocity potential at z = 0. Making use
of the expression (51.87) for the velocity potential, Ψ, renders

Ψ(x0, t) = Φ(x0) e
−iω t = − i ϵ a ω

2π

ˆ a

0

ˆ 2π

0

ei (|x−x0|ω/c−ω t)

|x− x0|
r dr dϑ. (51.103)

The velocity potential is constructed by integrating outgoing spherical waves over the area of
the piston, with these waves having a strength that is proportional to the piston velocity. As
shown in section 51 of Fetter and Walecka (2003), further evaluation of this integral reveals that
the acoustic energy and power intensity display characteristic lobes as a function of the angle, β,
relative to the vertical axis (see Figure 51.3).

51.8.5 Further study
This section is based on section 51 of Fetter and Walecka (2003). Further study of acoustic
waves from a planar source can be found in section I.12 of Lighthill (1978).

51.9 Acoustic waves in a gently varying background
In Section 51.4.3 we developed the acoustic wave equations for linear waves propagating through
a static yet inhomogeneous background state with both ρe and cs functions of space. However,
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subsequent analysis of acoustic waves was restricted to homogeneous background state whereby
ρe and cs are taken to be space and time constants. In this section we extend the geometric
optics formalism from Section 50.3 to render equations for the propagation of acoustic wave
energy through a spatially inhomogeneous yet static background.8 We make use of the WKBJ
asymptotic method, which is a powerful approach for a variety of purposes.9 We also present
Whitham’s variational principle, which, as we show, offers a far more streamlined means to
deriving the leading order equations. Both the WKBJ and variational methods make use of the
eikonal wave ansatz (equation (51.124)) rather than a Fourier plane wave ansatz, with the more
general ansatz needed since Fourier methods are not suited to inhomogeneous backgrounds.

51.9.1 Scalar potential for density-weighted velocity
Return to the derivation of the acoustic wave equation in Sections 51.4.3 and 51.4.4, now
generalizing the velocity potential to include the spatially variable background density. Again,
the linearized Euler equation (51.23), its curl, and the linearized continuity equation (51.24) are
given by

∂t(ρe v
′) = −∇p′ and ∂t[∇× (ρe v

′)] = 0 and ∂tp
′ + ρe c

2
s ∇ · v′ = 0. (51.104)

Assuming a vanishing initial curl, ∇× (ρe v
′) = 0, as appropriate for a static initial condition,

allows us to focus on fluctuations that satisfy ∇× (ρe v
′) = 0 for all time. We are thus led to

introduce a scalar potential for the density-weighted velocity

ρe v
′ = −∇χ, (51.105)

with χ having dimensions of density times squared length per time (compare to the velocity
potential ψ in equation (51.30)). Use of χ in the linearized Euler equation (first of equation
(51.104)) leads to

∇(∂tχ− p′) = 0. (51.106)

Following the procedure from Section 51.4.4, we choose a gauge so that

p′ = ∂tχ. (51.107)

Using this expression for the pressure in the linearized continuity equation (third of equation
(51.104)) renders the wave equation for the velocity potential

1

ρe c2s

∂2χ

∂t2
−∇ · (ρ−1

e ∇χ) = 0. (51.108)

Once we have determined χ, then the pressure field is determined by taking the time derivative
in equation (51.107), and the velocity is determined by taking the gradient according to equation
(51.105).

51.9.2 Energetics
We studied the energetics of acoustic waves in Section 51.6. Here we provide a terse version
of that discussion starting from the wave equation (51.108) and deriving the corresponding

8Restricting to static background simplifies the maths. Also, it is sufficient for many applications since acoustic
waves are quite fast relative to the slower movement of fluid particles. Finally, as discussed by Pierce (1990), the
acoustic wave equation picks up extra terms when moving through a time evolving background state, and we are
only interested here in the familiar form of the acoustic wave equation.

9Chapter 10 of Bender and Orszag (1978) presents a thorough discussion of the WKBJ method from an
applied mathematical perspective.
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energy equation. Multiplying equation (51.108) by ∂tχ, and recalling that ρe and cs are time
independent, brings the first term to

[ρe c
2
s ]
−1 ∂tχ∂ttχ = [2 ρe c

2
s ]
−1 ∂t(∂tχ∂tχ), (51.109)

whereas the second term in equation (51.108) gives

−∂tχ∇ · (ρ−1
e ∇χ) = −∇ · (ρ−1

e ∂tχ∇χ) + ∂t(ρ
−1
e ∇χ · ∇χ)/2. (51.110)

We are thus led to the energy conservation law

(1/2) ∂t[(ρe c
2
s )

−1 (∂tχ)
2 + ρ−1

e (∇χ)2] = ∇ · (ρ−1
e ∂tχ∇χ), (51.111)

which can be equivalently written

(1/2) ∂t[(ρe c
2
s )

−1 (p′)2 + ρe v
′ · v′] = −∇ · (p′ v′), (51.112)

which compares directly to the energy equation (51.77a) derived for fluctuations around a
homogeneous background state.

51.9.3 Stress-energy-momentum tensor

As an aside, we here display the stress-energy-momentum tensor for acoustic waves, following
the field theory formalism from Section 50.4.3. The Lagrangian density for acoustic waves can
be written as

L = (2 ρe)
−1 [c−2

s (∂tχ)
2 − (∇χ)2], (51.113)

whose Euler-Lagrange field equation is the acoustic wave equation (51.108). The corresponding
generalized momentum, Hamiltonian density, and energy flux (equation (46.64)) are given by

P =
∂L

∂(∂tχ)
= (ρe c

2
s )

−1 ∂tχ = p′/(ρe c
2
s ) (51.114a)

H = P ∂tχ−L = (2 ρe)
−1 [c−2

s (∂tχ)
2 + (∇χ)2] = (1/2) [(ρe c

2
s )

−1 (p′)2 + ρe v
′ · v′] (51.114b)

F a =
∂L

∂(∂xaχ)

∂χ

∂t
= −ρ−1

e ∇χ∂tχ = v′ p′. (51.114c)

Since the Lagrangian has no explicit time dependence, the Hamiltonian satisfies a source-free
continuity equation, which is equivalent to the wave energy equation (51.111)

∂tH+∇ · F = 0. (51.115)

Likewise, for a background state that has no dependence on x = x1, the corresponding wave
momentum is conserved so that

∂tT
0
1 + ∂aT

a
1 = 0. (51.116)

Elements to the stress-energy-momentum tensor are generally given by equation (50.48) and
take on the following form for acoustic waves

T 0
1 = (ρe c

2
s )

−1 ∂tχ∂xχ (51.117a)

T 1
1 = −(2 ρe)

−1 [c−2
s (∂tχ)

2 − (∂xχ)
2 + (∂yχ)

2 + (∂zχ)
2] (51.117b)

T 2
1 = −(ρe)

−1 ∂yχ∂xχ (51.117c)

T 3
1 = −(ρe)

−1 ∂zχ∂xχ, (51.117d)
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which can be written in the equivalent form

T 0
1 = −p′ u′/c2s (51.118a)

T 1
1 = −[(ρe c

2
s )

−1 (p′)2 − ρe (u
′)2 + ρe (v

′)2 + ρe (w
′)2]/2 (51.118b)

T 2
1 = −ρe u

′ v′ (51.118c)

T 3
1 = −ρe u

′w′. (51.118d)

In Exercise 51.3 we verify that the budget equation (51.116) holds for the acoustic waves using
elements of the stress-energy-momentum tensor given by equations (51.118a)–(51.118d).

51.9.4 Alternative expression for the action

Following the observation in Sections 50.6 and 50.6, we write the action for acoustic waves in
the form

S =
1

2

ˆ
R

χ D̂χdV dt, (51.119)

where the acoustic linear operator, D̂, is given by

−D̂ = (ρe c
2
s )

−1 ∂tt −∇(ρ−1
e ) · ∇ − ρ−1

e ∇2. (51.120)

To verify the expression (51.119), perform an integration by parts to find

2S = −
ˆ
R
∂t[(ρe c

2
s )

−1 χ∂tχ] dV dt+

ˆ
R
∇ · (ρ−1

e
χ∇χ) dV dt+ 2

ˆ
R
L dV dt, (51.121)

where we introduced the Lagrangian density

L = (2 ρe)
−1 [c−2

s (∂tχ)
2 − (∇χ)2], (51.122)

from equation (51.113). Dropping boundary terms, which renders D̂ a self-adjoint wave operator,
leads to the traditional form of the action

S =

ˆ
R
L dV dt. (51.123)

51.9.5 Space and time scale separation

We are motivated by the hypothesis that waves moving through a gently varying inhomogeneous
background are locally close to the plane wave form realized for homogeneous background.
Asymptotic methods arising from this hypothesis were developed in Chapter 50, and here we
apply it to acoustic waves. Rather the traveling plane wave ansatz (49.18) used for homogeneous
media, we here consider the eikonal wave ansatz

χ(x, t) = Re[A(x, t) eiP(x,t)] = A(x, t) cos[P(x, t)], (51.124)

where A > 0 is the real amplitude and P is the phase introduced in Section 50.2. We assume
that spatial variations of the wave amplitude scale according to the length scale, L, introduced
by equation (50.3), so that

|∇A|/A ∼ L−1 ∼ |∇ρe|/ρe. (51.125)
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The complement assumption is that the phase function varies over a length scale that is much
smaller than L, so that the local wavenumber satisfies equation (50.3), here written as

|∇P| ≫ L−1 =⇒ 1/|∇P|
L

≪ 1. (51.126)

Combined with the definition (51.125), the WKBJ approximation considers a wave amplitude
and wave phase that satisfy

|∇A|/A≪ |∇P| = |k|. (51.127)

The same arguments hold for the time scale of the waves, so that

|∂tA|/A≪ |∂tP| = ω. (51.128)

In developing the WKBJ asymptotic equations from the eikonal wave ansatz, it can be useful
to scale the phase by a small non-dimensional parameter, ϵ, in which case

P = φ/ϵ where |∇A|/A ∼ |∇φ|, (51.129)

and equation (51.127) then takes on the form

|∇A|/A≪ |∇φ|/ϵ. (51.130)

An equivalent means to organize similarly scaled terms is to write the wave function (51.124) in
the form

χ = AeiP/σ, (51.131)

where σ = 1 is used to organize the terms, with this approach used in Section 51.9.6.

51.9.6 The WKBJ asymptotic solution
We now plug in the eikonal wave ansatz (51.131) to the wave equation (51.133) to develop
the WKBJ asymptotic equations that determine how the amplitude and phase evolve. The
manipulations are straightforward but somewhat tedious and uninspired. We expose sufficient
details to facilitate checking the maths.

Notation used for the WKBJ asymptotic expansion

In this subsection we find it useful to introduce the following notation

W = 1/(ρe c
2
s ) (51.132)

so that the wave equation (51.108) is written

W
∂2χ

∂t2
−∇ · (W c2s ∇χ) = 0. (51.133)

Likewise, the energy equation (51.111) takes on the form

(1/2) ∂t [W (∂tχ)
2 +W c2s (∇χ)2] = ∇ · (W c2s ∂tχ∇χ), (51.134)

so that the Hamiltonian density (i.e., the energy) and the energy flux are

H =W [(∂tχ)
2 + c2s (∇χ)2]/2 and F = −W c2s ∂tχ∇χ. (51.135)

W does not appear in the dispersion relation derived below, thus motivating its introduction.
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The derivatives

The derivatives are given by the following expressions, organized according to powers of σ:

e−iP/σ∇χ = (i/σ)A∇P+∇A (51.136a)

e−iP/σ∇2χ = −σ−2A (∇P)2 + (i/σ) (2∇A · ∇P+A∇2P) +∇2A (51.136b)

e−iP/σ ∂ttχ = −σ−2A (∂tP)
2 + (i/σ) (2 ∂tA∂tP+A∂ttP) + ∂ttA, (51.136c)

along with

e−iP/σ∇ · (W c2∇χ) =W c2s
[
−σ−2A (∇P)2 + (i/σ) (2∇A · ∇P+A∇2P) +∇2A

]
+∇(W c2s ) · [(i/σ)A∇P+∇A]. (51.137)

O(σ−2) terms

As for deriving the quasi-geostrophic equations in Part VIII of this book, when deriving
asymptotic equations we balance terms according to powers of the expansion parameter, with σ
the parameter for the present analysis. The O(σ−2) terms render

(∂tP)
2 = c2s ∇P · ∇P =⇒ ω2 = c2s |k|2. (51.138)

This local dispersion relation is the same as the dispersion relation (51.42) holding for acoustic
waves moving in a homogeneous media. Now, however, the angular frequency, wave speed, and
wavenumber are each functions of the spatial position. This result accords with our original
hypothesis that waves move through the inhomogeneous media with a local plane wave behavior.
It also accords with the assumptions built into the ray theory studied in Sections 50.2 and 50.3.

O(σ−1) terms

The O(σ−1) balance yields

W (2 ∂tA∂tP+A∂ttP) =W c2s (2∇A · ∇P+A∇2P) +A∇P · ∇(W c2s ), (51.139)

which can be rearranged to the form

(∂t + cp · ∇)A = − A

2W ω
[W ∂tω +∇ · (kW c2s )]. (51.140)

The left hand side is the time derivative of the amplitude computed by following the phase
velocity,

cp = cs k̂ = (ω/|k|) k̂. (51.141)

The right hand side of equation (51.140) is a source term that contributes to the amplitude
change following the phase velocity. Furthermore, since the acoustic waves are non-dispersive, in
which cp = cg, equation (51.140) can be written using the time derivative following a ray

−2ω

A

DrA

Dt
= ∂tω +∇ · (kW c2s )/W (51.142a)

= ∂tω + c2s ∇ · k + k · ∇c2s + c2s k · (∇W )/W. (51.142b)

Massaging the source terms

Terms on the right hand side of the amplitude equation (51.142b) provide sources for the wave
amplitude along a ray. We find it useful to rearrange these terms by using the following expression
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for the wavevector in an acoustic wave

k = cp |k|/cs = cp ω/c2s = cg ω/c
2
s , (51.143)

so that
∇ · k = (ω/c2s )∇ · cg + cg/c2s · ∇ω + ω cg · ∇c−2

s , (51.144)

thus leading to

∂tω + c2s ∇ · k + k · ∇c2s = (∂t + cg · ∇)ω + ω∇ · cg + ω c2s cg · ∇c−2
s + k · ∇c2s (51.145a)

=
Drω

Dt
+ ω∇ · cg, (51.145b)

where we used

ω c2s cg · ∇c−2
s = −2 (ω/cs)cg · ∇cs = −ω c−2

s (c2s k/ω) · ∇c2s = −k · ∇c2s . (51.146)

These results then lead to the amplitude equation

1

A

DrA

Dt
= − 1

2ω

Drω

Dt
−∇ · (cgW )/(2W ). (51.147)

The dispersion relation has no explicit time dependence given that the background state is
time independent. As a result, equation (50.34) from geometric optics means that the angular
frequency remains constant along a ray, so that Drω/Dt = 0. Even so, we retain this term since
it hints at the more general case holding for time dependent background states.

For the second term on the right hand side of equation (51.147) we set W−1 = ρe c
2
s from

equation (51.132) to have

−∇ · (cgW )/(2W ) = −(ρe c
2
s /2)∇ · (cg/ρe c

2
s ) = −∇ · cg/2 + cg · ∇(ρe c

2
s )/(2 ρe c

2
s ), (51.148)

so that equation (51.147) takes the form

2

A

DrA

Dt
+

1

ω

Drω

Dt
= −∇ · cg + cg · ∇(ρe c

2
s )/(ρe c

2
s ). (51.149)

Since ρe c
2
s is assumed to be time independent, we can write this equation as

2

A

DrA

Dt
+

1

ω

Drω

Dt
− Dr(ρe c

2
s )

Dt
= −∇ · cg, (51.150)

which combines to read

Dr[(A
2 ω)/(ρe c

2
s )]

Dt
= −(A2 ω)/(ρe c

2
s )∇ · cg, (51.151)

which can be written as the flux-form conservation equation

∂t[A
2 ω/(ρe c

2
s )] +∇ · [cgA2 ω/(ρe c

2
s )] = 0. (51.152)

In Section 51.9.7 we interpret this equation in terms of phase averaged energy and wave action.
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51.9.7 Phase averaged energy

We here compute the phase averaged Hamiltonian (energy) consistent with the assumed scaling
from Section 51.9.5. Working with the real expression (51.124) leads to

∂tχ = A [A−1 ∂tA cosP− ∂tP sinP] ≈ Aω sinP, (51.153)

where A−1 ∂tA≪ ω as per the assumed scaling (51.128), and ω = −∂tP as per equation (50.2).
Similarly, we compute the gradient as

∇χ = A [A−1∇A cosP−∇P sinP] ≈ −Ak sinP, (51.154)

which follows from the scaling (51.127) and k = ∇P from equation (50.2). We thus have the
expression for the Hamiltonian

H =
A2 sin2 P (ω2 + c2s |k|2)

2 ρe c2s
=
ω2A2 sin2 P

ρe c2s
, (51.155)

where we inserted the dispersion relation (51.138). Taking the phase average leads to

⟨H⟩ = ω2A2

2 ρe c2s
. (51.156)

Making use of the phase averaged energy (51.156) in the amplitude equation (51.152) leads to

∂t(⟨H⟩/ω) +∇ · (cg ⟨H⟩/ω) = 0. (51.157)

The quantity
A = ⟨H⟩/ω (51.158)

is the wave action that we studied in Section 50.5.

51.9.8 Whitham’s variational principle

We studied Whitham’s variational principle in Section 50.5, where we claimed that it offers a
more streamlined means to derive the leading order phase averaged equations than the WKBJ
method used in Sections 51.9.6 and 51.9.7. Taking the results from Section 50.5, we write the
phase averaged acoustic Lagrangian (51.113)

⟨L⟩ = (4 ρe)
−1A2 (c−2

s ω2 − |k|2). (51.159)

The dispersion relation arises from the Euler-Lagrange equation resulting from a variation of
the wave amplitude,

∂⟨L⟩/∂A = 0 =⇒ ω2 = c2s |k|2. (51.160)

Likewise, the Euler-Lagrange equation corresponding to varying the phase function yields the
wave action conservation equation

∂t(A) +∇ · (cg A) = 0, (51.161)

where cg = cs k̂ is the group velocity and the wave action is

A = ∂⟨L⟩/∂ω =
ωA2

2 ρe c2s
= ⟨H⟩/ω. (51.162)
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Evidently, we only needed the phase averaged Lagrangian to leading order when using Whitham’s
principle to derive both the dispersion relation and the wave action conservation equation. In
contrast, the WKBJ method required one order higher in the asymptotics when working with
the wave equation to derive wave action conservation, which required a relatively large amount
of manipulation.

The relative simplicity of Whitham’s variational principle, compared to the WKBJ method,
is reminscent of analytic mechanics versus Newtonian mechanics. As shown through a variety of
case studies in Chapter 15, analytical mechanics is far more powerful for the study of systems
that are generally quite tedious, if not unavailable, using Newtonian mechanics. The price to
pay is that analytical mechanics requires some relatively nontrivial theoretical work up front
to establish the framework. But once established, exposure of the underlying symmetries and
conservation laws is far more streamlined, if not trivial. Likewise, Whitham’s variational principle
requires some theoretical work up front to derive the framework (Section 50.5). The payoff is
that the variational framework is optimized for capturing the leading order physics of phase
averaged wave mechanics.

51.9.9 Further study
The WKBJ treatment here followed that given in Section 7.3 of Thorne and Blandford (2017).
However, we limited attention to the case of a static background state since we only developed
the physics for acoustic waves moving in a static inhomogenous background (Section 51.4.2).
Pierce (1990) considers the more general case with a space and time dependent background, in
which the acoustic wave equation contains further terms.

51.10 Exercises
exercise 51.1: Acoustic modes in rectangular cavity (problem 9.1 of Fetter and
Walecka (2003))
A rectangular cavity with dimensions x ∈ [0, Lx], y ∈ [0, Ly], and z ∈ [0, Lz] is bounded by
rigid material walls on all sides. The fluid is homogeneous within the cavity. Determine the
eigenfrequencies and eigenfunctions for the acoustic normal modes in this cavity.

Hint: this exercise requires solving the acoustic wave equation in a closed domain with
associated kinematic boundary conditions. The resulting acoustic modes are standing wave
modes rather than traveling waves, and the wavenumbers are quantized rather than continuous.
Note that standing wave modes can be thought of as the superposition of two oppositvely
traveling waves with identical stucture. For example, the sum of a right and left moving wave
with equal amplitude, wavenumber, and frequency is given by the standing wave pattern

A cos(k x− ω t) +A cos(k x+ ω t) = 2A cos(ω t) cos(k x). (51.163)

exercise 51.2: Pressure fluctuations relative to a uniform flow (problem 9.4 of
Fetter and Walecka (2003))
Consider a homogeneous and compressible fluid with uniform flow, v. Show that the pressure
fluctuations relative to this fluid flow state satisfy

(∂t + v · ∇)2 p− c2s ∇2p = 0. (51.164)

Hint: ths solution is a one-liner that results from linearizing equation (51.19) with a nonzero
background flow.
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exercise 51.3: Momentum budget for acoustic waves
Verify that the budget equation (51.116) holds for the acoustic waves, with elements of the
stress-energy-momentum tensor given by equations (51.118a)–(51.118d).
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Chapter 52

INTERFACIAL WAVES ON POTENTIAL FLOW

In this chapter we study interfacial waves, which are waves occuring at the interface between
two homogeneous (constant density) fluid layers. We limit the study to the case where the upper
layer has zero density, with this idealization motivated by the study of waves on the surface of
the ocean under a massless atmosphere, referred to here as surface waves. We are here concerned
with two restoring forces that affect small amplitude motion relative to a static equilibrium base
state. One force arises from gravitation in the presence of a density jump between the two fluid
layers; i.e., the buoyancy studied in Chapter 30. The other force arises from surface tension due
to molecular forces at the interface (see Section 25.11).

To help understand the basics of surface waves along the ocean’s free surface, consider a
water parcel that rises above its equilibrium level into an environment where it is heavier than
the surrounding atmosphere, in which case the water parcel experiences a downward buoyancy
force that returns it to its equilibrium level. However, this motion generally overshoots the
equilibrium level, at which point the parcel feels an upward buoyancy force. This up and down
motion results in the exchange between kinetic energy and potential energy for the parcel, with
the spatio-temporal organization of the oscillations constituting a surface gravity wave. A similar
picture holds for capillary waves that arise from surface tension acting as the restoring force.
By ignoring planetary rotation we tacitly focus on ocean surface waves whose lateral extent is
too short to be affected by the planetary Coriolis acceleration. That is, we are concerned with
surface waves and capillary waves that can be visually observed.

The interfacial waves studied in this chapter do not carry vorticity within the fluid interior,
thus enabling use of irrotational fluid mechanics. In this case, the fluid velocity can be written
as the gradient of a scalar potential, thus leading to the term potential flow. We also pursued
the methods of potential flow in Chapter 51 when studying acoustic waves. Yet here the surface
waves appear in a fluid with a strictly constant density, thus removing any acoustic modes and
rendering non-divergent flow. A flow that is both irrotational and non-divergent is described
by a scalar potential that satisfies Laplace’s equation (Section 6.5); i.e., the potential is a
harmonic function. Waves arise solely through the role of the boundary condition placed at the
interface. Furthermore, the waves propagate in the horizontal direction along the interface and
exponentially decay in the vertical, with a vertical decay scale directly related to the horizontal
wavenumber. Mathematically, this coupling of the horizontal and vertical length scales is a
direct result of the scalar potential satisfying Laplace’s equation.

Gravity waves along an interface are transverse in the horizontal direction, meaning fluid
particles move perpendicular to the wave. Furthermore, the waves do not propagate vertically
and they induce vertical particle motion whose amplitude exponentially vanishes with depth
in the ocean layer. Although the surface gravity waves we study in this chapter are linear, the
depth decay in their amplitude leads to a net drift of fluid particles and hence to the transport
of matter. This matter transport is known as Stokes drift, which plays an important role in the
transport of matter at the ocean surface. Stokes drift provides the canonical example of how
averaging at a fixed point in space (Eulerian average) yields distinct behaviors from averaging

1455



on a fixed fluid particle (Lagrangian average).1

reader’s guide to this chapter
We make use of dynamical ideas from Chapter 24, elements of the filtered equations from

Chapter 27, and salient features of wave kinematics from Chapter 49. The study of capillary
waves requires an understanding of surface tension in Section 25.11. We also use ideas from
partial differential equations introduced in Chapter 6. The mathematical description of Stokes
drift requires an understanding of Eulerian and Lagrangian kinematic descriptions from
Chapter 17. Generalizations of Stokes drift appear in Chapter 70 in our study of wave-mean
flow interactions, isopycnal averaging, and the corresponding eddy-induced tracer transport.
In this chapter we only consider waves at the upper surface of a single massive fluid layer,
whereas in Chapter 60 we extend this analysis to the case of two massive fluid layers as part of
a study of the Rayleigh-Taylor and Kelvin-Helmholtz instabilities. Finally, note that Chapter
10 in Fetter and Walecka (2003) and chapter 13 Whitham (1974) work through a number of
examples, and in so doing they provide great practice in the mathematical physics of surface
waves.

We use Cartesian coordinates throughout this chapter.

52.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1457
52.2 Potential flow in a homogeneous fluid layer . . . . . . . . . . . . . . . . . 1457

52.2.1 Motivating the irrotational assumption . . . . . . . . . . . . . . . 1458
52.2.2 Harmonic scalar potential . . . . . . . . . . . . . . . . . . . . . . 1459
52.2.3 Equation of motion and Bernoulli’s principle . . . . . . . . . . . 1459
52.2.4 Concerning the pressure field . . . . . . . . . . . . . . . . . . . . 1460
52.2.5 Bernoulli equation of motion and boundary conditions . . . . . . 1462
52.2.6 Local energetic balances . . . . . . . . . . . . . . . . . . . . . . . 1464
52.2.7 Expressions for the globally integrated kinetic energy . . . . . . . 1465
52.2.8 Kelvin’s minimum kinetic energy theorem . . . . . . . . . . . . . 1466
52.2.9 Hamilton’s principle and Luke’s variational principle . . . . . . . 1468

52.3 Linearized dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1471
52.3.1 Linear relations between the velocity potential and pressure . . . 1471
52.3.2 Dynamic boundary condition at the free surface . . . . . . . . . . 1472
52.3.3 Kinematic boundary conditions . . . . . . . . . . . . . . . . . . . 1472
52.3.4 Summary of the linear equations . . . . . . . . . . . . . . . . . . 1472

52.4 Energetics for the linearized equations . . . . . . . . . . . . . . . . . . . 1473
52.4.1 Domain integrated kinetic energy . . . . . . . . . . . . . . . . . . 1474
52.4.2 Domain integrated potential and available potential energies . . . 1474
52.4.3 Equipartition for the phase averaged domain integrated energies 1475
52.4.4 Energetics for the depth integrated linear flow . . . . . . . . . . . 1475

52.5 Traveling gravity waves in a flat domain . . . . . . . . . . . . . . . . . . . 1476
52.5.1 Horizontally traveling plane wave . . . . . . . . . . . . . . . . . . 1476
52.5.2 Domain integrated mechanical energy of a traveling wave . . . . 1478
52.5.3 Dispersion relation . . . . . . . . . . . . . . . . . . . . . . . . . . 1478
52.5.4 Alternative forms for the velocity potential and velocity . . . . . 1479
52.5.5 Phase speed, group velocity, and angular frequency . . . . . . . . 1479
52.5.6 Particle trajectories ignoring Stokes drift . . . . . . . . . . . . . . 1481
52.5.7 Depth integrated mechanical energy of a traveling plane wave . . 1482
52.5.8 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1484

52.6 Qualitative features of deep water waves . . . . . . . . . . . . . . . . . . 1484
52.7 Shallow water waves approaching a shore . . . . . . . . . . . . . . . . . . 1484

1Certain treatments of linear waves suggests that they affect a zero drift of matter. However, the Stokes drift
by surface gravity waves provides an example where linear waves can transport matter. As noted in Section
52.11.5, the Lagrangian kinematics of particle trajectories introduces nonlinearites that lead to Stokes drift.
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52.7.1 Wavenumber changes . . . . . . . . . . . . . . . . . . . . . . . . . 1485
52.7.2 Wave energy and wave action . . . . . . . . . . . . . . . . . . . . 1485
52.7.3 Wave refraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1486
52.7.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1487

52.8 Standing gravity waves in a closed basin . . . . . . . . . . . . . . . . . . 1487
52.8.1 Solution for the standing waves . . . . . . . . . . . . . . . . . . . 1487
52.8.2 Gravest seiche mode as an example . . . . . . . . . . . . . . . . . 1488
52.8.3 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1488

52.9 Wave packets of surface gravity waves . . . . . . . . . . . . . . . . . . . . 1488
52.9.1 Initializing the packet and dispensing with conjugate symmetry . 1489
52.9.2 Expressions for the amplitude function . . . . . . . . . . . . . . . 1490
52.9.3 Wave packet in terms of a propagator function . . . . . . . . . . 1490
52.9.4 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1491

52.10 Capillary-gravity waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1491
52.10.1 Pressure jump across the air-sea surface . . . . . . . . . . . . . . 1491
52.10.2 Dynamic boundary condition with surface tension . . . . . . . . 1491
52.10.3 Dispersion relation for capillary-gravity waves . . . . . . . . . . . 1491
52.10.4 Deep water capillary-gravity waves . . . . . . . . . . . . . . . . . 1492
52.10.5 Comments and further study . . . . . . . . . . . . . . . . . . . . 1493

52.11 Particle trajectories and Stokes drift . . . . . . . . . . . . . . . . . . . . 1494
52.11.1 Formulation of Stokes drift . . . . . . . . . . . . . . . . . . . . . 1494
52.11.2 Particle trajectories in a homogeneous wave . . . . . . . . . . . . 1496
52.11.3 Stokes drift from an inhomogeneous wave . . . . . . . . . . . . . 1497
52.11.4 Stokes drift for surface gravity waves . . . . . . . . . . . . . . . . 1499
52.11.5 Comments and further study . . . . . . . . . . . . . . . . . . . . 1501

52.12 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1501

52.1 Loose threads
• Waves using Luke’s variational principle as per Miles (1977) and Milder (1977).

• When can we naively use Eulerian coordinates for Hamilton’s principle versus the intro-
duction of auxiliary fields? I believe potential flow is quite forgiving on these matters.

• Build on the following ideas. Much more to think about here.

Potential flow provides an example of a scalar field theory, which is distinctively less
complex than the vector field theory encountered when the flow is less constrained. In
particular, one need not worry about the Lagrangian approach, and can thus use Eulerian
coordinates naively, much as done in other areas of field theory.

52.2 Potential flow in a homogeneous fluid layer
Throughout this chapter we assume the fluid is inviscid with constant density and with a flow
that has zero vorticity.2 These assumptions greatly simplify the expression for the velocity field,
which is both non-divergent and irrotational. In this section we establish some general results
for a perfect homogeneous fluid with a velocity that is non-divergent and irrotational; i.e., for
potential flow.

We are concerned with a single layer of homogeneous fluid bounded below by a solid material
surface and above by a free material surface, and refer to this layer as an “ocean”. We depict the
flat bottom case in Figure 52.1, showing the material free upper ocean surface at z = η(x, y, t)

2A more general approach can be considered in which the flow is decomposed into a potential flow (irrotational)
and a vortical flow. However, for linear fluctuations these two flows are uncoupled. As we are unconcerned with
vortical flow in this chapter, we set the vorticity to zero and thus focus on the potential flow.
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Figure 52.1: A depiction of an “ocean” comprised of a homogeneous (i.e., constant density) fluid with an
upper free surface that is a moving material interface. The atmosphere applies a pressure to the ocean due
to its mass; however, that mass is assumed to be uniform and static so that it does not affect surface motion.
Linear fluctuations of the free surface exhibit gravity wave motion due to the restoring effects from a uniform
gravitational field, g = −g ẑ, as well as capillary waves due to surface tension. We here depict a single wave with
wavelength, Λ, with the wavevector parallel to the x̂ direction. We assume the fluid layer retains a fixed volume
so that the domain integral of the free surface is constant,

´
η dxdy = constant. This property follows from the

assumption that the free surface is material.

separating a homogeneous ocean from a homogeneous atmosphere. The mass of the atmosphere
is assumed to be horizontally uniform and static, even as its bottom boundary (the layer free
surface) undulates. This approximation treatment means that atmospheric pressure does not
contribute to motion of the ocean fluid layer. The ocean boundaries are material so that the mass
of the ocean (equal to the ocean volume times the constant density, ρ) is fixed. Consequently,
the domain integral of the free surface is constant,

ˆ
η dx dy =

ˆ
η dA = constant. (52.1)

52.2.1 Motivating the irrotational assumption

We are familiar with the non-divergent flow assumption, which is part of the Boussinesq ocean
studied in Chapter 29. However, we find it necessary to justify the assumption of irrotational
flow, which also appeared in Chapter 51 when studying acoustic waves, and yet is not the case for
most other geophysical waves encountered in this book. For this purpose, consider the equation
of motion for a perfect non-rotating homogeneous fluid in a gravity field

ρDv/Dt = −∇p− ρ∇Φ, (52.2)

where we assume the simple form of the geopotential (Section 13.10.4),

Φ = g z, (52.3)

with g the constant and uniform gravitational acceleration. As in our discussion of the Boussinesq
ocean in Section 29.1.1, we remove the static background pressure by writing

p = −g ρ z + pd = −ρΦ+ pd, (52.4)
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in which case the velocity equation (52.2) becomes

ρDv/Dt = −∇pd. (52.5)

When studying linear waves later in this chapter, this equation is linearized by dropping
self-advection so that

ρ ∂tv = −∇pd. (52.6)

The pressure gradient cannot impart any vorticity to the velocity time tendency since∇×∇pd = 0.
Evidently, if the velocity is initialized with zero vorticity, then the linearized equations of motion
retain that zero vorticity. We thus examine linear fluctuations around a zero vorticity rest state,
just as we did for the study of acoustic waves in Chapter 51.

This result offers motivation for studying properties of fluid flow with an irrotational velocity.
In the remainder of this section we establish some general results for a perfect homogeneous fluid
in non-rotating reference frame feeling a uniform gravity field and with an irrotational velocity.
These results hold for the full nonlinear equations of motion and will later be specialized to the
linear equations.

52.2.2 Harmonic scalar potential
A velocity field that has zero vorticity

ω = ∇× v = 0, (52.7)

can be written as the gradient of a scalar potential (see Section 2.3.2)3

v = −∇ψ. (52.8)

The scalar potential is unspecified up to an arbitrary function of time. The reason for this
arbitrariness is that ψ and ψ + F (t) yield the same velocity field, where F (t) is any spatially
constant function of time. We make use of this gauge degree of freedom in Section 52.2.3, just
like we did for acoustic waves in Section 51.4.4.

Since the fluid is assumed to have uniform density, mass conservation in the form of the
continuity equation (19.16) implies that the velocity field is non-divergent. Consequently, the
scalar potential satisfies Laplace’s equation (Section 2.3.3)

∇ · v = −∇ · ∇ψ = −∇2ψ = 0, (52.9)

in which we say that ψ is a harmonic function. We develop salient mathematical properties for
harmonic functions in Section 6.5.

Harmonic functions do not support spatial oscillations in all three directions since the sum of
the curvature in each direction (i.e., second partial derivatives) must vanish. Correspondingly, we
will find that the velocity potential supports traveling waves in the horizontal and exponentially
decaying in the vertical, with decay when moving away from the surface boundary. It is
remarkable that the wavenumber of the horizontally traveling waves also determines the vertical
decay scale. That is, the structure of the horizontal waves directly determines the vertical
structure.

52.2.3 Equation of motion and Bernoulli’s principle
To fully specify the scalar potential requires boundary conditions, which enter the development
via the equation of motion. The vector-invariant equation of motion (24.32) for a non-rotating,

3The minus sign in equation (52.8) is conventional.
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irrotational, inviscid, uniform density fluid is given by

∂tv = −∇(Φ +K + p/ρ), (52.10)

with
K = v · v/2 (52.11)

the kinetic energy per mass of a fluid element. Inserting the scalar potential, v = −∇ψ, brings
the equation of motion (52.10) to the form

∇ (Φ +K + p/ρ− ∂tψ) = 0. (52.12)

This equation means that everywhere in the fluid the dynamical fields satisfy

Φ +K + p/ρ− ∂tψ = C(t), (52.13)

for some arbitrary time dependent function, C(t). This equation is a particular expression of
Bernoulli’s theorem studied in Section 26.9.3.

We ascribe no physical significance to the arbitrary function, C(t), appearing in equation
(52.13). In fact, it can be completely removed by exploiting the gauge degree of freedom in the
scalar potential as noted following equation (52.8). We do so by introducing a modified scalar
potential

Ψ(x, t) = ψ(x, t) +

ˆ t

0
C(t′) dt′. (52.14)

Both ψ and Ψ lead to the same velocity vector

v = −∇ψ = −∇Ψ, (52.15)

and as such the two scalar potentials are physically indistinguishable. However, Ψ is more
convenient for our use since it absorbs the arbitrary time dependent function, C(t), thus rendering
the simpler expression for the equation of motion

∂tΨ = Φ+K + p/ρ. (52.16)

In this manner we have dispensed with the need to compute C(t) since it is sufficient to work
with Ψ. In the following, we refer to equation (52.16) as the Bernoulli equation of motion.

52.2.4 Concerning the pressure field

We here explore facets of the pressure field as decomposed into either its hydrostatic and
non-hydrostatic components, or its dynamically active and inactive components.

Two methods for decomposing pressure

In Section 52.2.1 we decomposed the pressure into its dynamically inactive component, −ρ g z,
and dynamically active component, pd. We can consider the alternative decomposition into
hydrostatic and non-hydrostatic pressure components. As we will see, the dynamically active
pressure is partly hydrostatic, due to motion of the free surface, and partly non-hydrostatic.
We also considered these two decompositions of pressure when discussing effective buoyancy in
Section 30.11, yet the discussion here is far simpler since the fluid has constant density.
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Hydrostatic and non-hydrostatic pressures

The Bernoulli equation of motion (52.16) yields the vertical derivative of pressure

∂zp = −ρ ∂zΦ+ ρ ∂z(∂tΨ−K) = ∂zph + ∂zpnh. (52.17)

We here identified two contributions to the pressure. The hydrostatic pressure satisfies

∂zph = −ρ ∂zΦ = −ρ g =⇒ ph = −ρ g (z − η) = −ρΦ+ ρ g η. (52.18)

This expression reveals that part of the hydrostatic pressure is the dynamically inactive pressure,
−ρΦ = −ρ g z, as discussed in Section 52.2.1, plus a dynamically active portion due to undulations
of the free surface. The non-hydrostatic pressure has a vertical derivative given by

∂zpnh = ρ ∂z(∂tΨ−K). (52.19)

Note that plugging in the hydrostatic pressure (52.18) into the Bernoulli equation of motion
(52.16) leads to

∂tΨ = K + g η + pnh/ρ, (52.20)

whose vertical derivative yields equation (52.19) (recall η = η(x, y, t) is depth independent).

Equation (52.19) indicates that depth variations in the kinetic energy and depth-time
variations in the velocity potential lead the pressure to deviate from locally hydrostatic. We do
not generally expect the flow to be hydrostatically balanced for two reasons: (i) the fluid layer has
a uniform density so there is no stratification to suppress vertical accelerations that contribute
to non-hydrostatic pressures; (ii) the fluid is nonrotating and so there is no vertical stiffening via
the Taylor-Proudman result (Section 31.5.3), with vertical stiffening acting to suppress vertical
accelerations that cause deviations from hydrostatic balance. Casual observations of surface
ocean waves also supports the nontrivial vertical accelerations present in surface gravity waves,
thus suggesting a key role for the non-hydrostatic pressure.

Comments on a hydrostatic shallow water layer

For the shallow water model we also consider a homogenous density layer. However, as emphasized
in Chapter 35, the hydrostatic balance is fundamental to shallow water dynamics. Indeed, in
Section 35.2 we see that the hydrostatic balance over a single homogeneous layer leads to
horizontal motion that is depth independent throughout the layer. Hence, ∂z(∂tΨ) = 0 and
the kinetic energy contained in the horizontal flow is depth independent, ∂z(u

2 + v2) = 0.
Furthermore, the vertical motion has a linear depth dependence across the shallow water layer
(Section 35.2.8) and its magnitude is far smaller than horizontal motions. Therfore, we can drop
all contributions to ∂zK for the shallow water layer, in which case equation (52.17) reduces to
the hydrostatic limit

∂zp = −ρ ∂zΦ = −ρ g hydrostatic (shallow water) limit. (52.21)

This limit is relevant when the horizontal scales of motion are far larger than the vertical:
L≫ H, in which case the flow is well approximated as hydrostatic.

So in summary, a homogeneous layer of fluid can have a depth dependence to its horizontal
flow, and that depth dependence is driven through non-hydrostatic pressure forces. In contrast,
hydrostatic pressure has a depth-independent horizontal gradient within a homogeneous layer

∂z(∇hph) = −g∇hρ = 0 homogeneous density layer. (52.22)

Consequently, a hydrostatic pressure cannot drive depth dependence to the horizontal velocity
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field in a homogeneous fluid.

52.2.5 Bernoulli equation of motion and boundary conditions

Decompositions of the pressure discussed in Sections 52.2.1 and 52.2.4 render the following
equivalent expressions for the Bernoulli equation of motion

∂tΨ = K + g z + p/ρ full pressure form (52.23a)

∂tΨ = K + pd/ρ dynamically active/inactive pressure split (52.23b)

∂tΨ = K + g η + pnh/ρ hydrostatic/non-hydrostatic pressure split. (52.23c)

With the velocity given by v = −∇Ψ, we take the gradient of equations (52.23a)-(52.23c) to
render the velocity equations

∂tv = −∇(K + g z + p/ρ) full pressure form (52.24a)

∂tv = −∇(K + pd/ρ) dynamically active/inactive pressure split (52.24b)

∂tv = −∇(K + g η + pnh/ρ) hydrostatic/non-hydrostatic pressure split. (52.24c)

A complete specification of the mathematical physics for this system requires the kinematic and
dynamic boundary conditions given by the following.

Kinematic free surface boundary condition

The free surface is a moving material interface, so that its kinematics are described by the surface
kinematic boundary condition (19.66) holding for a non-divergent flow at a material boundary

(∂t + u · ∇)η = w kinematic b.c. at z = η(x, y, t). (52.25)

When n̂ has a nonzero vertical component (always assumed to hold in this chapter), the surface
kinematic boundary condition can be written in the equivalent form

v · n̂ =
∂tη

|∇(z − η)| , (52.26)

where the outward normal is

n̂ =
∇(z − η)
|∇(z − η)| =

ẑ −∇η√
1 +∇η · ∇η . (52.27)

It is furthermore convenient to make use of the relation between the area elements on the free
surface given by equation (19.91)

dS = |∇(z − η)|dA with dA = dx dy, (52.28)

where dA is the horizontal projection of dS. Consequently, we are led to the expression of the
kinematic boundary condition

v · n̂dS = v · ∇(z − η) dA = ∂tη dA. (52.29)
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Dynamic free surface boundary condition

At the ocean free surface we assume zero atmospheric pressure,4 in which case the ocean pressure
must also vanish there. We are thus led to the following pressure boundary conditions

p = 0 and pd = g η ρ and pnh = 0 at z = η, (52.30)

each of which leads to the surface boundary condition for the velocity potential

∂tΨ = K + g η at z = η. (52.31)

Kinematic bottom boundary condition

The bottom is a rigid material surface so that the bottom kinematic boundary condition (Section
19.6.1) is the no-normal flow condition

n̂ · v = −∇Ψ · n̂ = 0 at z = ηb(x, y). (52.32)

When studying surface waves later in this chapter, we only consider the flat bottom (n̂ = −ẑ),
in which case w = 0 at the bottom

w = −∂zΨ = 0 at z = ηb = −H. (52.33)

Dynamic bottom boundary condition

To develop the pressure boundary condition at the bottom, recall that a static material bottom
has a static outward normal, n̂, so that

n̂ · ∂tv = ∂t(n̂ · v) = 0, (52.34)

which then brings equations (52.24a)-(52.24c) to the form

n̂ · ∇K = −n̂ · ∇(g z + p/ρ) (52.35a)

n̂ · ∇K = −n̂ · ∇pd/ρ (52.35b)

n̂ · ∇K = −n̂ · ∇(g η + pnh/ρ). (52.35c)

Specializing to the flat bottom with n̂ = −ẑ yields the bottom boundary conditions

∂zK = −g − ρ−1 ∂zp (52.36a)

∂zK = −ρ−1 ∂zpd (52.36b)

∂zK = −ρ−1 ∂zpnh, (52.36c)

where ∂zη = 0. In the linearized theory, ∂zK is far smaller than g or ρ−1 ∂zp, which means
that the balance in equation (52.36a) must be hydrostatic, ∂zp = −ρ g. This result then means
that the non-hydrostatic boundary condition is ∂zpnh = 0. Likewise, with p = −ρ g z + pd, and
∂zp = −ρ g at the bottom, we must have ∂zpnh = 0. These results are thus summarized as

∂zp = −g ρ and ∂zpd = 0 and ∂zpnh = 0 at z = ηb = −H. (52.37)

4In Section 52.3.2 we show that a uniform and constant atmospheric pressure plays no role in the physics of
concern here since the fluid density is itself a uniform constant.
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Comments on the need for two boundary conditions

Mathematically, the solution to Laplace’s equation requires only a single boundary condition
when posed in a domain with specified boundaries (e.g., see Section 6.5). For the current setup,
however, the free surface is a moving boundary, thus offering one more dynamical degree of
freedom that necessitates an extra boundary condition. Physically, there are two dynamical
fields that describe the fluid layer, the velocity potential, Ψ, and the free surface height, η.
Consequently, there are two boundary conditions that arise when specifying these fields: one
from kinematics (the boundary interfaces are material) and one from dynamics (forces on both
sides of the boundary interfaces must balance as per Newton’s third law).

52.2.6 Local energetic balances
Since the fluid has a constant density, the only energy arises from mechanical energy due to
motion (kinetic energy) plus the gravity field (gravitational potential energy)

E = K +Φ = v · v/2 + g z. (52.38)

The internal energy is a constant and so plays no role in the energetic analysis. Also, we ignore
dissipation and heat transfer so that energy is modified only through reversible processes. Local
energetic budget equations are readily computed by taking the scalar product of the velocity with
the velocity tendency. We consider here the three forms of the velocity equation (52.24a)-(52.23c)
and their corresponding energy equations.

Velocity equation with unsplit pressure

With ∂tv written in the form of equation (52.24a) we have

∂tK = −v · ∇(K +Φ+ p/ρ) = −∇ · [v (K +Φ+ p/ρ)], (52.39)

where we used ∇ · v = 0 for the second equality. Since the geopotential has a zero Eulerian time
derivative, the kinetic energy equation readily leads to the total mechanical energy equation

∂tE = −∇ · [v (E + p/ρ)] =⇒ ρDE/Dt = −∇ · (v p). (52.40)

Evidently, convergence of the pressure flux, v p, leads to a material time change in the total
energy.

Dynamically active/inactive pressure split

An equivalent form of the energy equation can be found by making use of the pressure split into
dynamically active and inactive components according to the velocity equation (52.24b), which
yields

∂tK = −∇ · [v (K + pd/ρ)] =⇒ ρDK/Dt = −∇ · (v pd). (52.41)

We here find that convergence of the dynamic pressure flux, v pd, leads to a material time change
in the kinetic energy.

Hydrostatic/non-hydrostatic pressure split

We now develop the energetics with the hydrostatic/non-hydrostatic pressure decomposition
(52.23c) to render

∂tK = −∇ · [v (K + g η + pnh/ρ)]. (52.42)
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This form only lends itself to a total energy budget written in the form

∂tE = −∇ · [v (E + p/ρ)] =⇒ ρDE/Dt = −∇ · [v (ph + pnh)]. (52.43)

52.2.7 Expressions for the globally integrated kinetic energy
The kinetic energy per mass can be written in terms of the scalar potential

2K = v · v = ∇Ψ · ∇Ψ = ∇ · (Ψ∇Ψ), (52.44)

where we used ∇2Ψ = 0 for the final equality. This divergence form of the kinetic energy means
that its global integral is fully determined by properties at the boundaries.

Domain integrated kinetic energy is just due to surface properties

Integration of the kinetic energy in the form of equation (52.44) over the full ocean domain, R,
leads to the total kinetic energy

EKE =

ˆ
R

ρK dV =
ρ

2

ˆ
R

∇ · (Ψ∇Ψ)dV =
ρ

2

ˆ
∂R

Ψ∇Ψ · n̂dS, (52.45)

where we made use of the divergence theorem. The ocean bottom is material so that the flow
satisfies the no-normal flow condition at each point along the bottom (Section 19.6.1)

v · n̂ = −∇Ψ · n̂ = 0, (52.46)

where n̂ is the outward normal on the rigid material boundaries. Lateral boundaries are either
periodic or rigid material walls. We thus find the remarkable result that the domain integrated
kinetic energy arises solely from properties integrated over the free surface

EKE =
ρ

2

ˆ
z=η

Ψ∇Ψ · n̂dS = −ρ
2

ˆ
z=η

Ψv · n̂dS. (52.47)

Evidently, contributions from interior motion play no role in the domain integrated kinetic
energy. Furthermore, the kinetic energy is a non-negative number, so that the right hand side of
equation (52.47) is non-negative although it is not obvious without noting that Ψ is a harmonic
function in the domain interior. That is, the nature of the kinetic energy is fundamentally related
to the harmonic nature of the velocity potential that allows the kinetic energy to be written as
the total divergence in equation (52.44). We encountered a similar feature of harmonic functions
in Section 6.5.2 when studying their mean-value property.

Gauge invariance of the domain integrated kinetic energy

The kinetic energy per mass, K = ∇Ψ · ∇Ψ/2, is manifestly gauge invariant since it remains
unchanged if Ψ is shifted by a spatial constant. This property also holds for the domain
integrated kinetic energy, (52.47), as follows from use of the divergence theorem and then the
non-divergence of the velocity field

ˆ
z=η

v · n̂dS =

ˆ
∂R
v · n̂dS =

ˆ
R

∇ · v dV = 0. (52.48)

Evidently, if the scalar potential is shifted by a function of time that is spatially independent,
then the globally integrated kinetic energy (52.47) remains unchanged and so is gauge invariant.
An alternative derivation makes use of the surface kinematic boundary condition (52.29) that
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leads to the identity

ˆ
z=η

v · n̂dS =

ˆ
∂tη dA = −

ˆ
∇ ·U dA = 0, (52.49)

where we set ∂tη = −∇ · U as per the free surface equation (21.81) holding for a volume
conserving fluid, with U =

´ η
−H u dz the depth integrated horizontal velocity.5

Kinetic energy in terms of time tendencies

We write yet another form for the domain integrated kinetic energy, which proves of use when
studying Hamilton’s principle in Section 52.2.9. For this purpose, make use of the free surface
kinematic boundary condition (52.29) to bring the kinetic energy equation (52.47) into the form

EKE = −ρ
2

ˆ
z=η

Ψv · n̂dS = −ρ
2

ˆ
z=η

Ψ ∂tη dA. (52.50)

Now reintroduce the vertical integral via Leibniz’s rule (Section 20.2.4) to write

ˆ
z=η

Ψ ∂tη dA =

ˆ [
∂

∂t

ˆ η

ηb

Ψdz

]
dA−

ˆ [ˆ η

ηb

∂tΨdz

]
dA. (52.51)

If the horizontal extent of the domain has a static extent, such as when the horizontal domain is
periodic or it is bounded by rigid vertical walls (e.g., see Figure 28.6), then the time derivative
commutes with the area integral so that equation (52.51) becomes

ˆ
z=η

Ψ ∂tη dA =
d

dt

[ˆ ˆ η

ηb

Ψdz dA

]
−
ˆ ˆ η

ηb

∂tΨdz dA =
d

dt

ˆ
ΨdV −

ˆ
∂tΨdV. (52.52)

We make use of this identity in the discussion of Hamilton’s principle in Section 52.2.9.

52.2.8 Kelvin’s minimum kinetic energy theorem
The domain integrated kinetic energy equation (52.47) points to the central role of boundary
conditions. We here expose a property of the kinetic energy associated with Kelvin’s minimum
kinetic energy theorem.

Basic formulation

Following Kelvin (as detailed in Section 45 of Lamb (1993)), consider a non-divergent flow, vtot,
built from the sum of an irrotational and non-divergent velocity field (i.e., potential flow), v,
plus a non-divergent and rotational flow, vr

vtot = v + vr with ∇ · v = ∇ · vr = 0 and ∇× vtot = ∇× vr. (52.53)

The domain integrated kinetic energy of this flow,

Etot
KE =

ρ

2

ˆ
R

vtot · vtot dV, (52.54)

has three terms

Etot
KE =

ρ

2

ˆ
R

v · v dV +
ρ

2

ˆ
R

vr · vr dV + ρ

ˆ
R

v · vr dV. (52.55)

5See also Exercise 21.10.
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The domain integrated kinetic energy for the irrotational flow equals to the boundary integral
from equation (52.47)

ρ

2

ˆ
R

v · v dV = −ρ
2

ˆ
∂R

Ψv · n̂dS. (52.56)

The cross-term also takes the form of a boundary integral

ˆ
R

v · vr dV = −
ˆ
R

∇Ψ · vr dV = −
ˆ
R

∇ · (Ψvr) dV = −
ˆ
∂R

Ψvr · n̂dS, (52.57)

so that the domain integrated kinetic energy is

Etot
KE =

ρ

2

ˆ
R

(vr · vr + v · v) dV − ρ
ˆ
∂R

Ψvr · n̂dS (52.58a)

=
ρ

2

ˆ
R

vr · vr dV −
ρ

2

ˆ
∂R

Ψ(v + 2vr) · n̂dS. (52.58b)

Kelvin’s minimum kinetic energy theorem

Consider the case where the flow is irrotational and so it satisfies the boundary conditions
appropriate for potential flow in a homogeneous fluid layer with a free surface

v · n̂ = 0 at solid bottom boundary, z = ηb(x, y) (52.59a)

v · n̂dS = ∂tη dA at free surface boundary, z = η(x, y, t). (52.59b)

The free surface condition (52.59b) arises from equation (52.26) as well as the area relation
in equation (52.28). Now add a rotational flow, and assume the rotational flow leaves the
potential flow’s boundary conditions (52.59a) and (52.59b) unaffected, which can be ensured if
the rotational flow satisfies the no-normal flow condition at all boundaries

vr · n̂ = 0 x ∈ ∂R. (52.60)

Kelvin’s minimum kinetic energy theorem follows from equation (52.58a) with vr · n̂ = 0, in
which case

Etot
KE =

ρ

2

ˆ
R

(v · v + vr · vr) dV, (52.61)

so that kinetic energy of the pure irrotational flow is less than that for the flow based on the
same irrotational flow plus a rotational perturbation. Evidently, the irrotational flow minimizes
the kinetic energy for the simply connected material domain.

In formulating the theorem (52.61), we considered the rotational component to the flow as a
perturbation to the original irrotational flow, with the perturbation not altering the boundary
conditions satisfied by the irrotational flow. In this manner, the rotational flow is akin to a
variation added to the irrotational flow in the sense used for Hamilton’s principle (e.g., Sections
46.2 and 52.2.9), in which variations do not touch boundary (or initial) conditions.

Material boundary condition for vr + v

Now consider the material boundary conditions at the bottom and surface to be satisfied by the
full flow

(v + vr) · n̂ = 0 at solid bottom boundary, z = ηb(x, y) (52.62a)

(v + vr) · n̂dS = ∂tη dA at free surface boundary, z = η(x, y, t), (52.62b)
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so that these boundary conditions couple the rotational and irrotational components. The kinetic
energy equation (52.58b) now takes the form

Etot
KE =

ρ

2

ˆ
R

vr · vr dV −
ρ

2

ˆ
z=η

Ψ ∂tη dA−
ρ

2

ˆ
∂R

Ψvr · n̂dS (52.63a)

=
ρ

2

ˆ
R

(vr · vr − v · v) dV − ρ
ˆ
z=η

Ψ ∂tη dA (52.63b)

For a rigid material upper boundary, so that ∂tη = 0, the domain integrated kinetic energy in
the irrotational flow is less than that in the rotational flow. Any further general statements are
unavailable for the case with a time dependent free surface. The absence of a general theorem can
be traced to coupling between the rotational and irrotational flow as realized via the boundary
conditions. This situation contrasts to the case of Kelvin’s minimum kinetic energy theorem,
where there we purposely disabled any coupling.

52.2.9 Hamilton’s principle and Luke’s variational principle

Following the discussion of classical field theory in Chapter 46, we here consider the Lagrangian
density functional and the corresponding equations of motion that follow from Hamilton’s
principle. The special nature of the dynamical free surface boundary condition prompts a
modified version of the action that allows for a treatment of both the interior potential flow and
the nonlinear surface boundary conditions. This modification is due to Luke (1967), prompting
the name Luke’s variational principle.6

Conventional form of the Lagrangian density

The Lagrangian density (dimensions of energy per unit volume) is the kinetic energy per volume
minus the gravitational potential energy per volume, which takes the following form for potential
flow of a homogeneous fluid layer

L = ρ (v · v/2− g z) = ρ (∇Ψ · ∇Ψ− g z)/2. (52.64)

The corresponding action is

S =

ˆ
R
L dV dt, (52.65)

where R is the space-time domain. Hamilton’s principle says that variation of the action vanishes
for the physically realized fields

δS =

ˆ
R
δL dV dt = 0, (52.66)

where the variation operator, δ, does not touch space or time and so it commutes with integrals
and derivatives (see Sections 46.2.2 and 46.2.3).

The puzzle we have, however, is that the free surface does not explicitly appear in the
Lagrangian (52.64). Rather, it only appears as a boundary in the action integral (52.66). That
is not a problem per se, but the problem is that varying the action using the Lagrangian (52.64)
fails to produce the dynamical boundary condition at the free surface. To resolve this puzzle we
follow Luke (1967) by transforming the action into a modified form that differs from the original
action by a time derivative which, as shown in Section 46.3.5, does not alter the mechanics.

6Elements of this section follow from Luke (1967), Section 13.2 of Whitham (1974), and Exercise 10.14 of
Fetter and Walecka (2003). See also Miles (1977) and Milder (1977).
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Furthermore, the appropriate action turns out to be, quite remarkably, the space-time integral
of the pressure.

Surface Lagrangian density

Before considering the approach of Luke (1967), observe that the Lagrangian density (52.64)
can be written

ρ−1

ˆ
R

L dV =

ˆ
R

(v · v/2− g z) dV = −1

2

ˆ
[Ψs ∂tη + g (η2 − η2b )] dA, (52.67)

where we made use of the kinematic boundary conditions (52.59a) and (52.59b), in which case
the action is

S = −ρ
2

ˆ
[Ψs ∂tη + g (η2 − η2b )] dAdt ≡

ˆ
Ls dAdt. (52.68)

In this equation we introduced the velocity potential evaluated at the free surface

Ψs = Ψ(x, y, z = η, t), (52.69)

and the surface Lagrangian density (dimensions of energy per unit area)

Ls = −ρ[Ψs ∂tη + g (η2 − η2b )]/2. (52.70)

This Lagrangian forms the starting point for Milder (1977).

Transforming the action into the integral of pressure

We transform the action through use of equation (52.52) for the kinetic energy, in which

ˆ [ˆ
∇Ψ · ∇ΨdV

]
dt = −

ˆ [ˆ
[Ψ ∂tη]z=η dA

]
dt (52.71a)

= −
ˆ [

∂

∂t

ˆ
ΨdV

]
dt+

ˆ
∂tΨdV dt. (52.71b)

As noted in deriving equation (52.52), we assumed here that the horizontal bounds for the
domain are static. For the more general case of sloping side boundaries (e.g., see Figure 28.6),
then we need to introduce yet another dynamical field, namely the moving horizontal bounds.
That added dynamical degree of freedom is not the focus here, so that we assume the domain
has static horizontal boundaries, thus allowing the time derivative to commute with the area
integral.

Use of equation (52.71b) brings the action to the form

S = −ρ
2

ˆ [
∂

∂t

ˆ
ΨdV

]
dt+ ρ

ˆ [
1

2

∂Ψ

∂t
− g z

]
dV dt. (52.72)

Following the discussion in Section 46.3.5, the first term on the right hand side is mechanically
irrelevant since it evaluates to the time bounds, during which the velocity potential has zero
variation. We can thus drop the first right hand side term in equation (52.72) to focus on the
modified action

Smod = ρ

ˆ [
1

2

∂Ψ

∂t
− g z

]
dV dt. (52.73)
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Making use again of equation (52.52) along with the mechanical equivalence (52.72) gives

SLuke = ρ

ˆ [
∂Ψ

∂t
− 1

2

∂Ψ

∂t
− g z

]
dV dt = ρ

ˆ [
∂Ψ

∂t
− 1

2
∇Ψ · ∇Ψ− g z

]
dV dt. (52.74)

Variation of the action with respect to η

Exposing the vertical integration limits on the action (52.74) yields

SLuke = ρ

ˆ ˆ ˆ η

ηb

[
∂Ψ

∂t
− 1

2
∇Ψ · ∇Ψ− g z

]
dz dAdt, (52.75)

so that the variation arising from δη is straightforward to compute. In so doing we find

δSLuke

δη
= 0 =⇒ ∂tΨ =

1

2
∇Ψ · ∇Ψ+ g η at z = η, (52.76)

which is the dynamic boundary condition (52.31).

Variation of the action with respect to Ψ

Variation of the action with respect to the velocity potential leads to

δΨS
Luke =

ρ

2

ˆ
∂t(δΨ)dV dt− ρ

ˆ
δΨ∇Ψ · n̂dS dt+ ρ

ˆ
∇2Ψ δΨdV dt, (52.77)

where we noted that δ(∂tΨ) = ∂t(δΨ), and integrated by parts to get the second and third terms
on the right hand side. For the time derivative term we write

ˆ
∂t(δΨ)dV =

ˆ [ˆ η

ηb

∂t(δΨ)dz

]
dA =

ˆ [
∂

∂t

ˆ η

ηb

δΨdz − ∂tη δΨs

]
dA, (52.78)

whereas the kinematic boundary conditions (equations (52.59a) and (52.59b)) bring the spatial
boundary term to

−
ˆ
δΨ∇Ψ · n̂dS =

ˆ
∂tη δΨs dA, (52.79)

thus leading to the action variation

δΨS
Luke =

ˆ
∇2Ψ δΨdV dt. (52.80)

The action variation vanishes so long as ∇2Ψ = 0 within the fluid domain. Bringing everything
together leads to the boundary value problem for the velocity potential and the free surface

∇2Ψ = 0 x ∈ R (52.81a)

n̂ · ∇Ψ = 0 x ∈ ∂R kinematic rigid condition (52.81b)

(∇η − ẑ) · ∇Ψ = ∂tη z = η kinematic free surface condition (52.81c)

∂tΨ =
1

2
∇Ψ · ∇Ψ+ g η z = η dynamic free surface condition. (52.81d)
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Comments

Remarkably, the Bernoulli equation of motion (52.16) means that the Lagrangian functional
appearing in the action (52.74) equals to the pressure

SLuke = ρ

ˆ [
∂Ψ

∂t
− 1

2
∇Ψ · ∇Ψ− g z

]
dV dt =

ˆ
p dV dt. (52.82)

Starting from this form of the action, Hamilton’s principle extremizes the space-time integral
of the pressure. Seliger and Whitham (1968) provide some discussion of pressure as the action
within the context of the Boussinesq approximation, where the same result holds.

A free surface certainly adds subtleties to the use of Hamilton’s principle. The presentation
given in this subsection proceeds in the opposite order to that given by Luke (1967) as well as
section 13.2 of Whitham (1974). Here, we started with the conventional form of the Lagrangian
(52.64) written as the difference between kinetic energy and potential energy, and then showed
how to transform the action into the pressure action integral (52.82) that captures the dynamical
boundary condition. In that transformation we made use of the kinematic boundary conditions
at both the static bottom boundary (equation (52.59a)) and the free surface (equation (52.59b)).
The alternative approach taken by Luke (1967) starts from the inspired guess of a pressure based
action integral (52.82), and shows that it indeed produces the proper dynamical equations so
long as the kinematic boundary conditions are satisfied. The present approach is thus offered as
a complement to that from Luke (1967) and Whitham (1974)

52.3 Linearized dynamics

We here develop the boundary value problem describing linear surface gravity wave motions of
the free surface, and characterize physical aspects of the waves. Surface tension is ignored so
that pressure is continuous across the free surface. In Section 52.10 we remove this assumption
by considering the pressure jump at the ocean surface due to surface tension, with this pressure
jump leading to capillary waves. The fundamental parameter measuring nonlinearity concerns
the ratio of the free surface undulation to the length of a wave disturbance. A small value for
this non-dimensional ratio allows us to confidently make use of the linear equations.

Note that we focus on the velocity potential in our analysis of linear surface gravity waves.
A directly analogous approach focuses on the dynamic pressure, pd, which is a harmonic function
for the linearized system (take the divergence of the linearized velocity equation (52.6)). Section
7.1 of Vallis (2017) takes the pressure approach. The two methods are equivalent, with the
velocity potential and pressure closely connected.

52.3.1 Linear relations between the velocity potential and pressure

The Bernoulli equations of motion (52.23a)-(52.23c) provide an expression for the time tendency
of the velocity potential. When linearizing the equations we drop the contribution from the
kinetic energy since it is second order in the velocity field.7 We are thus led to the linear relations

∂tΨ = g z + p/ρ = pd/ρ = g η + pnh/ρ. (52.83)

This equation provides the linearized relation between the velocity potential and the various
pressure fields.

7We do not drop kinetic energy when studying the energetics of linear waves. But here we are studying their
momentum, in which we linearize by dropping all second and higher order terms.
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52.3.2 Dynamic boundary condition at the free surface
The equation of motion (52.16) applies to any point within the fluid and at any time. In
particular, it applies at the free surface, z = η(x, y, t), where pressure equals to the atmospheric
pressure. As stated earlier, we assume that the atmospheric pressure is constant in space and
time so that

g η +K − ∂tΨ = −pa/ρ = constant. (52.84)

Without loss of generality we can set this constant to zero,8 thus leaving the boundary condition

g η +K − ∂tΨ = 0 linearized dynamic b.c. at z = η. (52.85)

We now linearize relative to a state of rest with η = 0, v = 0, and ∂tΨ = 0. Linear
fluctuations about this rest state have small velocities. Consequently, the kinetic energy, which
is second order in velocity, is small relative to the remaining terms and so we arrive at the
linearized dynamic boundary condition

g η = ∂tΨ linearized dynamic b.c. at z = η. (52.86)

This boundary condition directly connects the free surface to time tendencies of the velocity
potential. The free surface fluctuates upward when the velocity potential has a positive tendency,
and vice versa. Also note that we arrive at this boundary condition by making use of the pressure
boundary conditions (52.30) within equation (52.83).

52.3.3 Kinematic boundary conditions
The free surface is assumed to be a material interface, meaning that there is no matter transported
across this surface. Consequently, following the discussion of kinematic boundary conditions in
Section 19.6.2, we have

(∂t + u · ∇)η = w kinematic b.c. at z = η. (52.87)

Linearizing this boundary condition about the state of rest, and introducing the scalar potential,
leads to

∂tη = w = −∂zΨ linearized kinematic b.c. at z = η. (52.88)

This is yet another constraint that links the free surface to the velocity potential.

52.3.4 Summary of the linear equations
The boundary value problem for the velocity potential and free surface is given by

v = −∇Ψ velocity potential (52.89a)

∇2Ψ = 0 irrotational and non-divergent velocity for x ∈ ocean (52.89b)

∂tΨ = g η linearized dynamic b.c. at z = η (52.89c)

∂zΨ = −∂tη linearized kinematic b.c. at z = η (52.89d)

n̂ · ∇Ψ = 0 no-normal flow kinematic b.c. on rigid boundaries. (52.89e)

Equations (52.89a) and (52.89b) hold throughout the fluid whereas the remaining equations
hold only at the boundaries.

Although the equations (52.89b)-(52.89e) were derived through linearization, there is one
remaining nonlinearity that needs to be removed to enable a fully linear analytical treatment.

8Alternatively, can use a gauge transformation Ψ′ = Ψ− t (pa/ρ) to eliminate the constant.
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Namely, when combining the boundary conditions into a single equation we compute the time
derivative of equation (52.89c) according to

g
∂η

∂t
=

[
∂

∂t
+
∂η

∂t

∂

∂z

]
∂Ψ

∂t
, (52.90)

which follows since Ψ = Ψ(x, y, z = η(x, y, t), t) at the surface boundary. Combining with
equation (52.89d) renders [

∂

∂t
+
∂η

∂t

∂

∂z

]
∂Ψ

∂t
= −g ∂Ψ

∂z
. (52.91)

With w ≈ ∂η/∂t at the free surface, we identify (∂η/∂t) ∂z as a vertical advection operator. The
corresponding term (∂η/∂t) ∂ztΨ is nonlinear and second order in fluctuating fields. Hence, we
drop this term as part of the linearization process. An equivalent means to realize this linearization
is to evaluate the free surface boundary condition at z = 0 rather than at z = η(x, y, t). For
this approximation to be self-consistent requires the amplitude of free surface undulations to be
much smaller than the typical wavelengths of the fluctuations, in which case

|η|/Λ≪ 1, (52.92)

with this condition holding for the waves considered here.
In summary, the fully linearized equation set takes the form

v = −∇Ψ velocity potential (52.93a)

∇2Ψ = 0 irrotational and non-divergent velocity for x ∈ ocean (52.93b)

∂tΨ = g η linearized dynamic b.c. at z = 0 (52.93c)

∂zΨ = −∂tη linearized kinematic b.c. at z = 0 (52.93d)

n̂ · ∇Ψ = 0 no-normal flow kinematic b.c. on rigid boundaries. (52.93e)

Observe that these equations for surface gravity waves involve a harmonic scalar potential, Ψ,
defined throughout the full fluid domain (equation (52.93b)), whereas the time tendencies are
determined by the kinematic boundary condition (equation (52.93d)) and dynamic boundary
condition (equation (52.93c)). Mathematically, the free surface, η, lives on a two-dimensional
manifold of the surface interface, whereas the velocity potential, Ψ, lives on a three-dimensional
manifold defined by the ocean domain. The velocity potential and free surface are coupled
by the kinematic and dynamic boundary conditions, thus requiring the velocity potential to
be determined throughout the three-dimensional ocean domain even if we might only care
about fluctuations of the free surface. These features of surface gravity waves make them
inherently more complex, and rich, than surface fluctuations of a membrane9, or the volume
fluctuations of a compressible fluid leading to acoustic waves (Chapter 51). The surface gravity
wave system provides a canonical example of a surface boundary dynamical system, with surface
quasi-geostrophy another prominent geophysical example.10

52.4 Energetics for the linearized equations
We here specialize the energetic analysis from Section 52.2.6 to study the energetics of the
linearized equations in a manner analogous to the acoustic wave energetics considered in Section

9A drumhead provides the canonical example of a vibrating membrane. For determining waves moving on a
drumhead, we focus exclusively on the drumhead without also considering dynamics of the surrounding fluid. See
Chapter 8 of Fetter and Walecka (2003) for details.

10See Held et al. (1995) for a classic treatment of surface quasi-geostrophy. Yassin (2021) and Yassin and
Griffies (2022) provide further studies of surface quasi-geostrophy in the context of normal mode theory.
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51.6.

52.4.1 Domain integrated kinetic energy

The surface integral (52.50) for the domain integrated kinetic energy is computed at z = η(x, y, t).
For the linearized system, this integral is approximated at z = 0, so that the domain integrated
kinetic energy is

EKE = −ρ
2

ˆ
[Ψ ∂tη]z=0 dA =

ρ

2

ˆ
[Ψ ∂zΨ]z=0 dA = −ρ

2

ˆ
[Ψw]z=0 dA, (52.94)

where we made use of the kinematic boundary condition (52.93d).

52.4.2 Domain integrated potential and available potential energies

Measuring the zero of gravitational potential energy at z = −H (see Figure 52.1), yields the
domain integrated gravitational potential energy

g ρ

ˆ
z=0

[ˆ η

−H
z dz

]
dA =

g ρ

2

ˆ
(η2 −H2) dA. (52.95)

The available potential energy (see Sections 29.9 and 36.5.6) is the difference between the
gravitational potential energy and that contained in an ocean at rest with η = 0, so that

EAPE = g ρ

ˆ [ˆ η

−H
z dz

]
dA− g ρ

ˆ [ˆ 0

−H
z dz

]
dA =

g ρ

2

ˆ
η2 dA =

ρ

2 g

ˆ
(∂tΨ)2 dA, (52.96)

where the final step made use of the dynamic boundary condition (52.93c). Hence, a non-negative
available potential energy is associated with any undulation of the free surface, whether the
undulation is positive or negative.

In Section 36.5.6 we computed the available potential energy for a single layer of shallow
water fluid. In that discussion we chose to set z = 0 at the resting free surface (Figure 35.1),
whereas in the current discussion we chose z = 0 at the flat bottom (Figure 52.1). Even so,
the available potential energy (52.96) is identical to the shallow water case, which we see by
noting that the area average of η vanishes for the current choice in Figure 52.1 (due to volume
conservation)

η =
1

Aocn

ˆ
η dA = 0, (52.97)

where

Aocn =

ˆ
dA (52.98)

is the surface area of the ocean. We thus find

EAPE =
g ρ

2

ˆ
η2 dA =

g ρ

2

ˆ
(η − η)2 dA =

g ρ

2

ˆ
(η′)2 dA, (52.99)

which agrees with equation (36.131) derived for the shallow water layer. We expect the two
energies to agree since the gravitational energy depends only on the density and the position
within the gravity field; it has no concern for dynamical assumptions such as whether the fluid
motion is approximately hydrostatic (as for the shallow water model) or general (as considered
here).
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52.4.3 Equipartition for the phase averaged domain integrated energies

The expression (52.96) for the available potential energy can be written

EAPE =
ρ

2

ˆ
η ∂tΨdA =

ρ

2

ˆ
[−Ψ ∂tη + ∂t(ηΨ)] dA = EKE +

ρ

2

ˆ
∂t(ηΨ)dA, (52.100)

where we made use of equation (52.94) for the total kinetic energy. If the fields exhibit periodicity
in time, such as for a surface gravity wave field, then integration over an integer multiple of the
wave period results in an equipartition between the phase averaged available potential energy
and phase averaged kinetic energy

⟨EAPE⟩ = ⟨EKE⟩ with ⟨EAPE⟩ =
ω

2π

ˆ 2π/ω

0
EAPE dt, (52.101)

where 2π/ω is the wave period. We found a similar equipartition of energy in Section 51.6.2 for
acoustic waves.

52.4.4 Energetics for the depth integrated linear flow

We here study the mechanical energy contained in the fluid layer within the linear theory.
Notably, when computing the kinetic energy in the depth integrated flow, we only integrate to
z = 0 since going to z = η involves third order terms that are neglected in the linear theory.
Hence, the time derivative of the depth integrated kinetic energy per mass is

∂

∂t

ˆ 0

−H
K dz =

1

2

∂

∂t

ˆ 0

−H
∇Ψ · ∇Ψdz =

ˆ 0

−H
∇(∂tΨ) · ∇Ψdz, (52.102)

which follows since the integral bounds are static so that the time derivative commutes with the
integral. Note that we used the partial time derivative operator, ∂/∂t, as it is computed holding
the horizontal position fixed. We next make use of the harmonic nature of the velocity potential
(∇2Ψ = 0) to write

∂

∂t

ˆ 0

−H
K dz =

ˆ 0

−H
∇ · (∂tΨ∇Ψ)dz = [∂tΨ ∂zΨ]z=0 +∇h ·

ˆ 0

−H
∂tΨ∇hΨdz, (52.103)

where we used the bottom kinematic boundary condition, ∂zΨ = 0 at z = −H, and noted that
H is a constant (flat bottom) so that the horizontal derivative commutes with the integral. For
the boundary term we use the linearized dynamic boundary condition (52.93c) and linearized
kinematic boundary condition (52.93d) to yield

∂

∂t

ˆ 0

−H
K dz = −g η ∂tη +∇h ·

ˆ 0

−H
∂tΨ∇hΨdz. (52.104)

Observe that the boundary term is the time tendency of the depth integrated potential energy
per mass

ˆ η

−H
Φdz =

ˆ η

−H
g z dz = (g/2) (η2 −H2) =⇒ ∂

∂t

ˆ η

−H
g z dz = g η ∂tη. (52.105)

The potential energy in the column is computed by integrating all the way to the free surface,
even for the linear theory. That integration limit is needed since changes in the potential energy
over a column of constant density fluid arise solely through changes in the free surface. Bringing
the pieces together allows us to write the time derivative of the depth integrated mechanical
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energy per mass in the linear theory

∂

∂t

[
1

2

ˆ 0

−H
v · v dz +

ˆ η

−H
g z dz

]
= ∇h ·

ˆ 0

−H
∂tΨ∇hΨdz. (52.106)

Finally, set u = −∇hΨ, and use the linear theory identity, ∂tΨ = pd/ρ from equation (52.83),
thus leading to

∂

∂t

[ˆ 0

−H
ρK dz +

ˆ η

−H
ρΦdz

]
= −∇h ·

ˆ 0

−H
pd udz. (52.107)

Evidently, it is the horizontal convergence of the layer integrated flux of dynamical pressure, pd u,
that affects a time change to the layer integrated mechanical energy for the linear theory. That
is, the layer integrated mechanical energy has a time tendency due to work by the dynamical
pressure. Recall we saw the importance of pressure work in Section 52.2.6 when considering the
local energy balances for the fully nonlinear system. We also saw the importance of pressure
work for acoustic wave energetics in Section 51.6.3. Other wave systems we encounter in this
part of the book also have pressure work central to their energetics.

52.5 Traveling gravity waves in a flat domain
We now study a traveling plane wave solution to the equations (52.93b)-(52.93e) as posed in
a flat bottom domain such as illustrated in Figure 52.1. The waves are assumed to travel
horizontally, with the example in Figure 52.1 showing waves in the ±x̂ direction. There are no
lateral boundaries. The waves also contain a vertical profile that, as we shall see, exponentially
decays from the surface into the interior.

Besides providing an explicit realization of surface gravity waves, our analysis offers experience
with the separation of variables method for solving certain partial differential equations. In our
analysis, we are not interested in the most general wave solution. Instead, we aim to determine
a particular solution of sufficient generality to expose the underlying physics of the linear wave
fluctuations, and in particular to expose the exponential decay of the wave amplitude with depth.
Furthermore, given linearity, the superposition principle holds whereby the sum or integral of
particular solutions are also solutions.

52.5.1 Horizontally traveling plane wave
We seek a traveling plane wave solution with angular frequency, ω > 0, and horizontal wavevector
and wave direction

k = kx x̂+ ky ŷ and k̂ = k/|k|. (52.108)

For this purpose we assume the waves appear in the velocity potential in the shape of a cosine
modulated by a vertical structure function11

Ψ(x, y, z, t) = Ψ0 Γ(z) cos(k · x− ω t). (52.109)

Plugging this ansatz into Laplace’s equation, ∇2Ψ = 0, leads to the ordinary differential equation
satisfied by the non-dimensional vertical structure function

d2Γ

dz2
= |k|2 Γ −H ≤ z ≤ 0 (52.110a)

dΓ

dz
= 0 at z = −H, (52.110b)

11We could use complex exponentials for the traveling wave, as discussed in Chapter 49. We here work with
the real trigonometric functions to exemplify their use.
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Deep water gravity waves

Shallow water gravity waves
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Figure 52.2: Snapshot of surface gravity waves over deep water (|k|H ≫ 1, top panel) and shallow water
(|k|H ≪ 1, lower panel), with velocities computed according to equations (52.113a) and (52.113b). Shown here
are the horizontal and vertical components to the velocity at a particular time instance, with the horizontal
velocity in phase with the free surface undulations, and the vertical velocity π/2 out of phase. The horizontal axis
along the top designates values for k · x, with values of 0, π/2, π, 3π/2, 2π providing samples along the wave.

where the bottom boundary condition is required to satisfy the no-normal flow condition (52.93e).
We write the solution in the form

Ψ = Ψ0 cosh[|k| (z +H)] cos(k · x− ω t) (52.111a)

Ψ0 =
g η0/ω

cosh(|k|H)
, (52.111b)

so that the dynamic boundary condition (52.93c) renders the free surface height

η(x, t) = η0 sin(k · x− ω t). (52.112)

The corresponding fluid velocity field, v = −∇Ψ, is given by

u =
g η0 k̂

Cp

cosh[|k| (z +H)] sin(k · x− ω t)
cosh(|k|H)

(52.113a)

w = −g η0
Cp

sinh[|k| (z +H)] cos(k · x− ω t)
cosh(|k|H)

, (52.113b)

where the wave phase speed is given by

Cp = ω/|k| > 0. (52.114)

Figure 52.2 depicts the horizontal and vertical velocity in a snapshot of a deep water wave
(|k|H ≫ 1) and shallow water wave (|k|H ≪ 1). We emphasize the following properties of these
waves.

• The horizontal fluid particle velocity, u, is parallel to the horizontal wavevector, k. Hence,
the gravity waves are horizontally longitudinal.
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• The horizontal velocity is in phase with the free surface, η, whereas they are both π/2 out
of phase with the vertical velocity.

• The vertical velocity vanishes at the bottom, z = −H, as needed to satisfy the no-normal
flow boundary condition.

• The horizontal wave number, |k|, both determines the horizontal wavelength, 2π/|k|, as
well as the vertical decay scale, |k|. This coupling of the horizontal to the vertical is a
notable property of surface gravity waves.

• Letting time progress at a fixed space position reveals a clockwise progression of a fluid
particle, as can be imagined by letting Figure 52.2 evolve in time. Further details of fluid
particle trajectories are developed in Section 52.11 when studying Stokes drift.

• In the shallow water limit, |k|H ≪ 1, the horizontal velocity is depth independent. The
vertical velocity is a linear function of depth and it is a factor of |k|H times smaller in
magnitude than the horizontal velocity. We provide a focused study of such shallow water
gravity waves in Section 55.5.

52.5.2 Domain integrated mechanical energy of a traveling wave
The domain integrated kinetic energy (52.94) contained in a traveling surface gravity wave is

EKE = −ρ
2

ˆ
z=0

Ψ ∂tη dA (52.115a)

= (ρ/2)Ψ0 η0 ω cosh(|k|H)

ˆ
cos2(k · x− ω t) dA (52.115b)

= (ρ/2) g η20

ˆ
cos2(k · x− ω t) dA, (52.115c)

and likewise the domain integrated available potential energy (52.96) is

EAPE = (ρ/2) g η20

ˆ
sin2(k · x− ω t) dA, (52.116)

so that their sum is a space and time constant

EKE + EAPE = Aocn ρ g η
2
0/2, (52.117)

where Aocn is the total ocean area.12 We also see that the phase average of the domain integrated
kinetic energy and available potential energy manifest the equipartition property (52.101)

⟨EAPE⟩ = ⟨EKE⟩ = Aocn ρ g η
2
0/4. (52.118)

52.5.3 Dispersion relation
Combining the two z = 0 boundary conditions (52.93c) and (52.93d) yields

(∂tt + g ∂z)Ψ = 0 at z = 0. (52.119)

Substituting the traveling plane wave (52.111a) into this relation leads to the dispersion relation

ω2 = g |k| tanh(|k|H) =⇒ ω =
√
g |k| tanh(|k|H). (52.120)

12For the single traveling surface gravity wave to be a valid wave solution requires no lateral boundaries, in
which case the ocean area is formally infinite.
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Figure 52.3: The dispersion relation (52.120) for surface gravity waves, plotted here as ω/ω0 =√
|k|H tanh(|k|H) (dark thick curved line), where ω2

0 = g/H is the square of a fundamental frequency for
surface gravity waves. We also show the dispersion relation for non-dispersive shallow water waves, ω/ω0 = |k|H
(straight line), which holds for |k|H ≪ 1, and the dispersive deep-water gravity waves, ω/ω0 =

√
|k|H, which

holds for |k|H ≫ 1 (see Section 52.5.5).

The dispersion relation constrains those values available for the angular frequency, ω, and
wavenumber, |k|. That is, the surface gravity waves only exist if their frequency and wavenumber
are related according to the dispersion relation (52.120). We depict the dispersion relation in
Figure 52.3.

52.5.4 Alternative forms for the velocity potential and velocity

The dispersion relation (52.120) allows for a slight rewrite of the velocity potential (52.111a) and
velocity field (52.113a) and (52.113b), with these variety of forms appearing in the literature

η = η0 sin(k · x− ω t) (52.121a)

Ψ0 =
g η0

ω cosh(|k|H)
=

η0Cp

sinh(|k|H)
(52.121b)

Ψ =
g η0 cosh[|k| (z +H)] cos(k · x− ω t)

ω cosh(|k|H)
=
η0Cp cosh[|k| (z +H)] cos(k · x− ω t)

sinh(|k|H)
(52.121c)

u =
g η0 k̂

Cp

cosh[|k| (z +H)] sin(k · x− ω t)
cosh(|k|H)

=
η0 ω k̂ cosh[|k| (z +H)] sin(k · x− ω t)

sinh(|k|H)
(52.121d)

w = −g η0
Cp

sinh[|k| (z +H)] cos(k · x− ω t)
cosh(|k|H)

= −η0 ω sinh[|k| (z +H)] cos(k · x− ω t)
sinh(|k|H)

.

(52.121e)

52.5.5 Phase speed, group velocity, and angular frequency

We here characterize the phase speed, group velocity, and angular frequency for the surface
gravity waves, and introduce the limits for deep water and shallow water waves.

Phase speed

The phase speed for the surface gravity wave is given by

Cp = ω/|k| =
√
(g/|k|) tanh(|k|H). (52.122)
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We consider the two limits: |k|H ≫ 1 are known as shortwaves or deep water waves, and
|k|H ≪ 1 are known as longwaves or shallow water waves. In these two limits the phase speed
is given by

ω ≈
√
g |k| Cp ≈

√
g/|k| |k|H ≫ 1 shortwave/deep water (52.123a)

ω ≈ |k|
√
g H Cp ≈

√
g H |k|H ≪ 1 longwave/shallow water. (52.123b)

Observe that the shallow water gravity waves are non-dispersive since the phase speed is the
same for all wave numbers, Cp ≈

√
g H. In contrast, the deep water gravity waves are dispersive,

with the shorter (and higher frequency) waves having a slower phase speed than longer waves.
To further emphasize the point about deep water waves, write the squared phase speed for the
deep water waves as

C2
p =

g

|k| =
g2

ω2
=⇒ Cp = g/ω. (52.124)

Hence, so long as the deep water limit is maintained, higher frequency and shorter waves have
smaller phase speed than lower frequency and longer waves.

Group velocity

As shown in Section 49.6, the group velocity, cg = ∇kω, measures the direction and speed of a
group of waves (e.g., a wave train or wave packet), with the group velocity for surface gravity
waves given by

cg =
g k̂

2ω

[ |k|H + cosh(|k|H) sinh(|k|H)

cosh2(|k|H)

]
. (52.125)

The ratio of the group speed to the phase speed is given by

k̂ · cg
Cp

=
g |k|2 [|k|H + cosh(|k|H) sinh(|k|H)]

2ω2 cosh2(|k|H)
=

1

2

[
1 +

2 |k|H
sinh(2 |k|H)

]
. (52.126)

The shallow water limit, with |k|H ≪ 1, has phase speed and group speed equal, whereas
the deep water waves have group speed one-half the phase speed. More precisely, we find the
following limiting behaviors.

ω ≈
√
g |k| Cp ≈

√
g/|k| cg ≈ cp/2 |k|H ≫ 1 shortwave/deep water (52.127a)

ω ≈ |k|
√
g H Cp ≈

√
g H cg ≈ cp |k|H ≪ 1 longwave/shallow water. (52.127b)

For shallow water gravity waves, the group velocity equals to the phase velocity. In contrast,
for deep water gravity waves, the group velocity magnitude is one-half the phase speed. When
watching a packet of deep water gravity waves, we see the phase of the carrier waves appear at
the back of the packet and move forward at twice the speed of the packet, only to then disappear
at the front of the packet.

Angular frequency

The deep water limit, |k|H ≫ 1, and shallow water limit, |k|H ≪ 1, are set according to the
wavenumber. These limits lead to a distinct frequency for the two waves. To compute the ratio
of the corresponding angular frequencies, introduce two non-dimensional numbers according to

Γsw ≡ H |k|sw ≪ 1 and Γdw ≡ H |k|dw ≫ 1, (52.128)
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in which case
ω2

dw

ω2
sw

=
g |k|dw
|k|2sw c2grav

=
g H−1 Γdw

Γ2
swH

−2 g H
=

Γdw

Γ2
sw

≫ 1. (52.129)

We conclude that frequency of those short gravity waves whose extent is largely confined to
the upper ocean (deep water waves) is much higher than the long gravity waves that extend
throughout the water column (shallow water gravity waves). So although the shallow water
waves and deep water waves feel the same gravitational acceleration, the huge scale for the
shallow water waves leads to far lower frequency than for the deep water gravity waves.

52.5.6 Particle trajectories ignoring Stokes drift

Following the discussion in Section 17.7.1 of fluid particles and the motion of points within a
continuum, we here determine the trajectory of a fluid particle labeled by the material coordinate,
a, and do so by time integrating the ordinary differential equation (Section 17.3.1)

∂X(a, T )

∂T
= v[X(a, T ), T ], (52.130)

where T = t is the material time label. In Section 52.11 we study the fluid particle motion
within a surface gravity wave, noting that there is a net motion in the direction of the phase.
This Stokes drift arises from the distinction between averaging at a fixed point in space versus
averaging that follows a fluid particle. Here, we provide a step towards the Stokes drift discussion
by considering the leading order motion of fluid particles found by ignoring the distinction
between Eulerian and Lagrangian averaging. In effect, we time integrate equation (52.130) by
fixing the particle trajectory on the right hand side to the value it had at an arbitrary initial
time, T = t0. Using the horizontal velocity (52.121d) and vertical velocity (52.121e) we have
(now dropping the a label for brevity)

dXh

dT
=
η0 ω k̂ cosh[|k| (z0 +H)] sin(k · x0 − ω T )

sinh(|k|H)
(52.131a)

dZ

dT
= −η0 ω sinh[|k| (z0 +H)] cos(k · x0 − ω T )

sinh(|k|H)
, (52.131b)

which integrates to the horizontal and vertical trajectories

Xh = x0 +
η0 k̂ cosh[|k| (z0 +H)] cos(k · x0 − ω T )

sinh(|k|H)
(52.132a)

Z = z0 +
η0 sinh[|k| (z0 +H)] sin(k · x0 − ω T )

sinh(|k|H)
. (52.132b)

Eliminating the time dependence leads to the equation for an ellipse in the horizontal-vertical
plane

(Xh − x0)
2

cosh2[|k| (z0 +H)]
+

(Z − z0)2
sinh2[|k| (z0 +H)]

=
η20

sinh2(|k|H)
. (52.133)

In the deep water limit, with |k|H ≫ 1, the ellipse becomes circular and the radius exponentially
decreases with depth, with short waves (large k|) decaying over a shorter depth range. As a
result, deep water waves have nearly circular particle trajectories such as those shown in Figure
52.4. In the shallow water limit, with |k|H ≪ 1, the vertical motion reduces to zero so that
particles move horizontally. Furthermore, their horizontal excursions are independent of z, so
that particles throughout the full column move coherently by the same amount.
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Figure 52.4: Motion of fluid particles in deep water waves. Shown here is a snapshot of the wave, with fluid
particles denoted by black dots positioned at a point along their nearly circular orbits. The wavevector is directed
to the right so that particles exhibit a clockwise orbital motion as the wave moves. Correspondingly, by moving
ones eye to the left in this snapshot, then the series of fluid particles exhibit a clockwise rotation. As the horizontal
motion is larger on the top of the orbit than the bottom, there is a net particle drift in the direction of the
wave; this is Stokes drift discussed in Section 52.11. For these deep water waves, the particle motion becomes
exponentially small when moving away from the interface. In contrast, for shallow water gravity waves, the
particle orbits are elliptical and the horizontal major axis is depth independent whereas the vertical excursion
vanishes at the bottom. This figure is taken after Figure 50 of Lighthill (1978).

52.5.7 Depth integrated mechanical energy of a traveling plane wave
In Section 52.4.4 we derived general expressions for the layer integrated mechanical energy
budget. Here we specialize those results to the case of traveling plane surface gravity waves, and
limit our focus to the phase averaged quantities.

Available potential energy

The layer integrated potential energy (per horizontal area) is given by

g ρ

ˆ η

−H
z dz = (ρ g η20/2) sin

2(k · x− ω t)− ρ g H2/2. (52.134)

We are concerned with the potential energy relative to the constant term, −ρ g H2/2. That is,
we focus on the available potential energy of the waves rather than the potential energy (see
Section 52.5.2), in which we compute

g ρ

ˆ η

−H
z dz − g ρ

ˆ 0

−H
z dz = g ρ

ˆ η

0
z dz = (ρ g η20/2) sin

2(k · x− ω t). (52.135)

The phase average of the available potential energy (per horizontal area) is thus given by〈
g ρ

ˆ η

0
z dz

〉
= ρ g η20/4. (52.136)

Evidently, the phase averaged and layer integrated available potential energy is proportional to
the square of the amplitude of the free surface undulations, η20.

Kinetic energy

Making use of the expression (52.113a) for the horizontal wave velocity leads to the layer
integrated kinetic energy (per horizontal area) in the horizontal flow

ρ

2

ˆ 0

−H
u2 dz =

ρΨ2
0 |k|2
2

ˆ 0

−H
cosh2[|k| (z +H)] sin2(k · x− ω t) dz, (52.137)

which has the phase average〈
ρ

2

ˆ 0

−H
u2 dz

〉
=
ρΨ2

0 |k|2
4

ˆ 0

−H
cosh2[|k| (z +H)] dz. (52.138)
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Likewise, the phase averaged kinetic energy of the layer integrated vertical wave motion (52.113b)
is given by 〈

ρ

2

ˆ 0

−H
w2 dz

〉
=
ρΨ2

0 |k|2
4

ˆ 0

−H
sinh2[|k| (z +H)] dz. (52.139)

With cosh2 y + sinh2 y = cosh(2y), the phase average of the layer integrated kinetic energy per
area of the wave is〈

ρ

2

ˆ 0

−H
v2 dz

〉
=
ρΨ2

0 |k|2
4

ˆ 0

−H
cosh[2 |k| (z +H)] dz = (Ψ2

0 |k|/8) sinh(2 |k|H). (52.140)

Making use of the expression (52.111b) for Ψ0, as well as the dispersion relation (52.120) yields〈
ρ

2

ˆ 0

−H
v2 dz

〉
=
ρ g2 η20 |k|

8ω2

sinh(2 |k|H)

cosh2(|k|H)
= ρ g η20/4, (52.141)

which is identical to the phase averaged layer integrated available potential energy (52.136). We
thus find, again, the equipartition of the phase averaged kinetic and available potential energies,
here computed per horizontal area.

Energy flux vector

Now we determine the phase averaged horizontal flux of layer integrated mechanical energy. The
general expression is given by equations (52.106) and (52.107), and is here specialized to the
plane wave

ˆ 0

−H
pd u dz = −ρ

ˆ 0

−H
∂tΨ∇hΨdz (52.142a)

= (ρΨ2
0 kω) sin

2(k · x− ω t)
ˆ 0

−H
cosh2[|k| (z +H)] dz, (52.142b)

which has a phase average〈ˆ 0

−H
pd udz

〉
=
ρΨ2

0 kω

2

ˆ 0

−H
cosh2[k (z +H)] dz (52.143a)

=
ρΨ2

0 ω k̂

4
[|k|H + sinh(|k|H) cosh(|k|H)] (52.143b)

= (ρ g η20/2) cg, (52.143c)

where we used equation (52.125) for the group velocity and equation (52.111b) for Ψ0. We thus
see that the mechanical energy fluxed by the waves is, in the phase average and depth integral,
equal to the mechanical energy times the group velocity〈ˆ 0

−H
pd u dz

〉
= ρ cg

〈ˆ 0

−H
K dz +

ˆ η

0
Φdz

〉
. (52.144)

This connection between wave energy flux and the group velocity provides yet another reason
why the group velocity is more relevant to wave mechanics than the phase velocity.

Comments on group velocity and a single wave

The analysis in this subsection focused on energetics for a single wave with wavevector, k.
However, the group velocity is the wavevector space gradient of the dispersion relation, cg = ∇kϖ,
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−g ̂zsteepening = dispersion ⟹ soliton

Figure 52.5: A soliton in the deep water limit results when the wave dispersion (long waves travel faster than
short waves) balances the nonlinear steepening. The result is a soliton, which has an exact analytic expression
following from the KdV equation (see Drazin and Johnson (1989)).

which tacitly considers more than a single wavevector. From our study of wavepackets in Section
49.6, we consider the packet to be localized in k-space around a single wavevector, so that we
can develop wave energetics by focusing on that single wave. When this wave forms the central
carrier wave for a packet, then the group velocity serves as the velocity of the packet and it
appears in the energy flux.

52.5.8 Further study

Further discussions of surface gravity waves, following that provided here, can be found in
Section 54 of Fetter and Walecka (2003), Lectures 3 and 4 of Pedlosky (2003), and Section 7.1
of Vallis (2017).

52.6 Qualitative features of deep water waves

The shortwave/deep water waves are notable for having shorter waves travel slower than longer
waves. In the event of a perturbation to the fluid, such as from a stone dropped into a pond or a
storm on a lake or the ocean, deep water waves are energized. The dispersion relation (52.123a)
means that longer waves spread away from the source faster than the shorter waves, leading to a
self-organization of the wavelengths and corresponding wave packets.

Now imagine a deep water wave packet that somehow steepens and takes on a nonlinear form.
Fourier decomposing this nonlinear wave into linear deep water modes requires more shortwave
modes in the steep region, whereas the less steep portion of the wave requires longer deep water
modes, which travel faster. If the nonlinear steepening on the wave face is exactly balanced
by the faster dispersion of the long waves near the wave base and backside, then the wave
pattern remains stable; it does not break. This balance of steepening and dispersion describes
the fundamental features of a soliton as depicted in Figure 52.5, with a soliton a nonlinear wave.

52.7 Shallow water waves approaching a shore
The shallow water limit is notable for the absence of wave dispersion; i.e., shallow water gravity
waves of all wavelengths travel at speed

√
g H. Tsunamis are the prototypical shallow water

waves. The shallow water dispersion relation also means that shallow water gravity waves slow
down when the ocean depth shoals, as when approaching a shoreline. Consequently, as waves
reach the shoreline there is a tendency to accumulate wave energy as the deeper waves pile up
behind the shallower waves. Furthermore, the steeper part of the wave, being part of a thicker
region of the fluid and thus a larger effective H, travels slightly faster than the wave trough. As
such, the steeper part of the wave overtakes the trough and, at some point, the assumptions of
linearity breakdown and the shallow water waves break on the beach as depicted in Figure 52.6.
In the remainder of this section, we provide some quantitative context for these remarks.
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−g ̂z

Figure 52.6: Shallow water waves approaching a shoreline steepen and eventually break. We can infer this
behavior from the phase speed, Cp =

√
g H, whereby waves in deeper water move slightly faster than those in

shallower water, so that the wave energy accumulates near the shore. Furthermore, water on the steeper part of
the wave moves slightly faster than water in the trough, due to the difference in thickness of the water. This
process causes water on the steeper portion of the wave to travel slightly faster than in the trough, leading to
steepening of the waves. Nonlinearities eventually invalidate the assumptions made in deriving the linear waves.
Even so, the qualitative characterization based on the linear analysis allows for a useful heuristic understanding of
shallow water wave breaking on the beach. This video offers a pedagogical introduction to shallow water waves,
with the 12-minute mark describing “compression” waves, in which waves steepen due to differences in the layer
thickness, much like shallow water waves approaching a beach

52.7.1 Wavenumber changes
Consider the ray equations from Section 50.3 for a one-dimensional shallow water gravity wave
approaching a beach with k = k x̂ where k > 0. Let the resting depth be a function, H(x), that
decreases in the +x̂ direction, ∂xH < 0. Since the background state is time-independent (i.e.,
the resting depth is static), the angular frequency remains fixed while following along a ray, so
that13

Drϖ

Dt
= 0. (52.145)

With the local shallow water dispersion relation given by

ϖ(x) = k(x)
√
g H(x), (52.146)

we have
Drϖ

Dt
= 0 =⇒ 1

k

Drk

Dt
= − 1

2H

DrH

Dt
> 0. (52.147)

The inequality holds since the shoreline gets shallower as the ray approaches the beach. Con-
sequently, the wavenumber increases and the wavelength decreases for waves approaching the
shore.

52.7.2 Wave energy and wave action
What happens to the wave energy as a wave approaches the shore? Common experience suggests
that the wave energy increases since the amplitude increases when the wave moves into shallower
water. To see this effect analytically, consider the wave action equation introduced in Section
50.5. Recall that the wave action, A, equals to the phase averaged wave energy, ⟨H⟩, divided
by the angular frequency, ω. When following a ray, the wave action satisfies equation (50.88),
which here takes the form

1

A

DrA

Dt
= −∇ · cg. (52.148)

For the one-dimensional shallow water example considered here, the convergence of the group
velocity is

−∇ · cg = −∂xcg = −∂x(g H)1/2 = −(g H)1/2 ∂xH/(2H) > 0. (52.149)

Hence, the wave action increases along a ray moving towards a beach. Furthermore, as noted
earlier, a static background environment means that the angular frequency remains constant

13Standing on a pier looking at a periodic wave field approaching the beach should reveal that the angular
frequency is a constant even as the waves move into shallower water.
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@xH < 0

Figure 52.7: Depicting the refraction of shallow water gravity waves as a packet approaches the shoreline, thus
causing the phase velocity to bend more directly into the shore and lines of constant phase to become more
parallel to the shore. Refraction with the bottom shoaling (∂xH > 0) occurs by increasing kx (wave length on a
ray gets smaller approaching the shore) while keeping the angular frequency and ky constant along a ray. In this
manner, the angle, γ, reduces toward zero as the bottom shoals, simply through increasing kx as a wave packet
moves toward the shoreline. The dotted straight lines are lines of constant bottom depth, H(x) = constant.

along a ray. Consequently, the increase in wave action following a ray onto the beach occurs since
the phase averaged wave energy increases, which means that the wave amplitude is increasing.
Eventually the linear analysis fails when the nonlinear effects amplify with increasing wave
amplitude, as illustrated in Figure 52.6 where the waves eventually break. Even so, it is satisfying
that the linear theory provides a clear picture of its ultimate demise as nonlinear effects take
over.

52.7.3 Wave refraction

When distant from the shore, waves typically approach at an oblique angle, but, observations
readily verify, waves bend as they start to feel the bottom, so that their phase velocity is nearly
straight onto the shoreline upon reaching the beach. This bending of the wave phase lines is
known as refraction, and the amount of refraction is a function of the bottom slope and rules for
refraction are embodied in Snell’s law from optics.

To introduce the notion of shallow water gravity wave refraction, return to the ray equation
(50.37c), now with the wavevector two-dimensional,

k = x̂ kx + ŷ ky. (52.150)

If the bottom remains a function just of x, then the angular frequency remains constant along a
ray, as does ky. So writing the squared angular frequency as

ω2 = g H (k2x + k2y), (52.151)

it is only H and kx that change when following along a ray. As the ray approaches the shore,
H(x) gets smaller. So to keep the angular frequency constant along the ray requires kx to
increase, which is the same result as in Section 52.7.1. However, now the increase in kx means
that the wave phase velocity turns into the coast so that phase lines become more parallel as
the wave approaches the shore. Figure 52.7 illustrates the basic physics.
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52.7.4 Further study

This video from Prof. A. Hogg provides a pedagogical introduction to shallow water wave
breaking along with deep water solitons, both as realized in a laboratory. Also, section 2.2 of
Johnson (1997) provides a thorough mathematical analysis of shallow water waves approaching
a shoreline.

52.8 Standing gravity waves in a closed basin

We now consider the surface gravity wave equations (52.93a)-(52.93e) for a closed rectangular
basin of constant depth and with horizontal dimensions x ∈ [0, Lx] and y ∈ [0, Ly]. As we
show, waves in a bounded domain are no longer traveling, but instead they are standing waves
that oscillate in place rather than travel. We can think of such standing wave modes as a
superposition of two oppositely traveling waves with the same frequency and wavenumber that
are locked in-phase in a manner that satisfies the boundary conditions. For example, the sum of
a right and left moving wave with equal amplitude, wavenumber, and frequency is given by the
standing pattern

A cos(k x− ω t) +A cos(−k x− ω t) = 2A cos(ω t) cos(k x). (52.152)

We encountered a similar situation in Exercise 51.1 when considering acoustic waves in a closed
rectangular cavity.

52.8.1 Solution for the standing waves

To satisfy the no-normal flow conditions at the four walls (equation (52.93e)) requires the
horizontal wave numbers to be quantized. Correspondingly, the waves are not traveling plane
waves since the flow is confined in a box. Rather, the solution is in the form of spatially standing
wave that oscillates in time

Ψ(x, y, z, t) = Ψ0 Γ(z) cos(km x) cos(ln y) cos(ω t), (52.153)

where the quantized wave numbers are

km = mπ/Lx and ln = nπ/Ly with m,n integers. (52.154)

The vertical structure function satisfies same differential equation as for the traveling waves in a
channel from Section 52.5,

d2Γ

dz2
= (k2m + l2n) Γ −H ≤ z ≤ 0 (52.155a)

dΓ

dz
= 0 at z = −H, (52.155b)

thus leading to the standing gravity wave solution

Ψ = Ψ0 cosh[Km,n (z +H)] cos(km x) cos(ln y) sin(ω t) (52.156a)

Ψ0 =
g η0/ωm,n

cosh(Km,nH)
(52.156b)

η = η0 cos(km x) cos(ln y) cos(ωm,n t) (52.156c)

u =
g η0 km
ωm,n

cosh[Km,n (z +H)]

cosh(Km,nH)
sin(km x) cos(ln y) sin(ωm,n t) (52.156d)

CHAPTER 52. INTERFACIAL WAVES ON POTENTIAL FLOW page 1487 of 2158

https://www.youtube.com/watch?v=764Nq3vKuVo&list=PLKpemOPvYEfX3bXEjTXoEnuGIHQ1jaAnP&index=12


52.9. WAVE PACKETS OF SURFACE GRAVITY WAVES

Figure 52.8: Flow in the (m,n) = (1, 0) seiche mode, with panels corresponding to an increment of ω1,0 t = π/4.
Note that there is no flow at times ω1,0 t = 0 and ω1,0 t = π. Units are arbitrary.

v =
g η0 ln
ωm,n

cosh[Km,n (z +H)]

cosh(Km,nH)
cos(km x) sin(ln y) sin(ωm,n t) (52.156e)

w = −g η0Km,n

ωm,n

sinh[Km,n (z +H)]

cosh(Km,nH)
cos(km x) cos(ln y) sin(ωm,n t) (52.156f)

K2
m,n = k2n + l2m. (52.156g)

As for the channel, we find the dispersion relation by substituting the standing wave solution
into the boundary condition equation (52.119), thus leading to the quantized angular frequencies

ω2
m,n = g Km,n tanh(Km,nH). (52.157)

52.8.2 Gravest seiche mode as an example

The standing wave solutions are commonly referred to as seiches, and they can be found in
enclosed lakes and ocean basins after strong and persistent winds. Winds, generally with large
scale variations, tend to force the lowest or gravest seiche mode. For example, assume the wind
blows in the zonal direction so that it excites the lowest zonal standing wave with frequency

ω2
1,0 = g K1,0 tanh(K1,0H) = (g π/Lx) tanh(πH/Lx), (52.158)

which has the shallow water limit (H/Lx → 0)

ω2
1,0 ≈ g H (π/Lx)

2. (52.159)

As the winds relax, the seiche mode oscillates according to the angular frequency ω2
1,0. We depict

such oscillations in Figure 52.8 over one-half a period.

52.8.3 Further study

More discussion of seiche modes can be found in Section 12.5 of Cushman-Roisin and Beckers
(2011), Section 1.6.4 of Brown (1999), and Chapter 10 of Neumann and Pierson (1966).

52.9 Wave packets of surface gravity waves

In this section we derive expressions for surface gravity wave packets moving over a flat bottom
domain, specializing the general approach considered in Section 49.6. It is sufficient to focus on
the free surface, though note that the free surface packets are associated with packets of the
velocity potential and velocity field, with amplitudes related by equations (52.121b)-(52.121e).
We apply the wave packet technology from Sections 49.6 and 49.7 to write a free surface wave
packet as

η(x, t) =
1

(2π)2

ˆ
A(k) ei [k·x−ϖ(k) t] dk. (52.160)
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In this equation, k is the horizontal wavevector, the wavevector integral extends over all of the
horizontal wavevector space, and the amplitude function, A(k), is generally complex and peaked
around a wavevector, k0. The surface gravity wave dispersion relation (52.120) specifies the
angular frequency, ω = ϖ(k), as a function of the wavevector. Since the surface gravity wave
dispersion relation is a function only of the wavevector magnitude, it satisfies

ϖ(k) = ϖ(−k) = ϖ(|k|). (52.161)

This property affects some simplification relative to the general discussion of wave packets in
Section 49.6.

52.9.1 Initializing the packet and dispensing with conjugate symmetry

To initialize the packet we consider the possiblity of initializing the free surface, η(x, t = 0),
and/or its time derivative, ∂tη(x, t = 0). As shown here, by allowing for either possibility we must
dispense with the conjugate symmetry property (8.67) otherwise assumed for the amplitudes of
wave packets in Sections 49.6 and 49.7.

Given that the free surface height, η, is a real field, we can write its packet as one-half the
sum of the real and imaginary parts of the integral (52.160) so that

η(x, t) =
1

2 (2π)2

ˆ [
A(k) ei [k·x−ϖ(k) t] +

(
A(k) ei [k·x−ϖ(k) t]

)∗]
dk (52.162a)

=
1

2 (2π)2

ˆ [
A(k) ei [k·x−ϖ(k) t] +A∗(k) e−i [k·x−ϖ(k) t]

]
dk (52.162b)

=
1

2 (2π)2

ˆ [
A(k) ei [k·x−ϖ(k) t] +A∗(−k) e−i [−k·x−ϖ(−k) t]

]
dk (52.162c)

=
1

2 (2π)2

ˆ
eik·x

[
A(k) e−iϖ(k) t +A∗(−k) eiϖ(k) t

]
dk, (52.162d)

where the second equality made use of the associative property (8.6b) of the complex conjugate
operation, and the final equality used the property (52.161) of the surface gravity wave dispersion
relation. We can compute the time derivative of the wave packet by differentiating equation
(52.162d) to have

∂tη(x, t) =
i

2 (2π)2

ˆ
ϖ(k) eik·x

[
−A(k) e−iϖ(k) t +A∗(−k) eiϖ(k) t

]
dk. (52.163)

It is now clear why we must dispense with the conjugate symmetry property (8.67), which says
that A∗(−k) = A(k). Namely, if conjugate symmetry holds, then ∂tη(x, t = 0) = 0. If we
instead choose conjugate anti-symmetry, whereby A∗(−k) = −A(k), then η(x, t = 0) = 0. So
to enable a nonzero initial free surface and/or a nonzero free surface time derivative requires an
amplitude function that does not satisfy conjugate symmetry. If one is physically motivated
to choose just one of these initial conditions, then either conjugate symmetry or conjugate
anti-symmetry is available. For the current analysis, we do not constrain the amplitudes. Even
so, η remains a real function given that it is written in equation (52.162a) as the sum of a
complex number plus its complex conjugate.
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52.9.2 Expressions for the amplitude function
Setting t = 0 in equation (52.160) for the free surface and equation (52.163) for its time derivative
leads to

η(x, 0) =
1

2 (2π)2

ˆ
eik·x [A(k) +A∗(−k)] dk (52.164a)

∂tη(x, 0) =
i

2 (2π)2

ˆ
ϖ(k) eik·x [−A(k) +A∗(−k)] dk. (52.164b)

Inverting these Fourier integral yields

[A(k) +A∗(−k)]/2 =

ˆ
η(x, 0) e−ik·x dx (52.165a)

iϖ(k) [−A(k) +A∗(−k)]/2 =

ˆ
∂tη(x, 0) e

−ik·x dx, (52.165b)

which then provide expressions for the amplitude functions in terms of the prescribed initial
conditions

A(k) =

ˆ
[η(x, 0) + (i/ϖ) ∂tη(x, 0)] e

−ik·x dx (52.166a)

A∗(−k) =
ˆ

[η(x, 0)− (i/ϖ) ∂tη(x, 0)] e
−ik·x dx. (52.166b)

Note that the x-integral extends over all of the horizontal x-space. As discussed in Section
52.9.1, we find that the amplitude function indeed does not satisfy conjugate symmetry

A(k) ̸= A∗(−k). (52.167)

52.9.3 Wave packet in terms of a propagator function
Making use of the amplitude functions (52.166a) and (52.166b) in the integral expansion (52.162d)
leads to the expression for the free surface height

η(x, t) =
1

2 (2π)2

ˆ ˆ
eik·(x−ξ)−iϖ t[η(ξ, 0) + (i/ϖ) ∂tη(ξ, 0)] dk dξ (52.168)

+
1

2 (2π)2

ˆ ˆ
eik·(x−ξ)+iϖ t[η(ξ, 0)− (i/ϖ) ∂tη(ξ, 0)] dk dξ. (52.169)

Rearrangement then renders the tidy expression

η(x, t) =

ˆ
[∂tG(x− ξ, t) η(ξ, 0) +G(x− ξ, t) ∂tη(ξ, 0)]dξ, (52.170)

where we introduced the propagator function and its time derivative

G(x, t) =
1

(2π)2

ˆ
eik·x

sin((ϖ(|k|) t)
(ϖ(|k|) dk and ∂tG(x, t) =

1

(2π)2

ˆ
eik·xcos(ϖ(|k|) t) dk.

(52.171)
As written, the function, G(x, t), and its time derivative encapsulate all the temporal behavior
of the wave packet, acting to propagate the initial conditions, η(ξ, 0) and ∂tη(ξ, 0), forward in
time. As noted in Section 49.6. equation (52.170) is quite elegant since G(x, t) is independent
of details of the initial conditions. In this manner it acts like a Green’s function (Chapter 9).
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52.9.4 Further study
Elements of this section follow from Section 55 of Fetter and Walecka (2003).

52.10 Capillary-gravity waves
As studied in Section 25.11, surface tension exists at the interface between two media, such as a
liquid and solid or liquid and gas. In this section we consider the effects from surface tension on
surface waves, with surface tension providing the means to realize capillary waves.

52.10.1 Pressure jump across the air-sea surface
As studied in Section 25.11, surface tension on an interface between two fluids leads to a pressure
jump across the interface. That is, the pressure on one side of the interface is different from the
pressure on the other side. The pressure jump is given by the Young-Laplace formula (25.149),
which when applied to the ocean free surface renders

pa − pocn = γ∇2η =⇒ pocn = pa − γ∇2η. (52.172)

In this equation, γ > 0 is the surface tension (dimensions of force per length = M T−2), pa is the
pressure on the atmospheric side of the free surface, and pocn is the pressure on the ocean side of
the free surface. To help remember signs for the pressure jump, note that the Young-Laplace
formula (52.172) says that pressure on the concave side of the interface is higher than on the
convex side. For example, if the free surface extends upward then pocn − pa > 0 since the ocean
is on the concave side and so it has the higher pressure. This result also follows since ∇2η < 0
for an upward extension, which leads to a local free surface maximum.14

52.10.2 Dynamic boundary condition with surface tension
We can continue to apply Bernoulli’s theorem even in the presence of surface tension to determine
the dynamic boundary condition. Hence, we proceed as in Section 52.3.2 to evaluate the Bernoulli
potential at the free surface. Now, however, it is important to specify which side of the free
surface we evaluate the Bernoulli potential. Being interested in ocean waves, we evaluate the
Bernoulli potential on the ocean side, in which case equation (52.84) takes on the form

g η +K − ∂tΨ = −pocn/ρ = −(pa − γ∇2η)/ρ, (52.173)

where the second equality follows from the Young-Laplace formula (52.172). We again assume the
atmospheric pressure is a given constant that can be trivially absorbed by a gauge transformation
(just like we did in Section 52.2.3 for surface gravity waves). We thus have the equation of
motion

∂tΨ = ρ−1 [g ρ− γ∇2] η +K. (52.174)

The surface tension term, −(γ/ρ)∇2η, is new relative to equation (52.84) holding for gravity
waves.

52.10.3 Dispersion relation for capillary-gravity waves
In Section 52.3.4 we detailed the steps needed to derive the linear equations (52.93b)-(52.93e) for
surface gravity waves. Those steps also hold for capillary-gravity waves, with the only difference

14The discussion in Section 25.11.4 considered bubbles, where the Young-Laplace formula shows that surface
tension causes pressure inside of a bubble (concave side) to be larger than outside the bubble.
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being a modification to the dynamic boundary condition arising from surface tension

∇2Ψ = 0 irrotational and non-divergent velocity (52.175a)

∂tΨ = ρ−1 [g ρ− γ∇2] η linearized dynamic b.c. at z = 0 (52.175b)

∂zΨ = −∂tη linearized kinematic b.c. at z = 0 (52.175c)

n̂ · ∇Ψ = 0 no-normal flow kinematic b.c. on rigid boundaries. (52.175d)

The analysis in Section 52.5.1 concerns the interior harmonic scalar potential as well as the
kinematic boundary condition. Both of these properties hold equivalently for surface gravity
waves and for capillary-gravity waves. Hence, we can write the scalar potential for capillary-
gravity waves as in equations (52.111a) and (52.111b), and the corresponding free surface as
equation (52.112). The dispersion relation is derived by using these expressions for Ψ and η in
the dynamic boundary condition (52.175b), with a few lines of algebra rendering

ω2 = g |k| (1 + Υ) tanh(|k|H) capillary-gravity waves, (52.176)

where we introduced the non-dimensional parameter

Υ = |k|2 γ/(g ρ). (52.177)

The capillary-gravity wave dispersion relation (52.176) generalizes the gravity wave dispersion
(52.120). The Υ parameter provides a regime boundary where capillary waves dominate (Υ≫ 1)
versus where gravity waves dominate (Υ≪ 1).

52.10.4 Deep water capillary-gravity waves

The hydrostatic limit is not relevant for capillary waves since capillary waves are generally very
small (as seen below) and thus do not satisfy hydrostatic scaling. Hence, we find it physically
most interesting to examine the limit of deep water capillary-gravity waves, in which case
|k|H →∞ so that the dispersion relation (52.176) simplifies to

ω2 = g |k| (1 + Υ) deep water capillary-gravity waves. (52.178)

Phase speed

The phase speed for deep water capillary-gravity waves is given by

Cp = ω/|k| =
√
(g/|k|) (1 + Υ) =

√
g/|k|+ γ |k|/ρ, (52.179)

which has the longwave and shortwave limits

Cp ≈ Cdwg
p for Υ≪ 1 and Cp ≈

√
γ |k|/ρ for Υ≫ 1, (52.180)

where we introduced the deep water gravity wave phase speed from equation (52.123a)

Cdwg
p =

√
g/|k|. (52.181)

At both extremes the phase speed is unbounded, with gravity waves dominant for longwaves
and capillary waves dominant for shortwaves.
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Group velocity

The transport of energy within a packet of capillary-gravity waves is determined by the group
velocity, cg = ∇kω, which takes the form

cg =
k̂Cdwg

p

2

1 + 3Υ

(1 + Υ)1/2
=
k̂

2

[
g γ

ρ

]1/4 1 + 3Υ√
Υ1/2 +Υ3/2

. (52.182)

The group velocity has the following shortwave and longwave limits

cg ≈ k̂Cdwg
p /2 for Υ≪ 1 and cg ≈

3

2
k̂

[ |k| γ
ρ

]1/2
for Υ≫ 1. (52.183)

As for the phase speed, we find that the group velocity is unbounded at both extremes, with
gravity waves dominant for longwaves and capillary waves dominant at shortwaves.

Wavelength of the minimum group velocity

As seen above, there is a continuum of wavelengths for capillary-gravity waves, with gravity
waves dominating for longwaves and capillary waves dominating for shortwaves. To delineate
between shortwaves and longwaves, we seek the wavenumber where the group velocity is a
minimum. To simplify the algebra, assume k = k x̂ so that we reach an extrema of the group
velocity when

dcg
dk

= 0 =⇒ 3Υ2
min + 6Υmin − 1 = 0, (52.184)

in which case

Υmin = 2/
√
3− 1 ≈ 0.1547 (52.185a)

kmin = (Υmin g ρ/γ)
1/2 ≈ 0.393 (g ρ/γ)1/2 (52.185b)

(cg)min ≈ 1.086 (g γ/ρ)1/4. (52.185c)

For an air-water interface we take γ = 0.072 N m−1 = 0.072 kg s−2, along with the water density
of ρ = 103 kg m−3 and gravitational acceleration g = 9.8 m s−2, thus leading to

kmin ≈ 145 m−1 (52.186a)

Λmin ≈ 4.3× 10−2 m (52.186b)

(cg)min ≈ 1.7× 10−1 m s−1. (52.186c)

Evidently, for wavelengths smaller than roughly 4 cm the surface tension effects are important in
their support of capillary waves. In contrast, larger wavelengths are dominated by gravity waves.

52.10.5 Comments and further study

As noted in Section 25.11.5, we can ignore the pressure jump induced by surface tension across
the air-sea interface if the radius of curvature of the air-sea interface is larger than a few
centimeters. Here, we also see that the boundary between gravity waves and capillary waves
occurs for wavelengths of a few centimeters. It is for these reasons that capillary waves, and
surface tension more generally, can be ignored when considering geophysical fluid motions with
scales larger than a few centimeters. Even so, we highlight the importance of surface tension
and capillary waves for the study of fundamental processes affecting air-sea exchanges of matter,
energy, and momentum.
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Much of the discussion in this section follows that in Section 54 of Fetter and Walecka (2003).
We again encounter surface tension effects in Section 60.2 when studying the Rayleigh-Taylor
instability in the presence of gravity and surface tension.

52.11 Particle trajectories and Stokes drift
We here consider the trajectories of fluid particles moving as part of a wave field, going to the
next order in asymptotics beyond the leading order results from Section 52.5.6. With a spatially
constant wave amplitude, a fluid particle periodically returns to its original position. However,
in the presence of wave inhomogeneities, such as the surface gravity waves considered in Sections
52.3 and 52.5, fluid particles oscillate between regions where the undulation in one direction
does not match that in the other direction. In effect, a fluid particle spends a bit more time in
the forward moving part of the wave crest than the backward moving part of the wave trough.
This asymmetry leads to a net drift of fluid particles in the direction of the wave. Figure 52.4
illustrates particle trajectories in a deep water wave for the case where the Stokes drift is ignored,
in which case the particles exhibit periodic orbits. In this section we focus on the Stokes drift,
in which case the particle orbits are nearly periodic, but not exactly, so that they do not return
to their initial point.

To describe fluid particle drift induced by waves requires us to distinguish between an
average computed at a fixed point in space (Eulerian mean), versus along a fixed fluid particle
(Lagrangian mean). Their difference defines the Stokes correction

Lagrangian mean = Eulerian mean + Stokes correction. (52.187)

When applied to the trajectory of fluid particles, the Stokes correction is referred to as the Stokes
drift. In linear waves, Stokes drift arises when the wave field has spatial inhomogeneities that
cause a particle to sample distinct portions of the wave that lead to a net, or rectified, transport.
For the examples considered in this section, where there are no boundaries, then the Eulerian
mean vanishes so that the Lagrangian mean particle position equals to the Stokes drift.

In this section we introduce the basic mathematics to support equation (52.187) when applied
to the fluid particle position within a plane wave. These ideas form part of the rudiments for
wave-mean flow interaction theory further studied in Chapter 70 and pursued in far more detail
by Bühler (2014a).

52.11.1 Formulation of Stokes drift
Consider a three-dimensional particle trajectory written in Cartesian coordinates,

X(a, t) = X(a, t) x̂+ Y (a, t) ŷ + Z(a, t) ẑ. (52.188)

In the analysis of waves, it is common to assume the material coordinate, a, is the initial position
of a fluid particle, which we here assume. As discussed in Section 17.7.1, the particle trajectory
is determined by time integrating the particle velocity

∂X(a, t)

∂t
= v[X(a, t), t] (52.189)

so that

X(a, t) =X(a, 0) +

ˆ t

0
v[X(a, t′), t′] dt′. (52.190)

This equation is a trivial result of time integrating the particle velocity. Nonetheless, it is useful
to express the content of this equation in words. It says that the position at time, t, of a fluid
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particle labelled by the material coordinate, a, is given by the initial position of the particle,
X(a, 0), plus the time integrated movement of the particle following the fluid flow.

Equation (52.190) provides the trajectory, but only by knowing the velocity following the
trajectory. To produce a result that is more readily computed analytically, we develop a Taylor
series computed relative to the initial position of the fluid particle. In this manner we make use
of the approximate expression for the particle velocity at time t

vn[X(a, t), t] ≈ vn[X(a, 0), t] +∇vn[X(a, 0), t] · [X(a, t)−X(a, 0)] (52.191a)

= vn[X(a, 0), t] +∇vn[X(a, 0), t] ·
ˆ t

0

dX(a, t′)

dt′
dt′ (52.191b)

= vn[X(a, 0), t] +∇vn[X(a, 0), t] ·
ˆ t

0
v[X(a, t′), t′] dt′, (52.191c)

where the Taylor series was truncated after terms linear in the particle displacement X(a, t)−
X(a, 0). We emphasize two points regarding equation (52.191c).

• The velocity, vn[X(a, 0), t], is the n’th component of the fluid velocity field evaluated
at the initial point of the fluid particle trajectory, X(a, 0), and at the time t. That is,
vn[X(a, 0), t] is the Eulerian velocity evaluated at the fixed Eulerian point, X(a, 0).

• What determines the accuracty of the Taylor series? A suitable non-dimensional expansion
coefficient for the Taylor expansion is the ratio of the particle displacement to the wave
length, L,

ϵ =
|X(a, t)−X(a, 0)|

L
. (52.192)

This ratio is small for the small amplitude waves considered here, whereby the particle
displacements are far smaller than the wavelength.

The integrand on the right hand side of equation (52.191c) is the Lagrangian velocity
integrated over the time interval. To within the same order of accuracy as maintained for
writing equation (52.191c), we can use the Eulerian velocity evaluated at the initial position,
thus rendering

vn[X(a, t), t] ≈ vn[X(a, 0), t] +∇vn[X(a, 0), t] ·
ˆ t

0
v[X(a, 0), t′] dt′, (52.193)

with rearrangement leading to

vn[X(a, t), t]− vn[X(a, 0), t] ≈ ∇vn[X(a, 0), t] ·
ˆ t

0
v[X(a, 0), t′] dt′. (52.194)

The left hand side is the difference between the velocity following a fluid particle (the Lagrangian
velocity for the moving fluid particle) from the velocity at the initial particle point (the Eulerian
velocity at the initial point of the trajectory). The right hand side terms are all evaluated at the
initial position, X(a, 0). Furthermore, the right hand side is non-zero where the velocity at the
initial position has a nonzero gradient (i.e., it is spatially inhomogeneous), with its inhomogeneity
projecting onto the time integrated velocity at that point. Equation (52.194) says that the
velocity following a fluid particle is modified from the velocity at its initial position if the particle
moves through an inhomogeneous velocity field.

Stokes drift of fluid particles is defined as the difference of the velocities in equation (52.194)
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when phased averaged, which we write as15

(v(S))n[X(a, 0), t] = ⟨vn[X(a, t), t]− vn[X(a, 0), t]⟩ (52.195a)

≈
〈
∇vn[X(a, 0), t] ·

ˆ t

0
v[X(a, 0), t′] dt′

〉
. (52.195b)

This expression holds for any arbitrary initial point in the fluid, so that we can write it in a
concise Eulerian form that dispenses with trajectories

(v(S))n(x, t) ≈
〈
∇vn(x, t) ·

ˆ t

0
v(x, t′) dt′

〉
. (52.196)

We can draw an analogy between Stokes drift and surfing. Namely, the more a fluid particle
samples larger amplitude variations in the velocity field (the gradient term), the further it drifts
(the integral term).

52.11.2 Particle trajectories in a homogeneous wave
The expression (52.196) for the Stokes drift is general and will be specialized in Section 52.11.4
for the case of surface gravity waves. Before doing so, in this section and in Section 52.11.3 we
determine particle trajectories for the traveling plane wave

dX

dt
= U sin(k x− ω t) (52.197a)

dZ

dt
= −U cos(k x− ω t). (52.197b)

We here set the wavevector to k = k x̂, so that it is purely zonal, let U > 0 be the speed of the
particle motion, and wrote X and Z for the Cartesian components of the particle trajectory. To
simplify the mathematics we perform the analysis in a frame moving with the waves so that the
phase k x− ω t can be replaced by −ω t, so that the particle trajectories satisfy

dX

dt
= −U sin(ω t) (52.198a)

dZ

dt
= −U cos(ω t). (52.198b)

Figure 52.4 shows a schematic of the particle trajectories appropriate for a deep water gravity
wave, with the trajectories resulting from equations (52.198a) and (52.198b) directly analogous.

We start by examining particle motion in the case with a constant wave amplitude, U = U0.
Particle trajectories in this case are clockwise in the x-z plane around a circle with radius U0/ω

X(t)−X0 = (U0/ω) [cos(ωt)− 1] (52.199a)

Z(t)− Z0 = −(U0/ω) sin(ωt), (52.199b)

where the initial position at time t = 0 is

X(t = t0) = x̂X0 + ẑ Z0, (52.200)

and the center of the circle is

Xcenter = [X0 − U0/ω] x̂+ Z0 ẑ. (52.201)

15We introduced the phase average in Section 8.1.2. It is realized by averaging over a 2π extent of the wave
phase. It can be performed via a time average over a period, a space average over a wavelength, or a combination.
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There is no Stokes drift since the particles return to their initial position each wave period.

52.11.3 Stokes drift from an inhomogeneous wave

Now consider the case of a vertically dependent wave amplitude, U = U(z). The canonical
example is where the wave amplitude decreases with depth, as for the surface gravity waves
from Section 52.5. In turn, we expect there to be a fluid particle drift in the zonal direction
introduced by the vertical wave inhomogeneity. This drift is a particular realization of Stokes
drift.

To compute the leading order expression for the Stokes drift, expand U in a Taylor series
about the initial position

U ≈ U0 + σ (Z − Z0) (52.202)

where the vertical shear, σ, has units of inverse time and is given by

σ =

[
dU

dZ

]
Z=Z0

. (52.203)

The Taylor series (52.202) is valid so long as the vertical trajectories maintain the inequality

|σ| |Z − Z0| ≪ U0, (52.204)

which says that the vertical shear is small

|σ| ≪ U0

|Z − Z0|
. (52.205)

We use the Taylor series expansion (52.202) to solve for the vertical trajectory as determined
by

d(Z − Z0)

dt
= −[U0 + σ (Z − Z0)] cos(ωt). (52.206)

Rearrangement leads to

ˆ Z

Z0

d(Z − Z0)

U0 + σ (Z − Z0)
= −

ˆ t

0
cos(ωt) dt. (52.207)

The left hand side integral can be computed by changing variables

Σ = U0 + σ (Z − Z0) =⇒ dΣ = σ d(Z − Z0), (52.208)

so that equation (52.207) becomes

ˆ Σ

U0

dΣ

Σ
= −σ

ˆ t

0
cos(ωt) dt. (52.209)

Performing the integrals and evaluating the end points renders

ln

[
1 +

σ

U0
(Z − Z0)

]
= −σ sin(ωt)

ω
, (52.210)

which yields the exponential solution

1 +
σ

U0
(Z − Z0) = e−(σ/ω) sin(ωt) =⇒ Z − Z0 =

U0

σ

[
−1 + e−(σ/ω) sin(ωt)

]
. (52.211)
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The vertical particle position is seen to oscillate around its initial position Z0.

We next consider the zonal particle position, in which case

d(X −X0)

dt
= −U0

[
1 +

σ

U0
(Z − Z0)

]
sin(ωt) = −U0 e

−(σ/ω) sin(ωt) sin(ωt), (52.212)

where we used equation (52.211) for the vertical trajectory. To make progress, we expand the
exponential assuming the ratio of inverse time scales, σ/ω, is small

|σ/ω| ≪ 1. (52.213)

In this limit, the vertical trajectory retains its unperturbed form (52.199b), and the zonal
trajectory satisfies

d(X −X0)

dt
≈ −U0 sin(ωt)

[
1− σ

ω
sin(ωt)

]
, (52.214)

where we dropped terms of order (σ/ω)2. We can understand the scaling in equation (52.213)
by noting that the period for the circular motion is given by

τcircle = 2π/ω. (52.215)

The inverse time, σ, introduces a time scale for the drift, defined according to

τdrift = 2π/|σ|. (52.216)

A small ratio |σ/ω| thus implies

|σ/ω| = τcircle/τdrift ≪ 1. (52.217)

Hence, we are solving for the zonal trajectory in the limit where the time scale for the circular
motion is small (i.e., fast oscillations around the circle) relative to the time scale for the drift
(i.e., slow drift).

Returning now to the approximate zonal trajectory equation (52.214) yields

d(X −X0)

dt
= −U0 sin(ωt)

[
1− σ

ω
sin(ωt)

]
(52.218a)

= −U0 sin(ωt) +
U0 σ

2ω
[1− cos(2ωt)], (52.218b)

which integrates to

X −X0 =

(
U0

ω

)[
cos(ω t)− 1− σ sin(2ω t)

4ω
+
σ t

2

]
(52.219a)

=

(
U0

ω

)
[cos(ω t)− 1]︸ ︷︷ ︸

homogeneous

+
U0 σ t

2ω︸ ︷︷ ︸
Stokes drift

− U0 σ sin(2ω t)

4ω2︸ ︷︷ ︸
higher harmonic

+ O(σ/ω)2. (52.219b)

The leading order term is the homogeneous motion given by equation (52.199a). The next term
is the Stokes drift, followed by a higher order harmonic and then further terms on the order of
(σ/ω)2. There is no vertical Stokes drift to this order in (σ/ω), so that the Stokes drift velocity
is given by [

X −X0

t

]drift
=
σ U0

2ω
x̂. (52.220)

The circular motion of the parcels is therefore deformed by the zonal Stokes drift. The drift
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Figure 52.9: Example trajectories of fluid particles undergoing Stokes drift. Particle motion is clockwise in
the x-z plane. For homogeneous waves, there is zero Stokes drift with circular trajectories given by equations
(52.199a) and (52.199b), as depicted here by the blue trajectory. There is a Stokes drift in the presence of vertical
derivative in the wave amplitude and thus in the particle velocity, with trajectories for this example given by
equation (52.211) for the vertical component and equation (52.219b) for the horizontal component. We set the
parameters as follows: T = 2π/ω = 60 s, U0 = 0.1 m s−1, and σ = ω/10 and exhibit trajectories over four minutes.

increases with larger wave amplitude (U0 large); with larger vertical shear (σ large); and with
longer period waves (ω small). Each of these wave properties affects the time that a fluid particle
samples the wave as it moves forward versus backward, thus determining the magnitude of the
Stokes drift. See Figure 52.9 for an illustration based on a particular choice for the dimensional
parameters.

52.11.4 Stokes drift for surface gravity waves

The velocity field for surface gravity waves, given by equations (52.113a) and (52.113b), is far
more complicated than the prototypical wave considered in Sections 52.11.2 and 52.11.3. For
that reason we make use of the general expression (52.196) to determine the Stokes drift velocity
for surface gravity waves in a flat channel, rather than directly integrate to determine the
trajectories. Hence, we need to compute terms in the following equations for surface gravity
waves

u(S)(x) ≈
〈
∇u(x, t) ·

ˆ t

0
v(x, t′) dt′

〉
(52.221a)

v(S)(x) ≈
〈
∇v(x, t) ·

ˆ t

0
v(x, t′) dt′

〉
(52.221b)

w(S)(x) ≈
〈
∇w(x, t) ·

ˆ t

0
v(x, t′) dt′

〉
. (52.221c)

The components to the velocity field for surface gravity waves are given by equations (52.113a)
and (52.113b), repeated here to be self-contained

u =
g η0 k̂

Cp

cosh[|k| (z +H)] sin(P)

cosh(|k|H)
(52.222a)

w = −g η0
Cp

sinh[|k| (z +H)] cos(P)

cosh(|k|H)
, (52.222b)
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and their spatial gradients are given by

∇u =
g η0 kx

[
k̂ cos(P) cosh[|k| (z +H)] + ẑ sin(P) sinh[|k| (z +H)]

]
Cp cosh(|k|H)

(52.223a)

∇v =
g η0 ky

[
k̂ cos(P) cosh[|k| (z +H)] + ẑ sin(P) sinh[|k| (z +H)]

]
Cp cosh(|k|H)

(52.223b)

∇w =
g η0 |k|

[
k̂ sin(P) sinh[|k| (z +H)]− ẑ cos(P) cosh[|k| (z +H)]

]
Cp cosh(|k|H)

, (52.223c)

where we introduced the phase
P = k · x− ω t (52.224)

to produce more tidy expressions, and recall that

k̂ = k/|k| = (x̂ kx + ŷ ky)/|k| (52.225)

is the wave direction in the horizontal plane. We also require the following time integrals

ˆ t

0
sin(k · x− ω t′) dt′ = ω−1 [cos(k · x− ω t)− cos(k · x)] (52.226a)

ˆ t

0
cos(k · x− ω t′) dt′ = −ω−1 [sin(k · x− ω t)− sin(k · x)]. (52.226b)

Use of these results in equations (52.221a)-(52.221c) leads to the horizontal Stokes drift velocity
for surface gravity waves in a flat bottom domain, here written in three equivalent manners
through use of the dispersion relation and the phase speed

v(S) =
k (g η0)

2 cosh[2|k| (z +H)]

2ω C2
p cosh

2(|k|H)
(52.227a)

=
kω η20 cosh[2 |k| (z +H)]

2 sinh2(|k|H)
(52.227b)

=
k̂Cp (|k| η0)2 cosh[2 |k| (z +H)]

2 sinh2(|k|H)
. (52.227c)

The purely horizontal nature of the Stokes drift agrees with that found for the prototypical wave
in Section 52.11.3.

The ratio of the Stokes speed at z = 0 to that at z = −H is given by

k̂ · v(S)(z = 0)

k̂ · v(S)(z = −H)
= cosh(2 |k|H). (52.228)

In the deep water limit, kH ≫ 1, this ratio is much greater than unity, indicating a nontrivial
vertical shear in the zonal Stokes velocity. In contrast, the ratio becomes unity in the shallow
water limit, |k|H ≪ 1, so that there is no vertical shear to the Stokes velocity. In this case the
Stokes speed takes on the depth-independent shallow water form

v(S) · k̂ ≈ (Cp/2) (η0/H)2 for |k|H ≪ 1, (52.229)

which has no dependence on the wavelength (other than |k|H ≪ 1). This speed is much smaller
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than the deep water Stokes speed at z = 0, which we can see by computing

k̂ · v(S)(z = 0) ≈ η20 g1/2 |k|3/2/4 for |k|H ≫ 1 (52.230a)

k̂ · v(S)(z = 0) ≈ (η0/H)2
√
g H for |k|H ≪ 1, (52.230b)

so that the ratio of the deep water to shallow water Stokes speed at z = 0 is

k̂ · v(S)dw(z = 0)

k̂ · v(S)sw(z = 0)
≈ |kH|3/2/4≫ 1. (52.231)

Since the phase average vanishes at a fixed point in space, the Eulerian mean vanishes so
that the Lagrangian mean in equation (52.187) is given by the Stokes drift. Hence, the presence
of Stokes drift indicates that there is a net movement of matter in the direction of the wave. In
particular, for the shallow water case there is a steady column of fluid moving in the direction of
the wave according to the Stokes drift expression (52.229). It is important to appreciate that
this example is on an unbounded domain. If the domain is bounded so that the phase averaged
center of mass for the fluid is fixed in space, then the Eulerian mean exactly compensates the
Stokes drift to render a zero Lagrangian mean motion.

52.11.5 Comments and further study
Is Stokes drift a nonlinear phenomena? In answering this question we note that Stokes drift
occurs with particle motion in linear waves, but the waves must be inhomogeneous such as
the surface gravity waves studied in this chapter. Nonlinearity appears in the form of the
particle-following (Lagrangian) average, as can be seen by the expression of Stokes drift given by
equation (52.196)

(v(S))n(x, t) ≈
〈
∇vn(x, t) ·

ˆ t

0
v(x, t′) dt′

〉
. (52.232)

The dot product of the velocity gradient with the time integrated velocity (to give the time
integrated position) is nonlinear. So although the waves are linear, the Lagrangian kinematics of
particle trajectories introduces nonlinearites.

Stokes drift occurs in many guises when studying the motion of fluid particles within wave
fields. We revisit elements of Stokes drift in Chapter 70 when studying the rudiments of eddy-
induced tracer transport. This video from Prof. Hogg at Australian National University provides
an overview of the discussion in this section along with some laboratory experiments to illustrate
Stokes drift. Section 10.1.1 of Bühler (2014a) discusses Stokes corrections in the context of
generalized Lagrangian mean.

52.12 Exercises
exercise 52.1: Uniqueness theorem for potential flow
Here we show that there is a unique potential flow that satisfies any given boundary condition.
For that purpose, assume there are two potential flows, v1 and v2, that satisfy the same boundary
conditions on ∂R. Show that v1 = v2 throughout the domain. Hint: consider the domain
integrated kinetic energy contained in the difference field, V = v1 − v2, and make use of the
results from Section 52.2.7.

exercise 52.2: Surface gravity waves on the video channel Veritasium
Veritasium is a science channel that has the following educational video on surface ocean waves.
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However, the host makes a few minor errors in this video. Discuss the errors.

exercise 52.3: Surface kinematic boundary condition
Show that for an irrotational and non-divergent flow, the surface kinematic boundary condition
(52.25) can be written

∂tη = −∇ · [(z − η)∇Ψ] at z = η. (52.233)

Hint: read Section 21.3.

exercise 52.4: Gauge invariance of kinetic energy
In Section 52.2.6 we argued that the gauge invariance of the globally integrated kinetic energy
follows from equation (52.49):

´
v · n̂dS = 0, which follows for the case where the free surface

is a material interface so that ∂tη = −∇ ·U . Discuss whether the kinetic energy remains gauge
invariant if the upper free surface is not material, so that ∂tη = −∇ ·U +Qm/ρ, where Qm ̸= 0 is
a mass flux crossing the free surface and with this mass flux having density equal to the constant
layer density, ρ.

Hint: to write v = −∇Ψ requires ∇× v = 0. Do we expect the flow to remain irrotational in
the presence of nonzero Qm when the density of Qm equals to that of the homogeneous domain?

exercise 52.5: Energetics of depth integrated flow in full nonlinear theory
In Section 52.4.4 we computed the energy budget for the depth integrated flow within the
linearized theory. Derive the mechanical energy equation for the full nonlinear theory integrated
over −H ≤ z ≤ η, thus providing the nonlinear analog to the energy equation (52.107) derived
for the linear theory. Do not assume the bottom is flat for the nonlinear theory. Confirm that
all terms missing from the energy budget (52.107) are third order or higher. Hint: make use of
results from Section 52.2.6.

exercise 52.6: Energetics of capillary-gravity waves
In Section 52.4.4 we derived equations for the energetics of depth integrated linearized flow in
absence of surface tension. Extend that discussion to include surface tension as discussed in
Section 52.10. Specifically, derive the equation for the time tendency of the depth integrated
sum of the kinetic plus gravitational potential energy. Interpret the extra term arising from
surface tension. Hint: start at a point in the derivation from Section 52.4.4 that is valid whether
surface tension is present or not. Thereafter, make use of the dynamic boundary condition that
includes surface tension.

exercise 52.7: Stokes drift for one-dimensional monochromatic wave
Consider a one-dimensional monochromatic longitudinal wave with velocity

u = u0 sin(k x− ω t), (52.234)

where u0 is the wave amplitude, k = 2π/Λ > 0 the wave number, Λ the wavelength, ω = 2π/T > 0
the angular frequency, T the wave period, and Cp = ω/k = Λ/T is the phase speed. A longitudinal
wave is one whose particle motions are parallel to the wave vector, which in this exercise are both
in the x̂ direction. Determine the wave period averaged Stokes velocity to first order accuracy
in the small parameter

ϵ = u0/Cp = u0 k/ω = u0 T/Λ, (52.235)

with this parameter the ratio of the wave amplitude to wave speed, or equivalently the ratio
of the length scale of particle displacements to the wavelength. Hint: make use of the general
result given by equation (52.196).
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Chapter 53

INERTIAL WAVES ON THE f -PLANE

Inertial waves are dispersive waves that arise from the Coriolis acceleration. Fluid particles
within inertial waves exhibit the anti-cyclonic inertial oscillations studied in Section 14.4. We
study inertial waves in an inviscid, homogeneous (constant density), f -plane fluid, and examine
traveling plane inertial waves in an unbounded domain as well as forced inertial waves in both
unbounded domains and vertically bounded domains. Inertial waves provide the mechanism for
vertical stiffness exhibited by the Taylor-Proudman effect (Section 31.5.3), and we discuss that
role in this chapter.

reader’s guide to this chapter
We assume a working knowledge of fluid mechanics in a rotational reference frame as

studied in Chapter 31. Our study of inertial waves was inspired by Section 9.2 of Davidson
(2015), who emphasizes the role of inertial waves in forming vertically stiff structures in rapidly
rotating turbulent flows, as well as Section 2.2 of Stern (1975), the Epilogue of Lighthill
(1978), and the concise review by Mory (1992). For a visualization of inertial waves, refer
to the 18 minute mark from the rotating tank experiments of Prof. Fultz, which illustrates
inertial oscillations within a bounded rotating homogeneous fluid. We again encounter inertial
waves in Section 57.9 when studying free inertia-gravity waves, in which case the limit of zero
buoyancy frequency reduces to the inertial waves of this chapter.a

aSome authors refer to Rossby waves as a type of inertial wave, since Rossby waves also owe their existence
to the Coriolis acceleration. However, we consider inertial waves to be those waves occuring on an f -plane,
where Rossby waves do not occur. We study Rossby waves in Chapters 54, 55, and 62.
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53.1. EQUATIONS FOR A UNIFORMLY ROTATING HOMOGENEOUS FLUID

53.3.6 High frequency inertial waves with ω ≈ |f | . . . . . . . . . . . . . 1512
53.3.7 Low frequency inertial waves with ω ≈ 0 . . . . . . . . . . . . . . 1513

53.4 Radially symmetric high frequency inertial waves . . . . . . . . . . . . . 1514
53.4.1 Qualitative presentation . . . . . . . . . . . . . . . . . . . . . . . 1514
53.4.2 Radially symmetric inertial oscillations . . . . . . . . . . . . . . . 1514

53.5 Low frequency inertial waves and vertical stiffening . . . . . . . . . . . . 1515
53.5.1 Slowly oscillating disk . . . . . . . . . . . . . . . . . . . . . . . . 1516
53.5.2 Inertial waves from a moving sinusoidal boundary . . . . . . . . . 1517
53.5.3 Stationary wave solution . . . . . . . . . . . . . . . . . . . . . . . 1517
53.5.4 Vertically coherent motion . . . . . . . . . . . . . . . . . . . . . . 1518

53.1 Equations for a uniformly rotating homogeneous fluid
We study inertial motions in a homogeneous and unbounded inviscid fluid on an f -plane. To
start that study, we here formulate the nonlinear equations for the fluid motion and follow up in
Section 53.2 with the linearized equations. Recall that we also studied motion of surface waves
in a homogeneous fluid in Chapter 52. One key distinction is that here we are concerned with
motion away from any boundary, including a free surface. Additionally, we now work on the
f -plane.

53.1.1 Velocity equation
A homogeneous inviscid fluid on the f -plane is governed by the momentum equation

[∂t + (v · ∇)]v + 2Ω× v = −∇p/ρ− g ẑ, (53.1)

where g is the effective gravitational acceleration that arises from central gravity and planetary
centrifugal (Section 13.10.4), and

Ω = Ω ẑ = (f/2) ẑ (53.2)

is the constant angular frequency of the f -plane. Recall from Section 24.5 that the f -plane is
based on assuming a locally flat geopotential, in which case the centrifugal acceleration from
the rotating reference frame is incorporated into the effective gravitational acceleration. In this
manner, each point on the f -plane experiences the same effects from rotation of the reference
frame.

As when formulating the Boussinesq approximation in Section 29.1.1, we find it useful to
decompose pressure according to a static background hydrostatic pressure, plus a dynamical
pressure

p = p0 + ρφ where dp0/dz = −ρ g, (53.3)

with ρ the constant density and p0(z) the static background hydrostatic pressure that exactly
balances the fluid weight. This decomposition brings the momentum equation 53.1 to the form

[∂t + (v · ∇)]v + 2Ω× v = −∇φ (53.4)

There is no buoyancy since density is uniform (Chapter 30).

Furthermore, again since the density is uniform everywhere, and since we are ignoring all
boundaries, there can be no hydrostatic pressure induced either by gradients of the density nor
by gradients of the boundary1 As a result, the dynamical pressure is fully non-hydrostatic for
the system we are studying here.

1Recall that for surface waves in a homogeneous fluid layer, a hydrostatic pressure is generated through
undulations of the free ocean surface as given by equation (52.18).
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53.1.2 Vorticity equation

In addition to the velocity equation, we make use of the vorticity equation, whose nonlinear
form is derived from the vector invariant velocity equation (see Section 40.3.1)

∂tv + (2Ω+ ω)× v = −∇(φ+K), (53.5)

where we introduced the kinetic energy per mass and the relative vorticity

K = v · v/2 and ω = ∇× v. (53.6)

The vorticity equation (40.42) takes on the following form in this constant density inviscid fluid

[∂t + (v · ∇)]ωa = (ωa · ∇)v with ωa = 2Ω+ ω. (53.7)

Noting that Ω is independent of space and time allows us to write the relative vorticity equation

∂tω = [(2Ω+ ω) · ∇]v. (53.8)

53.1.3 Energy equations

Taking the scalar product of v with the velocity equation (53.1) yields the equation for the
kinetic energy per mass, K = v · v/2, and gravitational potential energy per mass, Φ = g z (i.e.,
the geopotential), and their sum (the mechanical energy per mass)

DK

Dt
= −v · ∇p/ρ− w g (53.9a)

DΦ

Dt
= w g (53.9b)

D(K +Φ)

Dt
= −v · ∇p/ρ. (53.9c)

Since the fluid density is uniform and constant, the gravitational potential energy decouples
from the kinetic energy through use of the pressure decomposition (53.3), thus leading to

DK

Dt
= −v · ∇φ = −∇ · (v φ). (53.10)

Hence, the kinetic energy is materially modified for flows where the velocity is misaligned with
constant dynamic pressure surfaces (e.g., kinetic energy increases when flow is down the pressure
gradients), or equivalently where there is a convergence of the dynamical pressure flux.

53.2 Linearized equations

We here formulate the linear equations for an inviscid homogeneous fluid moving on an f -plane,
with these equations providing the basis for the study of inertial waves.

53.2.1 Linearized velocity equation

We are interested in small amplitude fluctuations relative to a state of zero motion. Linearization
of the velocity equation (53.4) occurs by dropping the self-advection term, (v ·∇)v, thus leading
to

∂tv + 2Ω× v = −∇φ. (53.11)
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With Ω independent of time, we see that the velocity projected onto Ω satisfies

∂t(v ·Ω) = −Ω · ∇φ. (53.12)

Hence, if there is no pressure gradient along the direction of the rotation axis, then the velocity of
the linear flow in that direction remains constant in time. For rotation around the vertical axis,
Ω = Ω ẑ, and with no vertical dynamic pressure gradient, ∂zφ = 0, then the vertical velocity is
static, ∂tw = 0.

53.2.2 Forced oscillator equation for the velocity

Taking a time derivative on the velocity equation (53.11) and back-substituting the velocity
equation leads to

∂ttv + 4Ω2 v − 4Ω (v ·Ω) = 2Ω×∇φ− ∂t∇φ. (53.13)

Now decompose the velocity according to the orientation of the rotation vector

Ω̂ = Ω/|Ω| (53.14a)

v = v⊥ + v∥ (53.14b)

v⊥ = v − Ω̂ (Ω̂ · v) (53.14c)

v∥ = v − v⊥ = Ω̂ (Ω̂ · v), (53.14d)

which allows us to decompose equation (53.13) into an equation for the parallel velocity and one
for the perpendicular velocity

∂t[Ω̂ · (∂tv +∇φ)] = 0 (53.15a)

(∂tt + 4Ω2)v⊥ = 2 Ω̂×∇φ− ∂t[∇φ− Ω̂ (Ω̂ · ∇φ)]. (53.15b)

Equation (53.15a) says that the projection of ∂tv +∇φ onto the rotation axis remains constant
in time. With Ω̂ = ẑ then

∂t(∂tw + ∂zφ) = 0. (53.16)

Equation (53.15b) is a forced simple harmonic oscillator equation for motion in the plane
perpendicular to the rotation axis. The natural angular frequency is 2Ω and the forcing arises
from pressure gradients in the perpendicular plane. Again, with Ω̂ = ẑ, equation (53.15b)
becomes

(∂tt + 4Ω2)u = 2Ω ẑ ×∇φ− ∂t∇hφ. (53.17)

The appearance of an oscillator equation anticipates the simple harmonic oscillations of fluid
particles within a linear wave.

53.2.3 Forced oscillator equation for ∇h · u = −∂zw
We find it useful to determine expressions for the horizontal velocity divergence in the special
case of f = 2Ω = 2Ω ẑ, in which case equation (53.17) has the two components

(∂tt + f2)u = −f ∂yφ− ∂xtφ (53.18a)

(∂tt + f2) v = f ∂xφ− ∂ytφ. (53.18b)

Taking ∂x on the first equation and ∂y on the second, and then adding leads to

(∂tt + f2)∇h · u = −∇h(∂tφ)⇐⇒ (∂tt + f2) ∂zw = ∇h(∂tφ). (53.19)
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Evidently, if the vertical velocity is a linear function of z (as in the long wave limit), then the
pressure is independent of z, which in turn from equations (53.18a) and (53.18b) mean that
∂zu = 0. We make use of this property in Section 53.5.2 when discussing inertial waves forced
from a moving sinusoidal boundary.

53.2.4 Wave equation for the vertical velocity
Taking the vertical derivative of equation (53.19) and then using equation (53.16) renders the
wave equation for the vertical velocity in the case that Ω = ẑΩ

(∂tt∇2 + f2 ∂zz)w = 0. (53.20)

This equation provides the starting point for studies of inertial oscillations on an f -plane. In
Section 53.2.6 we derive a slightly more general form of this equation for an arbitrary oriented
rotation vector.

53.2.5 Linearized vorticity equation
Taking the curl of the linear velocity equation (53.11) eliminates the pressure gradient and yields
the linear vorticity equation

∂tω = 2 (Ω · ∇)v. (53.21)

To reach this result requires the identity (2.39h) for the curl of a cross product. We also assumed
Ω has no spatial dependence so that all of its derivatives vanish.

The linear vorticity equation (53.21) can also be derived by linearizing the nonlinear vorticity
equation (53.8) by dropping the contributions from nonlinear stretching and tilting, which are
processes we studied in Section 40.5. So the only source for vorticity in the linear theory arises
from stretching and tilting along the rotational axis. That is, from the derivative of velocity in a
direction aligned with the rotational axis. With Ω = ẑΩ, the vorticity evolves according to

∂tω = 2Ω ∂zv, (53.22)

in which case the horizontal vorticity components evolve according to vertical tilting whereas
the vertical component evolves according to vertical stretching2

∂t(x̂ · ω) = 2Ω ∂zu and ∂t(ŷ · ω) = 2Ω ∂zv and ∂t(ẑ · ω) = 2Ω ∂zw. (53.23)

Evidently, inertial waves carry a non-zero vorticity, and that vorticity is directly generated by
the rotation vector, Ω, in the presence of velocity gradients.

53.2.6 The inertial wave equation for general Ω
To develop a wave equation, we take a time derivative of the linear vorticity equation (53.21),
and make use of the linearized momentum equation (53.11), thus leading to

∂ttω = −2 (Ω · ∇) (2Ω× v +∇φ). (53.24)

To eliminate the pressure gradient we take another curl and again make use of the identity
(2.39h) to write

∇× ω = ∇× (∇× v) = ∇(∇ · v)−∇2v = −∇2v, (53.25)

where ∇·v = 0 since the fluid density is constant. We also make use of Cartesian tensor calculus
from Chapter 2, remembering that Ω and the permutation symbol are constants, to derive the

2We study vortex stretching and tilting in Section 40.5.3.
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identity

(∇× [(Ω · ∇) (Ω× v)])m = ϵmnp ∂n[Ω
s∂s (Ω× v)p] (53.26a)

= ϵmnp ∂n[Ω
s∂s ϵpqr Ω

q vr] (53.26b)

= ϵmnp ϵqrpΩ
sΩq ∂n∂sv

r (53.26c)

= (δmq δ
n
r − δmr δnq) ΩsΩq ∂n∂svr (53.26d)

= Ωs (Ωm ∂r ∂sv
r − Ωn ∂n ∂s v

m) (53.26e)

= −(Ω · ∇)2 vm, (53.26f)

where we made use of the ϵ-tensor identity (1.69) as well as ∇ · v = 0. We are thus led to
the wave equation for inertial waves, which is satisfied separately for each of the Cartesian
components of the velocity field

[∂tt∇2 + (2Ω · ∇)2]v = 0⇐⇒ ∂tt(∇× ω) = (2Ω · ∇)2 v. (53.27)

The vertical component of the first equation reduces to equation (53.20) when Ω = ẑΩ. The
second expression makes use of equation (53.25) that relates the curl of the vorticity to the
Laplacian of the velocity.

53.3 Plane inertial waves

In this section we study the physics of plane inertial waves moving in an unbounded domain.

53.3.1 Dispersion relation for inertial waves

The inertial wave equation (53.27) provides the starting point for developing mechanical properties
of inertial waves. To develop the dispersion relation we consider a traveling plane wave solution
of the form

v = ṽ ei (k·x−ω t) and φ = φ̃ ei (k·x−ω t), (53.28)

with three-dimensional wavevector and wave direction unit vector

k = x̂ kx + ŷ ky + ẑ kz and k̂ = (x̂ kx + ŷ ky + ẑ kz)/|k|. (53.29)

We introduced complex amplitudes, ṽ and φ̃, for the velocity and pressure. The angular frequency,
ω ≥ 0, is determined as a function of the wavevector according to the dispersion relation (53.31)
derived below.3 As we are considering free space waves (no boundaries), there is no preferred
length scale for the inertial waves.4 Furthermore, since the flow is non-divergent and the waves
have a three dimensional wavevector, the constraint ∇ · v = 0 means that the velocity of fluid
particles is perpendicular to the wavevector

∇ · v = 0 =⇒ v · k = 0. (53.30)

This orientation of wavevector and fluid velocity characterizes transverse waves, in which lines
of constant wave phase (e.g., wave crests and troughs) are everywhere perpendicular to k. We
illustrate this property of transverse waves in Figure 53.1.

Plugging the wave ansatz (53.28) into the inertial wave equation (53.27) leads to the dispersion

3Be careful to distinguish the angular frequency, ω, from the vorticity vector, ω.
4Inertial waves in a bounded domain will generally have quantized wavenumbers, as required by the boundary

conditions.
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k = kxx̂+ kyŷ + kzẑ

Figure 53.1: Illustrating the transverse nature of plane waves appearing in a homogeneous fluid with constant
density, whereby v · k = 0. The alternating solid-dotted lines depict lines of constant phase that differ by π/2
radians so that the velocity field switches sign between every π radians.

relation
ω2 = ϖ2(k) = (2Ω · k)2/|k|2 = (2Ω · k̂)2. (53.31)

As per our previous encounter with linear waves, we recognize that the disperson relation specifies
the inertial wave’s angular frequency, ω, once the wavevector is chosen.5 We illustrate the basics
of plane inertial waves in Figure 53.2.

The dispersion relation (53.31) means that the angular frequency of inertial waves is directly
proportional to the orientation of the wavevector relative to the rotation vector. Furthermore,
it is independent of the magnitude of the wave vector. One way to display these geometric
properties is to write

Ω · k̂ = |Ω| cosα = |Ω| sin γ with 0 ≤ α ≤ π and − π/2 ≤ γ ≤ π/2, (53.32)

where α is the angle between Ω and k, whereas γ is the complement angle. We mostly use α
in this chapter, though switch to γ when discussing internal gravity waves and inertia-gravity
waves in Chapter 57. The dispersion relation (53.31) thus takes on the particularly compact
form

ω2 = (2Ω cosα)2 = (2Ω sin γ)2. (53.33)

Sweeping through the possible orientation angles, α, reveals that the angular frequency (which
is a non-negative number) for free space inertial waves spans the continuum range

0 ≤ ω ≤ 2 |Ω|. (53.34)

Since the magnitude of the angular frequency is bounded above by 2 |Ω| = |f |, such waves are
referred to as sub-inertial.6

53.3.2 Interpreting the dispersion relation
Since inertial waves are transverse, v · k = 0 (Figure 53.2), fluid particle motion associated
with inertial waves is parallel to constant phase surfaces, and there is no particle motion in the
direction of the wave vector.7 Dynamical fields have the same geometric structure within a plane

5We write ω = ϖ(k) when aiming to distinguish the angular frequency, ω, from the function, ϖ, determining
the angular frequency.

6In Section 55.8.5 we find that shallow water waves in the presence of gravity and rotation have their angular
frequency bounded below by |f |, in which case these shallow water inertia-gravity waves are super-inertial.

7It is the oscillatory motion of the fluid particles in the transverse direction that constitutes motion of the
phase, thus constituting the traveling wave. A fluid particle moves in the direction of a phase surface. However,
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Figure 53.2: Illustrating the transverse nature of inertial waves, with their dispersion relation given by equation
(53.31), whereby ω2 = (2Ω · k̂)2. We show lines of constant phase separated by π/2 radians so that the fluid
particle velocity switches sign every alternative line. Evidently, the frequency of inertial waves is maximized when
the wavevector, k, is aligned with the rotation vector, Ω, in which the angles α = 0 and γ = π/2 . In contrast,
the angular frequency vanishes when the wavevector is orthogonal to Ω. The waves are transverse, v · k = 0,
so that fluid particle motion occurs within surfaces of constant phase. Maximum frequency waves with α = 0
correspond to fluid particle motion on planes orthogonal to the rotation vector, whereby the particles exhibit
pure inertial oscillations. Zero frequency waves (standing inertial waves) occur with α = π/2 and γ = 0, whereby
fluid particle motion is vertical. Vertical particle motion does not feel a Coriolis acceleration so that the wave
frequency vanishes in this case. The group velocity is parallel to the fluid particle velocity since, according to
equation (53.39), it satisfies cg · k = 0. Note that we make use of the angle α in this chapter, though switch to
γ = π/2− α when studying internal waves in Chapter 57.

wave, so that all fields are spatially constant along a phase surface. It follows that there is no
spatial pressure gradient force along a constant phase surface at any particular time instance.
Hence, fluid particles moving parallel to the phase surfaces feel the Coriolis acceleration arising
from the projection, k ·Ω, of the rotational vector along the wave vector.8

Recall that a particle moving in a rotating reference frame exhibits inertial oscillations
(Section 14.4) when the particle does not feel any pressure forces. Evidently, fluid particle motion
induced by inertial waves exhibits inertial oscillations in the phase plane orthogonal to the
wavevector. If the wavevector is aligned parallel to the rotation vector, then a fluid particle feels
the full extent of the Coriolis acceleration, whereby inertial oscillations have a squared angular
frequency (2Ω · k̂)2. This situation corresponds to a particle at either of the planetary poles.9

When the wavevector is mis-aligned from the rotation vector, then only that portion of the
rotation vector projected onto k̂ acts to produce inertial oscillations. Finally, if the wavevector
is perpendicular to the rotation vector, then the particle feels no Coriolis acceleration, just like a
particle on the equator feels no planetary Coriolis acceleration.

53.3.3 Group velocity

As seen from our discussion of wave packets in Section 49.6, the group velocity determines the
speed and direction of wave energy propagation within a packet, with the group velocity given

the particle does not remain on a fixed phase surface since the phase travels in the k̂ direction and yet particles
have v · k̂ = 0 since the waves are transverse.

8The argument here holds either in an Eulerian reference frame, in which case we ignore the nonlinear
self-advection contribution as per the linearized velocity equation (53.11), or in a Lagrangian reference frame,
in which we are following a material fluid particle. In either case, motion of a fluid particle in an inertial wave,
moving in a direction that parallels the constant phase surfaces, only feels the Coriolis acceleration; pressure
forces are zero.

9From Figure 53.2 we note that the angle α is the co-latitude, so to connect to the planetary Coriolis parameter
we set ϕ = π/2− α where ϕ is the latitude.
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by the wavevector gradient of the dispersion relation

cg = ∇kϖ = x̂
∂ϖ

∂kx
+ ŷ

∂ϖ

∂ky
+ ẑ

∂ϖ

∂kz
. (53.35)

Making use of the dispersion relation (53.31) renders

cg =
4 (Ω · k̂) [Ω− k̂ (Ω · k̂)]

ω |k| =
(Ω · k̂)
|Ω · k̂|

k̂ × (2Ω× k̂)
|k| (53.36)

where we made use of the vector identity (1.71g). Since

Ω · k̂ = ±|Ω · k̂| (53.37)

we can write the group velocity as

cg = ±
k̂ × (2Ω× k̂)

|k| . (53.38)

This expression leads to a particularly remarkable property of the group velocity for inertial
waves

k · cg = 0. (53.39)

Since the waves are transverse, k · v = 0, so that the group velocity is aligned with the fluid
particle velocity. The Coriolis acceleration acts perpendicular to the direction of a moving fluid
particle. That orientation manifests for inertial waves via k · cg = 0, so that inertial waves
carry energy (via the group velocity) in a direction parallel to wave crests (perpendicular to k),
which is aligned with fluid particle motion. A second property of the group velocity is found by
projecting it onto the direction of the rotational axis

cg ·Ω = ±2 [Ω2 k · k − (Ω · k)2]/|k|3 = ±2 [Ω2 − (ω/2)2]/|k| = ±2 (Ω2/|k|) sin2 α, (53.40)

where we made use of the expressions (53.31) and (53.33) for the dispersion relation.

53.3.4 Polarization relations for the velocity components
The velocity amplitude, ṽ, is generally a complex number, which allows for there to be a variety
of phase shifts between the velocity components. We here determine some general relations
beween these amplitudes by returning to the linear velocity equation (53.11) and inserting the
wave ansatz (53.28) to render

−iω ũ− f ṽ = −i kx φ̃ (53.41a)

−iω ṽ + f ũ = −i ky φ̃ (53.41b)

−iω w̃ = −i kz φ̃, (53.41c)

where we set 2Ω = f ẑ, so that the vertical and horizontal wavenumbers are related by

k2z = |k|2 cos2 α =⇒ k2z sin
2 α = (k2x + k2y) cos

2 α. (53.42)

Equations (53.41a), (53.41b), and (53.41c) define polarization relations that specify the relative
phases for the velocity components and pressure. We have the freedom to choose how to reference
the phases. In the following discussion of kinetic energy, we choose to measure phases relative to
the pressure amplitude, which means φ̃ is a real amplitude.
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53.3.5 Phase averaged kinetic energy

The phase averaged kinetic energy for a plane inertial wave is given by

⟨K⟩ = ⟨Re(v) · Re(v)⟩/2 = (|ũ|2 + |ṽ|2 + |w̃|2)/4, (53.43)

where we used equation (8.18) for the phase average of the square of a periodic function. To
derive the squared amplitudes, multiply the zonal and meridional velocity equations (53.41a)
and (53.41b) by iω, and then back-substitute

ũ (f2 − ω2) = −φ̃ (kx ω + iky f) (53.44a)

ṽ (f2 − ω2) = φ̃ (−ky ω + ikx f), (53.44b)

so that

|ũ|2 = φ̃2 (kx ω)
2 + (ky f)

2

(ω2 − f2)2 = φ̃2
(kx cosα)

2 + k2y

f2 sin4 α
(53.45a)

|ṽ|2 = φ̃2 (ky ω)
2 + (kx f)

2

(ω2 − f2)2 = φ̃2 (ky cosα)
2 + k2x

f2 sin4 α
, (53.45b)

where the second equalities made use of the dispersion relation

ω2 = f2 cos2 α. (53.46)

Likewise, equation (53.41c) renders the squared magnitude of the vertical velocity amplitude

|w̃|2 = φ̃2 k2z/ω
2. (53.47)

Adding equations (53.45a), (53.45b), and (53.47) then leads to

⟨K⟩
φ̃2

=
ω2 (k2x + k2y)(1 + cos2 α) + k2z f

2 sin4 α

4 f2 ω2 sin4 α
(53.48a)

=
f2 cos2 α (k2x + k2y)(1 + cos2 α) + k2z f

2 sin4 α

4 f4 cos2 α sin4 α
. (53.48b)

Use of equation (53.42) relating the horizontal and vertical wave numbers leads to

⟨K⟩ = φ̃2 k2z
2 f2 cos2 α sin2 α

=
φ̃2 (k2x + k2y)

2 f2 sin4 α
. (53.49)

Consider the two limiting cases of α = 0 and α = π/2, which we show are non-singular. A
vertical inertial wave, with k = ẑ kz, α = 0, and ω2 = f2, has zero vertical particle motion,
w̃ = 0, so that the pressure fluctuation vanishes, φ̃ = 0, according to equation (53.41c). As
discussed in Section 53.3.6, this case corresponds to free inertial oscillations in the horizontal
plane. The complement case of a horizontal inertial wave, with kz = 0, α = π/2, and ω = 0, has
vertical particle motion and is discussed in Section 53.3.7.

53.3.6 High frequency inertial waves with ω ≈ |f |

The dispersion relation (53.33) leads to a maximum angular frequency magnitude for a wavevector
aligned parallel or anti-parallel to the rotation axis,

k ×Ω = 0 =⇒ ω = 2 |Ω| = |f |. (53.50)
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Recall that inertial waves are transverse so that v · k = 0. This property, in combination with
k × Ω = 0, means that high frequency inertial waves have fluid particle motion in a plane
perpendicular to the rotation axis: v ·Ω = 0. With a vertical rotation vector, then the wavevector
only has a vertical component, k = kz ẑ. In this case, the plane waves propagate vertically
(kx = ky = 0) while fluid particle motion is restricted to the horizontal plane.

For inertial waves with ω = |f | > 0 and k = kz ẑ, the fluid velocity amplitude relations
(53.41a) and (53.41b) indicate that

ũ = i ṽ, (53.51)

so that the horizontal velocity of the wave is given by

u/ũ = x̂ ei(kzz−|f | t) + ŷ ei(kzz−|f | t−π/2), (53.52)

which is a vertically propagating plane wave. Taking the real part renders

u/ũ = x̂ cos(kzz − |f | t) + ŷ sin(kzz − |f | t). (53.53)

With kx = ky = 0 in the velocity equations (53.41a) and (53.41b), we see that there is no
coupling between the horizontal velocity components and pressure. Hence, the motion of fluid
particles reduces to inertial oscillations in the horizontal plane just as we studied for point
particle motion in Section 14.4, whereby fluid particle motion occurs with a balance between
Coriolis acceleration and centrifugal acceleration (see Figure 14.2). Furthermore, since there is
no dependence on the horizontal position (since kx = ky = 0), fluid particles move together in
a coherent oscillation within each horizontal plane while the wave propagates vertically. As a
check, we see that for a fixed vertical position, say z = 0, the velocity relation (53.53) for inertial
waves is identical to the velocity relation (14.15b) for particles undergoing inertial oscillations in
a circle with a constant radius

u/ũ = x̂ cos(|f | t)− ŷ sin(|f | t) for z = 0 and ω = |f |. (53.54)

In oceanography, inertial waves with ω ≈ |f | are referred to as near inertial waves, which
refers to their angular frequency being close to the Coriolis frequency. Since near inertial waves
have their wavevector oriented close to the rotation axis, equation (53.38) indicates that they
also have a vanishingly small group velocity.

53.3.7 Low frequency inertial waves with ω ≈ 0

Low frequency inertial waves occur when the wavevector is nearly perpendicular to the rotation
axis

Ω · k ≈ 0 =⇒ ω/Ω ≈ 0. (53.55)

Hence, the wave number parallel to the rotation axis is vanishingly small. For example, if the
rotation axis is vertical, then low frequency inertial waves have a vanishingly small vertical wave
number,

k2z ≪ k2x + k2y. (53.56)

Correspondingly, for the velocity vector in the form given by equation (53.28), Ω · k ≈ 0 means
that

(Ω · ∇)v = i(Ω · k)v ≈ 0. (53.57)

That is, the velocity vector for low frequency inertial waves is coherent in the direction aligned
with the rotation axis. Furthermore, when Ω ·k ≈ 0, the group velocity (53.40) has a magnitude

|cg| ≈ 2 |Ω|/|k|. (53.58)
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Evidently, low frequency inertial waves with long wavelength (small wavenumber |k|) quickly
transmit their energy along the direction of the rotation axis. We return to this property in
Section 53.5 when considering the Taylor-Proudman effect.

53.4 Radially symmetric high frequency inertial waves
To help further our understanding of inertial oscillations, consider a particularly simple case of
a coherent axially symmetric fluid ring within a horizontal f -plane as depicted in Figure 53.3.
Slightly perturb the ring by expanding its radius outward and then let the ring move freely.
What happens? We study the motion using angular momentum arguments as well as Coriolis
arguments, and assume zero pressure gradients throughout the discussion. As we show, the ring
oscillates at frequency ω = f and thus displays a canonical form of inertial oscillations.

53.4.1 Qualitative presentation
The outward radial perturbation gives the ring a larger moment of inertia computed relative to
the rotational axis. In Section 24.7, we studied a fluid ring looped around the planet. As in
that case, the constraint imposed by angular momentum conservation (computed relative to the
rotational axis) requires the ring to rotate anti-cyclonically (clockwise if Ω > 0) in response to a
perturbation that increases its radius.10 Equivalently, radially outward motion induces a Coriolis
acceleration that causes the ring to rotate clockwise (anti-cyclonic). In turn, as the ring rotates
anti-cyclonically, each fluid particle within the ring experiences a radial Coriolis acceleration
pointing towards the center of the ring (to the right of the particle motion). This Coriolis
acceleration halts the outward perturbation and returns the ring towards a smaller radius, with
the inward motion leading to a further Coriolis acceleration that causes the ring to rotate
cyclonically (again, to the right of the inward particle motion). The whole process oscillates
between radially outward and anti-cyclonic rotation, and radially inward and cyclonic rotation.
The oscillations of a fluid ring exhibit the basic mechanism of inertial waves propagating along
the rotational axis (k ×Ω = 0) with frequency f (Section 53.3.6).

53.4.2 Radially symmetric inertial oscillations
The thought experiment in Figure 53.3 can be mathematically described by writing the linearized
equation of motion using polar-coordinates from Section 4.22. We assume all fields are axially
symmetric around any point, and all motion is two-dimensional on a horizontal plane. We also
assume there is no horizontal dynamical pressure gradient acting on the fluid, so that motion
is purely inertial. Decomposing the velocity equation (53.4) into radial and angular directions
leads to

Dvr

Dt
− (f + ϑ̇) vϑ = 0 and

Dvϑ

Dt
+ (f + ϑ̇) vr = 0, (53.59)

where we introduced the polar components to the velocity

v = (v · r̂) r̂ + (v · ϑ̂) ϑ̂+ 0 ẑ, (53.60)

and the radial and azimuthal unit vectors

r̂ = x̂ cosϑ+ ŷ sinϑ and ϑ̂ = −x̂ sinϑ+ ŷ cosϑ. (53.61)

10In Figure 24.3 we studied the angular momentum of an axially symmetric ring of fluid around the planet.
Axial symmetry means there are no zonal pressure gradients so that axial angular momentum is materially
constant for the earth spanning fluid ring. Here we are making use of the same angular momentum constraint for
an axially symmetric ring of fluid in a rotating f -plane.
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Perturb ring 

to larger radius

Ring rotates anti-cyclonically to 

conserve angular momentum,
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Coriolis force that opposes the 


outward perturbation.

Ring moves inward and 

rotates cyclonically, thus


initiating the opposite 

phase of the oscillation.
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Figure 53.3: Schematic of inertial oscillations of an axially symmetric ring of fluid in the horizontal plane in the
presence of rotation, Ω = Ω ẑ with Ω > 0, where the rotation axis extends through the ring center and out of the
page. The left panel shows the ring perturbed outward, with this perturbation increasing the ring’s moment of
inertia about the vertical axis running through the center of the ring. To conserve angular momentum the ring
must turn opposite to the sense of the rotating reference frame; that is, it rotates anti-cyclonically, as shown in
the middle panel. As it turns anti-cyclonically the ring generates a Coriolis acceleration that points inward (to the
right of the motion), thus causing the ring to oscillate back to a smaller radius (right panel), where the oscillation
turns around. The physics depicted in this figure, representing a three-way balance between linear acceleration,
Coriolis acceleration, and pressure gradient acceleration, is summarized by the linear velocity equation (53.11).

The presence of ϑ̇ along with the Coriolis parameter accounts for the centrifugal acceleration due
to the fluid motion (as distinct from the planetary centrifugal acceleration). This is a nonlinear
effect that is dropped in the linear analysis.

Linearizing the velocity equation (53.59) leads to

∂tv
r − f vϑ = 0 and ∂tv

ϑ + f vr = 0, (53.62)

which then renders a linear oscillator equation satisfied by each velocity component

(∂tt + f2) vr = 0 and (∂tt + f2) vϑ = 0. (53.63)

Assuming a monochromatic time dependence

vr = ṽre−iω t and vϑ = ṽϑe−iω t (53.64)

leads to the dispersion relation
ω2 = f2. (53.65)

The linear velocity equation (53.62) ensures that the velocity components are π/2 out of phase
with

ṽr = i ṽϑ = ṽϑ eiπ/2. (53.66)

The motion is thus a coherent oscillation of the fluid consisting of vascillations between
radial and angular motion whereby the Coriolis acceleration acts to turn the motion to the right
(assuming f > 0). There is no preferred length scale in the horizontal plane. Indeed, since the
flow is horizontally non-divergent (there is no vertical fluid particle motion so w̃ = 0), and due
to the assumed symmetry in the angular direction, there can be no radial dependence to the
motion. That is, the radial wavenumber is zero. However, there can be vertical propagation of
the waves, just as discussed in Section 53.3.6.

53.5 Low frequency inertial waves and vertical stiffening
We consider two more thought experiments focused on low frequency inertial waves and their
connection to the vertical stiffening that arises either from a small aspect ratio flow (as in shallow
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water theory) or in flow in a rapidly rotating reference frame (as in the Taylor-Proudman effect).
The first experiment is treated heuristically whereas we include some mathematical analysis for
the second one.

53.5.1 Slowly oscillating disk
Imagine a slowly oscillating disk that moves in a direction aligned with the axis of rotation,
such as depicted in Figure 53.4. If the oscillation frequency is much slower than the rotation
frequency, ωdisk ≪ |Ω|, then the disk generates low frequency inertial waves at the frequency of
the oscillating disk, ω = ωdisk. Following from our discussion in Section 53.3.7, we know that
the low frequency inertial waves have a wavevector oriented perpendicular to the rotation axis,
Ω · k = 0, as depicted in Figure 53.4. Since inertial waves have a group velocity that is itself
perpendicular to the wavevector, the low frequency inertial waves have a group velocity parallel
to the rotation axis: Ω× cg = 0.
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Figure 53.4: Schematic of inertial waves generated by a slowly oscillating disk in a rotating homogeneous fluid.
The disk moves along the rotation axis (vertical axis) in small amplitude oscillations whose angular frequency is
much smaller than the rotational angular frequency, ωdisk ≪ |Ω|. The oscillating disk preferentially generates
inertial waves whose frequency is close to ωdisk; i.e., low frequency inertial waves as discussed in Section 53.3.7.
The phase lines and group velocity for these waves are parallel to the rotation axis, and the wavevector is
perpendicular to the rotation axis. We depict two wave packets that send energy vertically away from the disk,
with the long wave and low frequency waves having the highest magnitude for the group velocity. Since Ω · k = 0,
the fluid particle velocity associated with the inertial waves is constant in the direction along the rotation axis:
(Ω · ∇)v = Ω ∂zv = 0.

As seen by the equation (53.58) for the group velocity magnitude, information (i.e., energy)
concerning the oscillating disk is most rapidly transmitted by long wavelength low frequency
inertial waves. Such low frequency and long wavelength inertial waves generate fluid particle
motion that is independent of the position along the rotational axis since (Ω · ∇)v = 0. Hence,
the particle motion is parallel to the rotational axis, and this motion is coherent. We conclude
that inertial waves transmit information about stiffening along the rotation axis, thus providing
a mechanism for the Taylor-Proudman effect from Section 31.5.3 found when the flow is strictly
geostrophic.
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53.5.2 Inertial waves from a moving sinusoidal boundary11

We here provide a bit more substance to the previous discussion by exploring the steady linear
waves generated by a moving sinusoidal lower boundary, as depicted in Figure 53.5. In particular,
consider a horizontally unbounded region of homogeneous fluid on an f -plane that is bounded
above by a rigid lid at z = H and bounded below by a moving sinusoidal boundary with vertical
position

z = ηb(x, t) = h sin(q x− U q t) = h sin(q x− ωb t), (53.67)

where we introduced the frequency set by the moving boundary

ωb = U q > 0. (53.68)

The amplitude, h, of the lower boundary is assumed to be small compared to the wavenumber
of the boundary

h q ≪ 1, (53.69)

which ensures that movement of the boundary generates linear waves. Because the fluid is
homogeneous and on an f -plane, the undulating bottom boundary forces inertial waves. The
excited inertial waves have a horizontal wavenumber given by that of the topography, q, and
their vertical wavenumber is set according to the inertial wave equation (53.27). We also require
the top and bottom boundary conditions to derive an expression for the vertical velocity

w(z = 0) = ∂tηb = −hωb cos(q x− ωb t) and w(z = H) = 0. (53.70)

The bottom boundary condition results from linearizing the kinematic boundary condition,

∂tηb + u · ∇ηb = w =⇒ w(z = 0) ≈ ∂tηb. (53.71)
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ωb(x, t) = h sin(q x→ U q t)

Figure 53.5: Schematic for the study of inertial waves generated by a moving sinusoidal lower boundary at
z(x, t) = h0 sin(q x− ω0 t), with the frequency generated by the moving boundary given by ω0 = U q. The region
is filled with a homogenous fluid of density ρ and bounded above by a rigid lid at z = H.

53.5.3 Stationary wave solution

We examine waves after they have reached a steady state, and as such they are stationary. Given
the meridional symmetry, we are only concerned with inertial waves that have a zero meridional
wavenumber, ky = 0, so that

k = kx x̂+ kz ẑ = q x̂+ kz ẑ, (53.72)

11This thought experiment comes from Section 2.2 of Stern (1975).
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where we set kx = q given the forcing from the lower boundary.

Since the horizontal domain is unbounded, we consider the horizontal fluid velocity arising
from a traveling plane wave

u(x, t) = ũ ei (k·x−ω t). (53.73)

Assuming the waves are indeed inertial with frequency, ωb, and horizontal wavenumber, q, the
dispersion relation (53.31) renders the corresponding vertical wavenumber

ω2
b =

f2 k2z
q2 + k2z

=⇒ k2z =
ω2

b q
2

f2 − ω2
b

. (53.74)

Evidently, there are two distinct regimes for the excited fluctuations: one that leads to exponential
decay away from the lower boundary, with these evanescent waves trapped next to the bottom.
The other excitation appears as inertial waves

ω2
b > f2 exponential decay away from lower boundary (53.75a)

ω2
b < f2 inertial waves are excited. (53.75b)

We only consider the case of sub-inertial forcing so that ω2
b < f2.

The structure of the vertical velocity associated this forced motion is determined by the
following boundary value problem

[∂tt∇2 + (2Ω · ∇)2]w = 0 (53.76a)

w(z = 0) = −hωb cos(q x− ωb t) (53.76b)

w(z = H) = 0. (53.76c)

To find a particular solution we take the ansatz

w(x, t) = w(0) Γ(z), (53.77)

with the non-dimensional structure function satisfying

d2Γ

dz2
+ k2z Γ = 0 for 0 < z < H with Γ(0) = 1 and Γ(H) = 0, (53.78)

which readily leads to the vertical fluid velocity

w(x, z, t) = w(0)
sin[kz(H − z)]

sin(kzH)
= −hωb cos(q x− ωb t)

sin[kz(H − z)]
sin(kzH)

. (53.79)

53.5.4 Vertically coherent motion

Consider the longwave limit in which

Γ(z) = lim
kzH→0

sin[kz(H − z)]
sin(kzH)

= (H − z)/H, (53.80)

so that the vertical velocity is a linear function of z

w(x, z, t) ≈ −hωb cos(q x− ωb t) (H − z)/H. (53.81)

As seen in equation (53.19), a linear vertical dependence to w means that the dynamic pressure
is independent of z. Correspondingly, equations (53.18a) and (53.18b) reveal that ∂zu = 0,
which means that horizontal fluid motion is vertically coherent. This motion corresponds to
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the shallow water fluid from Part VI of this book. It also corresponds to the Taylor-Proudman
effect discussed in Section 53.5.

To determine the non-dimensional scaling that leads to vertically coherent motion, return to
equation (53.78) for the vertical structure function and introduce the non-dimensional vertical
coordinate

ẑ = z/H, (53.82)

in which equation (53.78) becomes

d2Γ

dẑ2
+ (kzH)2 Γ = 0. (53.83)

The vertical structure of the vertical velocity is a linear function of ẑ in the limit that (kzH)2 → 0,
which means

(kzH)2 → 0 =⇒ (q H)2

(f/U q)2 − 1
→ 0. (53.84)

This limit can be realized if

q H ≪ 1 small aspect ratio (shallow water limit) (53.85a)

U q/f ≪ 1 small Rossby number (Taylor-Proudman limit). (53.85b)

Evidently, a small aspect ratio, with a Rossby number bounded away from unity, leads to
vertically coherent motion even if the fluid is not in a rotating reference frame. This motion
corresponds to that of shallow water fluid studied in Part VI of this book. As emphasized in
Section 35.2.10, the small aspect ratio shallow water fluid displays vertically coherent motion
due to the fluid being homogeneous and hydrostatic. Alternatively, we realize vertically coherent
columnar motion with a small Rossby number. This motion corresponds to the Taylor-Proudman
effect for rotating fluids. It is notable that vertically coherent motion becomes more restricted
(i.e., needs a smaller Rossby number) when the upper boundary moves far away, H →∞, thus
moving to the deep water limit.
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Chapter 54

BAROTROPIC VORTICITY WAVES

In this chapter we study vorticity waves, also called Rossby waves or vortical modes, which rely
on the presence of a gradient in the base state potential vorticity field. We examine a particularly
simple realization of Rossby waves as found in the inviscid two-dimensional non-divergent
barotropic model on an unbounded β-plane. This model supports two general kinds of vorticity
waves. One arises from the gradient of planetary vorticity (i.e., β-effect), which gives rise to
planetary Rossby waves. The second arises from gradients in the vorticity of the base flow. Edge
waves are a particularly simple kind of vorticity waves that arise from assuming a jump in the
background vorticity field.

reader’s guide to this chapter
We make extensive use of the horizontally non-divergent barotropic model from Chapter

38, as well as the wave kinematics from Chapter 49. Rossby waves are encountered again
when discussing shallow water waves in Chapter 55, and edge waves are encountered when
studying shear instability in Chapter 61 and baroclinic instability in Chapter 62.
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54.1. LOOSE THREADS

54.5.2 Rayleigh-Kuo equation . . . . . . . . . . . . . . . . . . . . . . . . 1540
54.5.3 The point jet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1541
54.5.4 Kinematic boundary condition at the interface . . . . . . . . . . 1542
54.5.5 Dynamic boundary condition at the interface . . . . . . . . . . . 1542
54.5.6 Edge wave dispersion relation . . . . . . . . . . . . . . . . . . . . 1543
54.5.7 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1544

54.6 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1544

54.1 Loose threads
• Hamilton/Whitham principle

• energetics

• Rossby wave particle velocity and trajectories

• Plot the dispersion relation for Rossby waves

• Rectification by Rossby waves that are radiated by a source; Section 5.4 of McWilliams
(2006).

• Work through the Green’s function problem as in Haidvogel and Rhines (1983) as well as
Bill Young’s Les Houches lectures.

• Stokes drift

• Rossby waves on a rotating planet as per continuum Lagrangian field theory

• Rossby wave packets in a non-constant background flow

54.2 A single plane wave in the non-divergent barotropic fluid
In this section we study properties of a single plane wave in an inviscid barotropic and horizontally
non-divergent fluid on an unbounded beta plane. We then follow in Section 54.3 with a study of
Rossby waves in this model.1 Recall that the barotropic and horizontally non-divergent model
was studied in Chapter 38, with the flow fully described by the vorticity equation

D(ζ + f)

Dt
= (∂t + u · ∇) (ζ + f) = 0, (54.1)

where the horizontal velocity is non-divergent and so can be written in terms of a streamfunction

∇ · u = 0 =⇒ u = ẑ ×∇ψ and ζ = ẑ · (∇× u) = ∇2ψ. (54.2)

As we show in this section, a single plane wave in this model exactly satisfies linear velocity
and vorticity equations, with such equations summarized in Table 54.1. Since there are no
nonlinear terms affecting the single plane wave, there is no need to linearize the equations
of motion when studying properties of this wave. We emphasize, however, that this distinct
property holds only for a single plane wave. In particular, the advection operator that vanishes
for a single wave is nonzero when the flow has more than a single plane wave. Indeed, the
nonlinear interactions between distinct wave modes provide the mechanism for the inverse
turbulent cascade in this model (e.g., see Chapter 11 of Vallis (2017)).

1The edge waves studied in Section 54.5 are not plane waves, and so they do not satisfy the special properties
described in this section.
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54.2. A SINGLE PLANE WAVE IN THE NON-DIVERGENT BAROTROPIC FLUID

name general relation single plane wave

streamfunction ψ ψ = A cosP

velocity u = ẑ ×∇ψ u = −(ẑ × k)A sinP

velocity tendency ∂tu = ẑ ×∇(∂tψ) ∂tu = ω (ẑ × k)ψ
non-divergence ∇ · u = 0 k · u = 0

relative vorticity ζ = ∇2ψ ζ = −|k|2 ψ
β-plane vorticity equation (∂t + u · ∇)ζ = −v β ∂tζ = −v β
pressure equation −∇ · (∇φ− f ∇ψ) = S2 −R2 −∇ · (∇φ− f ∇ψ) = 0

Coriolis acceleration −f ẑ × u = f ∇ψ −f Ak sinP
velocity equation ∂tu+ (f + ζ) ẑ × u = −∇(φ+K) ∂tu+ f ẑ × u = −∇φ
kinetic energy equation DK/Dt = −∇ · (uφ) ∂tK = −∇ · (uφ)

Table 54.1: Properties of the inviscid horizonally non-divergent barotropic model. The left column holds for a
general flow whereas the right column holds for a single plane wave, with P = k · x− ω t the phase function. S is
the strain rate tensor, with S2 = Smn S

mn. Likewise, R is the rotation tensor, with R2 = RmnR
mn. Both of

these tensors are introduced in Section 18.8. This table highlights the remarkable properties of the single plane
wave in the inviscid horizonally non-divergent barotropic model, in which the nonlinear terms in the velocity and
vorticity equation vanish identically.
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Figure 54.1: Illustrating the transverse nature of plane waves appearing in a horizontally non-divergent barotropic
model, whereby u · k = 0. The alternating solid-dotted lines depict lines of constant phase that differ by π/2
radians so that the velocity field switches sign between every π radians. Compare this figure to Figure 53.1, which
illustrates transverse plane waves in three dimensions.

54.2.1 Transverse plane waves
Consider a plane wave ansatz for the streamfunction

ψ(x, t) = A cos(k · x− ω t) with k = kx x̂+ ky ŷ and P = k · x− ω t, (54.3)

with A a constant amplitude. The velocity of fluid particles in the plane wave is thus given by

u = −A (ẑ × k) sin(k · x− ω t), (54.4)

which then leads to
k · u = 0. (54.5)

The horizontally propagating plane waves are transverse, as illustrated in Figure 54.1, which arises
since the flow is horizontally non-divergent. This property compares to the three dimensional
transverse inertial plane waves discussed in Section 53.3.1 and depicted in Figure 53.1.

54.2.2 Absence of inertial waves and gravity waves
Since there is no vertical motion in the two-dimensional non-divergent barotropic model, any
wavevector must be horizontal and thus perpendicular to the vertically oriented rotation vector.
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Hence, the inertial wave dispersion relation (53.31) only admits a zero frequency mode, which is
geostrophic balance. Furthermore, gravity waves are absent from this model since gravity waves
vanish with a flow that has zero horizontal divergence (see the discussion of shallow water gravity
waves in Section 55.5). We thus conclude that the two-dimensional non-divergent barotropic
model has neither inertial waves nor gravity waves.

As we will see, the only wave supported by this model occurs in the presence of a background
or base state vorticity gradient, such as from planetary vorticity or the vorticity of a mean
flow. In the absence of vorticity gradients, there are no linear waves in the two-dimensional
non-divergent barotropic model. Such is the case, for example, in non-rotating and homogeneous
two-dimensional flows, which are commonly used to study two-dimensional turbulence.

54.2.3 Zero advection for a single plane wave

Linearizing the equations of motion is a basic step in the development of a dispersion relation.
For the vorticity equation appropriate for Rossby waves, linearization means neglecting the
advection of relative vorticity. However, quite remarkably, there is no advection of relative
vorticity for a plane wave in the horizontally non-divergent barotropic model. That is, the
advection operator, u · ∇ζ, vanishes identically when u and ζ are built from a single plane wave.
To see this property, consider a traveling plane wave streamfunction

ψ(x, y, t) = A cos(k · x− ω t) =⇒ ζ = −|k|2 ψ and ∇ζ = −|k|2∇ψ, (54.6)

in which case we readily find

u · ∇ζ = (ẑ ×∇ψ) · (−|k|2∇ψ) = 0. (54.7)

Evidently, for this model the velocity of fluid particles in a plane wave are aligned parallel to
surfaces of constant relative vorticity of the wave. Equivalently, this model supports no nonlinear
self-interactions for a single plane wave.

54.2.4 Pressure equation for a single plane wave

Recall the discussion in Section 38.4 where we showed that pressure in the horizontally non-
divergent barotropic model satisfies the Poisson equation (38.84)

−∇ · (∇φ− f ∇ψ) = 2 [(∂xyψ)
2 − ∂xxψ ∂yyψ]. (54.8)

Making use of the traveling plane wave (54.6) readily reveals that the nonlinear source term
vanishes identically

(∂xyψ)
2 − ∂xxψ ∂yyψ = 0. (54.9)

Although the plane wave supports a nonzero strain rate tensor and a nonzero rotation tensor,
their respective squares cancel identically. As a result, the pressure source from a plane wave is
due only to the Coriolis acceleration

−∇ · (∇φ− f ∇ψ) = −∇ · (∇φ+ f ẑ × u) = 0. (54.10)

Consequently,
∇φ+ f ẑ × u = −ẑ ×∇λ, (54.11)

where λ(x, y, t) is a gauge function. In Section (54.2.5) we show that ∇λ = ∇(∂tψ).
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54.2.5 Velocity equation for a single plane wave
So what velocity equation does a single plane wave satisfy for the inviscid horizontally non-
divergent barotropic model? To answer that question we make use of the vector-invariant velocity
equation (38.5) written in the form

∂tu+ f ẑ × u+∇φ = −(∇K + ẑ × ζ u) with K = u · u/2. (54.12)

Introducing the streamfunction brings the right hand side terms into the form

∇K + ẑ × ζ u = x̂ (∂yψ ∂xyψ − ∂xψ ∂yyψ) + ŷ (∂xψ ∂xyψ − ∂yψ ∂xxψ) (54.13a)

= x̂ [ẑ · (∂y∇ψ ×∇ψ)] + ŷ [ẑ · (∂x∇ψ ×∇ψ)]. (54.13b)

We readily find that each of these nonlinear terms vanishes when the streamfunction is given by
the single plane wave function (54.3)

∂y∇ψ ×∇ψ = A2 ky(k × k) sin(k · x− ω t) cos(k · x− ω t) = 0 (54.14a)

∂x∇ψ ×∇ψ = A2 kx(k × k) sin(k · x− ω t) cos(k · x− ω t) = 0. (54.14b)

Evidently, a single plane wave in the horizontally non-divergent barotropic model exactly satisfies
the linear velocity equation

∂tu+ f ẑ × u = −∇φ. (54.15)

Comparing to the result from the pressure equation (54.11) reveals that ∇λ = ∇(∂tψ). Fur-
thermore, recall that we made no assumptions about f in arriving at equation (54.15), so that
f can be a function of latitude as per the β-plane. Indeed, f can be an arbitrary function of
space, f(x, y). Finally, equation (54.15) indicates that a stationary plane wave (ω = 0) is in
exact geostrophic balance. We further discuss this result in Section 54.2.6 when studying the
structure of a single plane wave.

54.2.6 Structure of a single plane wave

term P = 0 P = π/2 P = π P = 3π/2 P = 2π

u 0 −A (ẑ × k) 0 A (ẑ × k) 0

−f ẑ × u 0 −Af k 0 Af k 0

−∇φ Aω (ẑ × k) Af k −Aω (ẑ × k) −Af k Aω (ẑ × k)
∂tu Aω (ẑ × k) 0 −Aω (ẑ × k) 0 Aω (ẑ × k)

Table 54.2: Values for plane wave terms in the velocity equation as the phase, P = k · x− ω t, moves from 0
to 2π. The time tendency, ∂tu, is always perpendicular to the wavevector, which accords with the transverse
nature of the wave. Also note that the time tendency is π/2 out of phase with the velocity itself. When the time
tendency vanishes, then the pressure gradient and Coriolis accelerations are in geostrophic balance, with this
balance occuring every π radians.

In Table 54.1 we summarize the properties satisfied by a single plane wave in the horizon-
tally non-divergent barotropic model. In particular, note that the pressure gradient has been
decomposed into linearly independent directions parallel to the wave, k̂, and perpendicular to
the wave, ẑ × k̂

−∇φ = A [ω (ẑ × k) cosP+ f k sinP]. (54.16)

Table 54.2 considers the values for each term in the velocity equation as the phase moves
around the unit circle, and Figure 54.2 provides a schematic. Evidently, the transverse plane
waves oscillate between geostrophic balance, with ∂tu = 0, and pressure driven tendency, where
∂tu = −∇φ.
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Figure 54.2: Schematic of the terms appearing in a horizontally propagating plane wave in the horizontally
non-divergent barotropic model. We display terms as a function of the phase, P = (k · x − ω t), whose value
is shown for P = 0, π/2, π, 3π/2, 2π. The terms correspond to those given in Table 54.2. Note the oscillation
between geostrophic balance, with zero time tendency, with a phase where there is a downgradient acceleration
(i.e. ageostrophic motion). Also note that the pressure gradient rotates in a clockwise direction when the phase
increases.

54.2.7 Kinetic energy of a single plane wave

Taking the scalar product of the velocity with the velocity equation (54.12) leads to the kinetic
energy equation (38.10)

DK

Dt
= −∇ · (uφ). (54.17)

Likewise, taking the scalar product with the linear velocity equation (54.15) satisfied by the
single plane wave renders

∂tK = −∇ · (uφ). (54.18)

As for the velocity, we see that the kinetic energy of the plane wave experiences no advection.
Furthermore, making use of the wave ansatz (54.3) leads to the kinetic energy per mass within
a single plane wave

K = (A2 |k|2/2) sin2 P, (54.19)

thus indicating more energy in higher wavenumber waves. In contrast, the gravitational potential
energy is constant given that the fluid has a uniform density and rigid lid. Hence, as the kinetic
energy fluctuates within a wave, there is no exchance with potential energy. Instead, there is an
exchange with the external dynamical system that affects a rigid lid on the fluid.

The phase average of the kinetic energy (54.19) is

⟨K⟩ = A2 |k|2/4. (54.20)

Now consider the energy flux convergence, again as rendered by the single plane wave

−∇ · (uφ) = −u · ∇φ = ωA2|k|2 sinP cosP, (54.21)

where we made use of equation (54.16) for the pressure gradient. The phase average of this flux
convergence vanishes

⟨∇ · (uφ)⟩ = 0. (54.22)
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Evidently, the zero kinetic energy flux convergence arises since the plane wave is present
throughout space, so that there is no means to converge phase averaged wave energy to any
particular region. Only when there is a symmetry breaking, such as by modulating the plane
wave into a localized packet, will there be a nonzero phase average flux convergence.

54.3 Barotropic and non-divergent Rossby waves
In this section we build on the general properties of the plane wave as developed in Section 54.2.
The key new ingredient considered here is the dispersion relation that couples the wavevector to
the wave angular frequency. As we see, the fluctuations are organized into Rossby waves, which
are waves that carry a nonzero vorticity and are reliant on gradients in the background potential
vorticity field.

54.3.1 The vorticity mechanism for planetary Rossby waves

Before developing the detailed properties of Rossby waves, we discuss the underlying mechanism
for planetary Rossby waves. This discussion serves as both a motivation and guide for the
mathematics to follow. The foundational principle is that fluctuations constrained by material
conservation of potential vorticity organize into Rossby waves when they are presented with a
background potential vorticity gradient. The background potential vorticity gradient can arise
from the meridional gradient of the planetary vorticity (giving rise to planetary waves), gradients
in the vorticity of the base flow (e.g., edge waves), and, in more general models, buoyancy
gradients and topography gradients (topographic Rossby waves). Note that the seeds for these
arguments were planted in Section 38.5 when studying vorticity constraints on the flow for the
non-divergent barotropic model.

Westward phase propagation

In Figure 54.3 we display the essential physics of planetary Rossby waves as realized in the
horizontally non-divergent barotropic model. As described in the figure caption, the constraint
of absolute vorticity conservation for fluctuating fluid parcels, in the presence of β > 0, gives rise
to the westward phase propagation of the planetary Rossby wave. As we see in Section 54.5.6, a
pseudo-westward propagation arises for edge waves generated by vorticity jumps. This preferred
direction for propagation is a canonical property of vorticity waves, and it distinguishes these
waves from other waves whose phase propagation has no directional preference.

Vorticity and momentum arguments

The argument offered in Figure 54.3 does not consider forces. Rather, we make use of the
constraint imposed by materical conservation of absolute vorticity and infer the motion of fluid
parcels by noting how the relative vorticity anomaly induces flow of a particular orientation.
Rossby waves carry vorticity, so vorticity arguments offer the natural means to understand their
mechanism. Even so, a complementary approach to understanding Rossby waves considers the
forces acting in the wave, and as such is referred to as a momentum argument. This argument
is concerned with the nature of pressure fluctuations within the wave. We note in Section
54.2.5 that plane waves in an inviscid horizonally non-divergent barotropic model oscillate
between a state with exact geostrophic balance and a state with zero Coriolis acceleration so
that acceleration is down the pressure gradient.
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Figure 54.3: The westward phase propagation of a planetary Rossby wave arises from the presence of β > 0
and the constraint that absolute vorticity (ζa = f + ζ) is materially constant for a two-dimensional non-divergent
and inviscid barotropic flow. In this figure we consider a material curve within the fluid in either the northern
or southern hemispheres. The background flow is assumed to be static to allow us to focus on the role of the
planetary vorticity gradient as measured by β. The relative vorticity is assumed to vanish for points on the
straight constant latitude line, so that ζa = f must be maintained by any latitudinal perturbation. For a northward
perturbation relative to the latitude line, a fluid parcel finds itself at a latitude with Coriolis parameter more
positive than its original value (f → f +∆f > f , with absolute vorticity conservation requiring the parcel to
pick up a negative relative vorticity anomaly, ζ = −∆f < 0. The opposite occurs for a southward perturbation.
The counter-rotating secondary flow induced by the relative vorticity anomaly acts to move the wave pattern
westward, so that the solid wave pattern is, at a future time, moved to the dashed wave pattern. We depict that
the meridional motion induced by the wave as the pattern crosses the constant latitude line. In the absence of β,
the meridional movement of parcels does not render a change in the planetary vorticity since in this case f is a
constant. So for the f -plane there is no induced relative vorticity anomaly so there is no coherent movement of
the wave pattern. We thus see the central role of β ≠ 0 for planetary Rossby waves. We also see that the sign
of the Coriolis parameter is not relevant; it is only β > 0 that determines the westward wave motion in both
northern and southern hemispheres. A generic way to orient the phase is to note that when looking in the phase
direction, higher planetary vorticity is to the right, with this rule holding for Rossby waves arising from potential
vorticity gradients other than planetary β.

54.3.2 Flow relative to a zonal base state
We here examine wave fluctuations relative to a static base flow whose vorticity satisfies

ub · ∇(f + ζb) = 0, (54.23)

along with a corresponding velocity potential so that

ub = ẑ ×∇ψb and ζb = ∇2ψb. (54.24)

This base flow maintains a materially constant absolute vorticity, so that it is an exact static
solution to the equations of motion for the inviscid two-dimensional non-divergent barotropic
model, and thus serves as a suitable base flow to study wave fluctuations.2

We focus in this chapter on a static background zonal flow written in the form3

ub = x̂U(y) with ψb = −
ˆ y

ub(y
′) dy′ and ζb = −∂yub = ∂yyψb. (54.25)

As we show, the base flow with constant ub = U (and thus with ζb = 0) supports plane waves.
The study of wave fluctuations on general base states requires more general methods, such as
the asymptotics from Chapter 50. We encounter another case not admitting plane waves when
studying edge waves in Section 54.5. Although not admitting plane waves, the edge waves do
support interfacial waves similar to the surface waves in Chapter 52.

2Although we cannot generally determine an analytic expression for the base flow, we know that a pressure
can be found that accords with the flow configuration and the non-divergent nature of the flow (see Section 38.4).

3Recall that the streamfunction is arbitrary up to a constant (Section 21.4). It is for this reason that we have
no concern for the lower integration limit in equation (54.25).
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54.3.3 Equations for the fluctuating vorticity and streamfunction

In the presence of a base state flow, we write the vorticity, velocity, and streamfunction in the
form4

ζfull = ζ + ζb and ufull = u+ ub and ψfull = ψ + ψb, (54.26)

with the vorticity equation

[∂t + (u+ ub) · ∇](ζ + ζb + f) = 0. (54.27)

Again, from equation (54.23) we assume the static base state satisfies ub · ∇(f + ζb) = 0, which
means the vorticity equation (54.27) reduces to the equation for the fluctuating vorticity

∂tζ + (u+ ub) · ∇ζ + u · ∇(f + ζb) = 0. (54.28)

Introducing a streamfunction for the fluctuating flow, ζ = ∇2ψ, brings the vorticity equation
(54.28) into the form

∂t(∇2ψ) + ẑ · [∇ψ ×∇(∇2ψ + f +∇2ψb)] + ẑ · [∇ψb ×∇(∇2ψ)] = 0. (54.29)

As we show below, this equation supports traveling plane vorticity waves. It is notable that it has
only one time derivative, which contrasts to all the other wave equations we have encountered in
this book (e.g., equation (51.34) for acoustic waves, equation (52.119) for surface gravity waves,
and equation (53.27) for inertial waves). It leads to an asymmetric phase propagation of the
linear wave fluctuations.

54.3.4 Rossby wave dispersion relation

To develop a dispersion relation we substitute the plane wave ansatz (54.3) into the vorticity
equation (54.29). For the plane wave ansatz to lead to a self-consistent dispersion relation
requires the background vorticity field to be extremely simple. In particular, the background
velocity and background vorticity gradient must both be independent of space

∇f = constant and ub = U x̂ =⇒ ζb = 0, (54.30)

with the first assumption holding for the β plane. In general, these assumptions ensure that
the angular frequency for the plane wave is independent of space. In Section 54.5 we consider a
slightly less trivial background state that supports edge waves rather than plane waves.

Given our focus on plane waves, assume a domain without boundaries and consider a
horizontal traveling plane wave ansatz in the form of equation (54.6). Plugging this ansatz into
the vorticity equation (54.29), and recalling that u · ∇ζ = 0 for a plane wave as discussed in
Section 54.2.3, leads to

A sin(k · x− ω t)[−ω |k|2 + (k · ub) |k|2 − (ẑ × k) · ∇f ] = 0. (54.31)

This equation is generally satisfied only when the bracketed term vanishes, which gives the
dispersion relation that expresses the angular frequency as a function of the wavevector, the
base flow, and geophysical parameters

ϖ = k · ub︸ ︷︷ ︸
Doppler

+(k × ẑ) · ∇f/|k|2︸ ︷︷ ︸
planetary vorticity gradient

= kx (U − β/|k|2). (54.32)

4An alternative notation is to write ζ = ζ′ + ζb, where ζ
′ is the fluctuating vorticity. We choose the notation

in equation (54.26) to reduce the abundance of primes appearing in the equations.
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As noted at the end of Section 54.3.2, the Rossby wave dispersion relation (54.32) results from a
wave equation with only a single time derivative. We commented in Section 49.3.3 on such wave
equations as being notable for possessing a preferred direction for wave propagation, which we
see in Section 54.3.6 results in Rossby waves having a phase that moves westward.

Doppler shift from the base flow

The term
ϖDoppler ≡ k · ub = kx U (54.33)

provides a shift in the angular frequency relative to the case with zero base flow. If the wave
direction is aligned with the base flow, then ϖDoppler > 0, so that the angular frequency of
the wave is increased. In contrast, the wave frequency is decreased when the wave is directed
anti-parallel to the base flow. This frequency shift is referred to as a Doppler shift. A Doppler
shift is familiar from acoustic waves when, for example, the frequency of a train whistle received
by a stationary listener is higher when the train approaches and lower when it is moving away.

Rossby waves supported by a gradient in the planetary vorticity

The planetary beta effect leads to the term

ϖβ ≡ −(ẑ × k̂) · ∇f/|k| = −β kx/|k|2, (54.34)

which gives rise to the planetary wave or planetary Rossby wave. We see that planetary Rossby
waves rely on planetary curvature, in which case β ̸= 0. Equivalently, planetary Rossby waves
rely on a nonzero gradient in the planetary vorticity, ∇f = β ŷ, so that planetary Rossby waves
do not exist on an f -plane.

The dispersion relation (54.34) reveals that long planetary waves (small wavenumber) have
higher angular frequency than short planetary waves. The maximum angular frequency is given
by the Rossby wave with zero meridional wavenumber

ωβ-max = β/|kx|. (54.35)

This frequency corresponds to a purely zonal Rossby wave with no meridional structure. Corre-
spondingly, the transverse nature of the waves means that fluid particles are moving meridionally
in the presence of a zonal Rossby wave. Evidently, the frequency of the waves is directly related
to the degree to which fluid particles move through the background potential vorticity field,
with highest frequency for particles moving meridionally and zero frequency for particles moving
zonally.

We compute the ratio of the maximum angular frequency for a Rossby wave to the central
value of the Coriolis parameter, fo, used for the beta-plane approximation (Section 24.5)

ωβ-max/fo = β/|kx fo| = β Lx/|fo| ≪ 1. (54.36)

In this equation we set the zonal wavenumber equal to the inverse of a zonal length scale of the
flow, kx = 1/Lx. The ratio β Lx/|fo| is much less than unity so long as the β-plane approximation
is accurate.5 We thus see that the maximum angular frequency of the Rossby waves is much
smaller than the Coriolis frequency, thus making the planetary Rossby wave a sub-inertial wave.

5See Section 24.5.4 for more on the β-plane approximation.
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54.3.5 Extrinsic and intrinsic angular frequency

We here introduce some terminology sometimes applied to waves in the presence of a background
mean flow. For this purpose, consider again the dispersion relation, ϖ, given by equation (54.32).
This relation renders the angular frequency as measured by an observer stationary with respect
to the moving frame. As such, it is sometimes referred to as the ground-based frequency or the
extrinsic frequency

extrinsic frequency = ϖ = k · ub + (k × ẑ) · ∇f/|k|2 = kx (U − β/|k|2). (54.37)

The frequency measured by an observer moving with the background flow does not have a
Dopper contribution, motivating the name intrinsic frequency

intrinsic frequency = ϖ − k · ub = −β/|k|2. (54.38)

The intrinsic frequency is also sometimes referred to as the Doppler-shifted frequency, but that
name should perhaps more clearly be the “frequency with the Doppler shift removed”.

The above definitions for extrinsic and intrinsic angular frequencies accord with the conven-
tional definitions. However, it is notable than Section 6.2 of Sutherland (2010) offers the exact
opposite definitions. One should thus be mindful of these different naming conventions.

54.3.6 Concerning the westward phase velocity

The phase velocity, cp = (ω/|k|) k̂ (see equation (49.26)), takes on the following form for a
barotropic Rossby wave6

cp = k̂
[
k̂ ·ub−(ẑ× k̂) ·∇f/|k|2

]
= k̂

[
k̂ ·ub+ k̂ ·(ẑ×∇f)/|k|2

]
= k̂ (k̂ · x̂) (U−β /|k|2). (54.39)

The phase velocity arising from planetary beta

[cp]β = −β k̂ (x̂ · k̂)/|k|2 (54.40)

has a sign-definite zonal component[
cp · x̂

]
β
= −(x̂ · k̂)2/|k|2 = −k2x β/|k|4 < 0. (54.41)

We depict this property of the Rossby wave phase velocity in Figure 54.4. This westward phase
propagation holds for both hemispheres since β ≥ 0 over the globe. Furthermore, the westward
propagation is larger in magnitude at lower latitudes where β is larger, with a ratio given by[

cp(ϕ1) · x̂
]
β[

cp(ϕ2) · x̂
]
β

=
cosϕ1
cosϕ2

. (54.42)

For example, cp(ϕ1) · x̂ at 60◦ latitude is one-half that at the equator. Both the westward
phase propagation and the faster phase speed at lower latitudes are canonical features of
planetary Rossby waves. These properties are readily seen in large-scale flow patterns in both
the atmosphere and ocean.

6In this book, we eschew the notion of components to the phase speed since the phase speed is not a vector
and so it has no components. Rather, as discussed in Section 49.5.2, the phase speed is the magnitude of the
phase velocity, Cp = cp · k̂ = ω/|k| ≥ 0, with the phase velocity cp = Cp k̂.
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Figure 54.4: Illustrating the westward phase propagation of a planetary Rossby wave. In this case the westward
unit vector is ŵ = −x̂, and the phase velocity is projected in the westward direction,

[
cp · ŵ

]
β
> 0. We show

two possible wavevectors, k = kx x̂+ ky ŷ, with kx < 0 so the wavevector has a westward component, but the
meridional component can be either positive or negative.

Westward phase velocity implied by positive angular frequency

Another indication that Rossby waves have a westward phase propagation is to recall that the
angular frequency of a wave is positive (Section 49.2.3). This convention is maintained by noting
that the direction of the phase propagation is carried by the wavevector

k = x̂ kx + ŷ ky, (54.43)

rather than allowing the angular frequency to be negative.7 Planetary Rossby waves in two-
dimensional non-divergetnt barotropic flow have the dispersion relation (54.34)

ϖβ = −β kx/|k|2. (54.44)

The resulting angular frequency is positive if kx < 0, meaning that propagating planetary waves
have a westward component to the phase velocity.

The result (54.44) generalizes by considering the dispersion relation arising from a more
general background potential vorticity8

ϖbase+β ≡ −(ẑ × k̂) · ∇Qb/|k|, (54.45)

with non-negative values assured only for wavevectors oriented in the pseudo-westward direction
so that

(ẑ × k̂) · ∇Qb = −(ẑ ×∇Qb) · k̂ = −(k̂ · ŵ) |ẑ ×∇Qb| < 0, (54.46)

where we introduced the pseudo-westward unit vector

ŵ ≡ ẑ ×∇Qb

|ẑ ×∇Qb|
. (54.47)

Emphasizing the special nature of the westward phase velocity

The westward phase velocity is a very distinct feature of Rossby waves. As seen in Section 54.3.1,
it results from the constraint of material conservation of potential vorticity in the presence of a
background potential vorticity gradient. Other waves that we have studied, such as acoustic
waves (Chapter 51), surface waves (Chapter 52), and inertial waves (Chapter 53), support an
arbitrary orientation for their phase velocity. As a result, a source for these sorts of waves will

7Our use of a positive angular frequency is not universally maintained in the literature. For example, Pedlosky
(2003) considers ω < 0 for Rossby waves.

8For the angular frequency to be independent of spatial position (assumed for plane waves) requires ∇Qb to
be spatially independent. See discussion in Section 54.3.2 for more on the restrictions of the background flow
enabling plane waves.
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generate waves whose phases are oriented in directions constrained by details of the source rather
than by any intrinsic property of the waves. In contrast, an arbitrary source for Rossby waves
can only produce Rossby waves with a westward oriented phase. There are no Rossby waves
with an eastward phase propagation. In this manner, Rossby waves are anisotropic waves.

54.3.7 Stationary Rossby waves
Stationary Rossby waves have zero phase velocity, which occurs if the base flow satisfies

cp = 0 =⇒ k̂ · x̂ (U − β/|k|2) = 0. (54.48)

That is, the zonal portion of the Doppler shift exactly cancels the westward phase propagation
from planetary β

U = β/|k|2. (54.49)

The corresponding wavelength, Λ = 2π/|k|, is given by

Λstationary = 2π
√
U/β. (54.50)

For example, assuming an eastward base flow speed of U = 1 m s−1 (as in portions of the
Antarctic Circumpolar Current) at ϕ = 60◦S, where β = (2Ω/R) cosϕ ≈ 1.14× 10−11 m−1 s−1,
renders a stationary barotropic Rossby wavelenth of Λstationary ≈ 1860 km, whereas for the
atmosphere with ub · x̂ = 25 m s−1 we find Λstationary ≈ 9300 km. Evidently, at these large scales
the Rossby waves feel the Coriolis acceleration and thus properly earn the name planetary wave.

54.3.8 Group velocity
If Rossby waves were non-dispersive, then the westward phase velocity would introduce a puzzle:
how can all the wave energy propagate only in the westward direction? Since wave energy follows
the group velocity (Section 49.6), would there be an unbounded accumulation of Rossby wave
energy in the western side of a domain? In fact, this puzzle does not arise since Rossby waves
are dispersive, with their group velocity not constrained to be westward. We here introduce the
group velocity and then follow up in Sections 54.4.1 and 54.4.2 by focusing on the group and
phase velocities for planetary Rossby waves.

The Rossby wave group velocity, cg = ∇kϖ, is given by

cg = ub +
ẑ ×∇f − 2 k̂ [k̂ · (ẑ ×∇f)]

|k|2 = U x̂− β [x̂− 2 k̂ (k̂ · x̂)]
|k|2 . (54.51)

The presence of U ̸= 0 signals the bulk transport of a Rossby wave packet by the base flow. The
remaining terms can be related to the phase velocity (54.39) by projecting onto the wavevector
direction

(cg − cp) · k̂ = 2β x̂ · k̂/|k|2. (54.52)

Since wave dispersion is signaled by a difference between the phase velocity and group velocity,
equation (54.52) indicates that Rossby wave dispersion arises from a nonzero gradient in the
planetary vorticity, ∇Qb = ∇f = β ŷ, along with a nonzero projection of the wavevector onto
the westward direction.

54.4 Geometry of planetary Rossby waves
We here focus on some special properties of planetary Rossby waves revealed by studying the
geometry of the group velocity using a diagrammatic method developed by Longuet-Higgins
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(1964).

54.4.1 Group and phase velocities for planetary Rossby waves

We start by focusing on the relation between group and phase velocities for planetary Rossby
waves. The β contribution to the group velocity (54.51) is given by

[cg]β =
β [(k2x − k2y) x̂+ 2 kx ky ŷ]

|k|4 =⇒ [cg · cg]β = β2/|k|4. (54.53)

Recall the westward component of the phase velocity arising from planetary beta as discussed in
Section 54.3.6. In contrast, the zonal component to the group velocity

[cg · x̂]β =
β (k2x − k2y)
|k|4 = −[cp · x̂]β −

β k2y
|k|4 , (54.54)

can be directed in either direction. Note that to reach this equality we used equation (54.41) for
[cp · x̂]β.

Evidently, the group velocity (54.53) for planetary Rossby waves depends on the shape of
the wave as characterized by (k2x − k2y) x̂+ 2 kx ky ŷ. Consequently, the group velocity has the
following properties for its zonal component

[cg · x̂]β > 0 if k2x > k2y ⇒ eastward cg for short zonal planetary waves (54.55a)

[cg · x̂]β < 0 if k2x < k2y ⇒ westward cg for long zonal planetary waves (54.55b)

[(cg + cp) · x̂]β = 0 if ky = 0 ⇒ eastward cg for ky = 0 planetary waves. (54.55c)

Wave energy moves eastward in packets of zonally short (k2x > k2y) planetary Rossby waves,
whereas wave energy is westward in zonally long (k2x < k2y) planetary Rossby waves. That
is, zonally elongated Rossby waves have westward group velocity whereas zonally compressed
Rossby waves have eastward group velocity, where “elongated” and “compressed” are relative to
the meridional structure. Indeed, if ky = 0, in which case there is no meridional structure to the
wave, then Rossby waves of any zonal wavenumber have eastward group velocity, even while the
phase velocity is westward

[cg · x̂]β = −[cp · x̂]β > 0 if ky = 0. (54.56)

This property is consistent with the ratio

[cp · cp]β
[cg · cg]β

=
k2x
|k|2 = (k̂ · x̂)2, (54.57)

which then allows us to write the dispersion relation in the form

[ω2]β = |k|2 [cp · cp]β = k2x [cg · cg]β. (54.58)

54.4.2 Dispersion circle for planetary Rossby waves

Figure 54.5 illustrates the geometry of the phase and group velocity as realized for planetary
Rossby waves. We refer to this diagram as the dispersion circle, and it arises from noting that
the dispersion relation, ω = −β kx/|k|2, can be written as an equation for a circle in the (kx, ky)
plane

[kx + β/(2ω)]2 + k2y = [β/(2ω)]2. (54.59)
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R1

<latexit sha1_base64="VR+ceqLNvZqaH90xTXPLTYg2fXU=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlFa+xgoWxIPqQ0qhyXKe1ajuR7SBVUT6DFf6DP2FjQ6x8AW6bAdoc6UpH59yre+8JYkaVdpwPq7S2vrG5Vd62d3b39g8q1cOOihKJSRtHLJK9ACnCqCBtTTUjvVgSxANGusHkbuZ3n4lUNBJPehoTn6ORoCHFSBvJS/sBh4/ZIG1kg0rNqTtzwFXi5qQGcrQGVeu4P4xwwonQmCGlPNeJtZ8iqSlmJLP7iSIxwhM0Ip6hAnGi/HR+cwbPjDKEYSRNCQ3n6t+JFHGlpjwwnRzpsVr2ZmKhRxQVutAJeJHsJTq88VMq4kQTgReXhQmDOoKzxOCQSoI1mxqCsKTmOYjHSCKsTa4Fq23bROkuB7dKOo26e1W/fLioNW/zUMvgBJyCc+CCa9AE96AF2gCDCLyAV/BmvVuf1pf1vWgtWfnMEfgH6+cXJhCr/Q==</latexit>

R2

<latexit sha1_base64="pvIovAgJ/+pn25IbPzICG05U3AI=">AAACOHicbVDLSsNAFJ34rPHV6sKFm8EiuCpJ8bUsunFZwT4gDWUynbRD5xFmJkIJ/Qy3+h/+iTt34tYvcNpmoW0OXDiccy/33hMljGrjeR/O2vrG5tZ2acfd3ds/OCxXjtpapgqTFpZMqm6ENGFUkJahhpFuogjiESOdaHw/8zvPRGkqxZOZJCTkaChoTDEyVgqyXsTheNrP6tN+uerVvDngKvFzUgU5mv2Kc9IbSJxyIgxmSOvA9xITZkgZihmZur1UkwThMRqSwFKBONFhNr95Cs+tMoCxVLaEgXP170SGuNYTHtlOjsxIL3szsdAjmgpT6ES8SA5SE9+GGRVJaojAi8vilEEj4SwxOKCKYMMmliCsqH0O4hFSCBuba8Fq17VR+svBrZJ2veZf164eL6uNuzzUEjgFZ+AC+OAGNMADaIIWwECCF/AK3px359P5cr4XrWtOPnMM/sH5+QVTR6wW</latexit>

k2

<latexit sha1_base64="6e+hzFawVZqpKawRP+ypuMRxAKU=">AAACOHicbVDLSsNAFJ3UV62vVhcu3AwWwVVJxNey6MZlBfuANJTJdNIOnUeYmQgl5DPc6n/4J+7ciVu/wGmbhbY5cOFwzr3ce08YM6qN6344pbX1jc2t8nZlZ3dv/6BaO+xomShM2lgyqXoh0oRRQdqGGkZ6sSKIh4x0w8n9zO8+E6WpFE9mGpOAo5GgEcXIWMlP+yGHk2yQetmgWncb7hxwlXg5qYMcrUHNOe4PJU44EQYzpLXvubEJUqQMxYxklX6iSYzwBI2Ib6lAnOggnd+cwTOrDGEklS1h4Fz9O5EirvWUh7aTIzPWy95MLPSIpsIUOiEvkv3ERLdBSkWcGCLw4rIoYdBIOEsMDqki2LCpJQgrap+DeIwUwsbmWrC6UrFResvBrZLORcO7blw9Xtabd3moZXACTsE58MANaIIH0AJtgIEEL+AVvDnvzqfz5XwvWktOPnME/sH5+QVRfKwV</latexit>

k1

<latexit sha1_base64="4G1IppEKzUsYzT/noD6rqWWT+20=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlvMcKFsaC6ENKo8pxndaq7US2g1RF+QxW+A/+hI0NsfIFuG0GaHOkKx2dc6/uvSeIGVXacT6s0srq2vpGedPe2t7Z3atU99sqSiQmLRyxSHYDpAijgrQ01Yx0Y0kQDxjpBOO7qd95JlLRSDzpSUx8joaChhQjbSQv7QUcPmb99DzrV2pO3ZkBLhM3JzWQo9mvWoe9QYQTToTGDCnluU6s/RRJTTEjmd1LFIkRHqMh8QwViBPlp7ObM3hilAEMI2lKaDhT/06kiCs14YHp5EiP1KI3FQs9oqjQhU7Ai2Qv0eGNn1IRJ5oIPL8sTBjUEZwmBgdUEqzZxBCEJTXPQTxCEmFtci1YbdsmSncxuGXSPqu7V/XLh4ta4zYPtQyOwDE4BS64Bg1wD5qgBTCIwAt4BW/Wu/VpfVnf89aSlc8cgH+wfn4BJ9ur/g==</latexit>

R3

<latexit sha1_base64="11s3cJYagmhrqqJQx6kIIlqLPw0=">AAACOHicbVC7TsMwFLV5lvBqYWBgsaiQmKqE91jBwlgk+pDSqHJcp7VqO5HtIFVRPoMV/oM/YWNDrHwBbpsB2h7pSkfn3Kt77wkTzrRx3Q+4srq2vrFZ2nK2d3b39suVg5aOU0Vok8Q8Vp0Qa8qZpE3DDKedRFEsQk7b4eh+4refqdIslk9mnNBA4IFkESPYWMnPuqFAo7yXXeS9ctWtuVOgReIVpAoKNHoVeNTtxyQVVBrCsda+5yYmyLAyjHCaO91U0wSTER5Q31KJBdVBNr05R6dW6aMoVrakQVP170SGhdZjEdpOgc1Qz3sTcalHNZNmqROKZbKfmug2yJhMUkMlmV0WpRyZGE0SQ32mKDF8bAkmitnnEBlihYmxuS5Z7Tg2Sm8+uEXSOq9517Wrx8tq/a4ItQSOwQk4Ax64AXXwABqgCQiIwQt4BW/wHX7CL/g9a12Bxcwh+Af48wtVEqwX</latexit>

k3

<latexit sha1_base64="QC4bdIOaz61e5J6sVVNhtPVv9BE=">AAACOHicbVDLSsNAFJ34rPXV6sKFm8EiuCqJ1Mey6MZlBfuANJTJdNIOnUeYmQgl5DPc6n/4J+7ciVu/wGmbhbY5cOFwzr3ce08YM6qN6344a+sbm1vbpZ3y7t7+wWGletTRMlGYtLFkUvVCpAmjgrQNNYz0YkUQDxnphpP7md99JkpTKZ7MNCYBRyNBI4qRsZKf9kMOJ9kgbWSDSs2tu3PAVeLlpAZytAZV56Q/lDjhRBjMkNa+58YmSJEyFDOSlfuJJjHCEzQivqUCcaKDdH5zBs+tMoSRVLaEgXP170SKuNZTHtpOjsxYL3szsdAjmgpT6IS8SPYTE90GKRVxYojAi8uihEEj4SwxOKSKYMOmliCsqH0O4jFSCBuba8HqctlG6S0Ht0o6l3Xvun712Kg17/JQS+AUnIEL4IEb0AQPoAXaAAMJXsAreHPenU/ny/letK45+cwx+Afn5xdW3awY</latexit>

k4

<latexit sha1_base64="C3N5ntX3j0Ic1w1zpA8UdTwnhvA=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlqDzGChbGguhDSqPKcZ3Wqu1EtoNURfkMVvgP/oSNDbHyBbhtBmhzpCsdnXOv7r0niBlV2nE+rNLa+sbmVnnb3tnd2z+oVA87KkokJm0csUj2AqQIo4K0NdWM9GJJEA8Y6QaTu5nffSZS0Ug86WlMfI5GgoYUI20kL+0HHD5mg7SRDSo1p+7MAVeJm5MayNEaVK3j/jDCCSdCY4aU8lwn1n6KpKaYkczuJ4rECE/QiHiGCsSJ8tP5zRk8M8oQhpE0JTScq38nUsSVmvLAdHKkx2rZm4mFHlFU6EIn4EWyl+jwxk+piBNNBF5cFiYM6gjOEoNDKgnWbGoIwpKa5yAeI4mwNrkWrLZtE6W7HNwq6VzU3av65UOj1rzNQy2DE3AKzoELrkET3IMWaAMMIvACXsGb9W59Wl/W96K1ZOUzR+AfrJ9fKaar/w==</latexit>

R4

<latexit sha1_base64="WOFhpkuSIMmyxeiCwp4W2RCOVQw=">AAACTnicbVDLahtBEJyVnURWHpbsgw8+ZLAI5CR2je3kEhDJJUcHogdohegdtaTB81hmekPEoqO/xtfkP3LNj/gWkpGsgyOpYKCo6qanKsuV9BTHv6PK3v6Tp8+qB7XnL16+Oqw3jrreFk5gR1hlXT8Dj0oa7JAkhf3cIehMYS+7+bT0e9/QeWnNV5rnONQwNXIiBVCQRvXXqdU4Bf6Bpzqz38vUa1CKC2s8gaHFqN6MW/EKfJska9Jka1yPGtFJOrai0GhIKPB+kMQ5DUtwJIXCRS0tPOYgbmCKg0ANaPTDcpVkwd8EZcwn1oVniK/UxxslaO/nOguTGmjmN72luNNDL0OaXU6md8mDgibvh6U0eUFoxMPPJoXiZPmyRz6WDgWpeSAgnAzhuJiBA0Gh7R2na7VQZbJZ3DbpnreSq9bll4tm++O61Co7ZWfsLUvYO9Zmn9k16zDBbtkd+8F+Rr+i++hP9PdhtBKtd47Zf6hU/wEdh7PE</latexit>

! = constant

<latexit sha1_base64="mg/jp9ZbSUDuuGpz1ZBRrwN8tGk=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGbEM/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6ehmnk=</latexit>

x̂

<latexit sha1_base64="st5C0/ftaTlBXKfKk8b7kehvhIk=">AAACCXicbVDLSgMxFM3UV62vqks3wSK4KjMi1WXRjcsK9gEzQ8mkmTY0jyHJCMPQL3DtVr/Bnbj1K/wE/8K0HcS2HggczrmXc3OihFFtXPfLKa2tb2xulbcrO7t7+wfVw6OOlqnCpI0lk6oXIU0YFaRtqGGklyiCeMRINxrfTv3uI1GaSvFgsoSEHA0FjSlGxkp+MEImDyIOs0m/WnPr7gxwlXgFqYECrX71OxhInHIiDGZIa99zExPmSBmKGZlUglSTBOExGhLfUoE40WE+O3kCz6wygLFU9gkDZ+rfjRxxrTMe2UmOzEgve1PxP89PTXwd5lQkqSECz4PilEEj4fT/cEAVwYZlliCsqL0V4hFSCBvb0kJKxH8DbDfechOrpHNR9xr1xv1lrXlTtFQGJ+AUnAMPXIEmuAMt0AYYSPAMXsCr8+S8Oe/Ox3y05BQ7x2ABzucPqT2aeg==</latexit>

ŷ

Figure 54.5: Dispersion circle for planetary Rossby waves, with this diagram orienting the group velocity
and phase velocity in wavevector space, (kx, ky). The angular frequency, ω, determines a particular dispersion
circle. We depict four example wavevectors, k = kx x̂+ ky ŷ, that orient the phase velocity, cp = k̂ω/|k|. Each
wavevector extends from the origin to a point on the dispersion circle perimeter, [kx + β/(2ω)]2 + k2y = [β/(2ω)]2,
with the circle having center at kcenter = −β/(2ω) x̂ and radius β/(2ω). Each wavevector has an associated group
velocity orientation vector, R = −k − β/(2ω) x̂, that points from the circle perimeter to the circle center. The
group velocity is westward for those wavevectors that intersect the circle perimeter within the gray-shaded region.
Such wavevectors characterize Rossby waves with zonal wavenumbers that are smaller than their meridional
wavenumbers; i.e., relatively long zonal Rossby waves. The group velocity has an eastward component for
wavevectors outside the gray region, with the lines k2x = k2y separating these regions where the group velocity is
eastward or westward. Such wavevectors characterize Rossby waves with zonal wavenumbers that are larger than
their meridional wavenumbers; i.e., relatively short zonal Rossby waves. The group velocity for wavevector k1 is
exactly southward; for k2 it is southeastward; for k3 it is exactly northward, and for k4 it is northwestward. This
figure is taken after Longuet-Higgins (1964).
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54.4. GEOMETRY OF PLANETARY ROSSBY WAVES

The center of the circle is at the wavevector

kcenter = −β/(2ω) x̂, (54.60)

and with a radius equal to β/(2ω). The circle has angular frequency, ω, acting as a parameter,
with lower frequency Rossby waves yielding larger circles. We further reveal the geometry of the
group velocity (54.53) by writing it in the form

[cg]β =
β [(k2x − k2y) x̂+ 2 kx ky ŷ]

|k|4 = −2ω
[
[kx + β/(2ω)] x̂+ ky ŷ

]
|k|2 . (54.61)

Furthermore, we introduce the group velocity orientation vector

R = −k − β/(2ω) x̂ = −[kx + β/(2ω)] x̂− ky ŷ with |R| = β/(2ω), (54.62)

so that the group velocity can be written in the rather tidy form

[cg]β = 2ωR/|k|2. (54.63)

Notice that R has magnitude equal to the radius of the circle. Furthermore, this vector points
from the circle perimeter to the circle center, as seen since R+ k = −β/(2ω) x̂ = kcenter.

The geometry depicted in Figure 54.5 partitions the group velocity according to the wavevector.
Again, the phase velocity always has a westward component, yet the group velocity can be
westward or eastward. Additionally, for each angular frequency there is one wave whose group
velocity is precisely northward and another that is southward. The squared magnitude of the
group velocity is given by equation (54.53)

[cg · cg]β = β2/|k|4, (54.64)

so that longer waves (smaller wavenumber) have higher group velocity magnitude.

54.4.3 Reflection of planetary Rossby waves

The diagrammatic method developed in Section 54.4.2 provides a basis to characterize the
reflection of Rossby wave packets from a smooth solid boundary. In the left panel of Figure 54.6
we depict a straight and smooth wall sloped with angle γ in the counter-clockwise direction
from the positive x-axis. An incident southwestward group velocity carries a Rossby wave
packet to the wall at an angle, θi, relative to the wall’s normal direction, n̂. We assume the
group velocity represents a packet whose central carrier Rossby wave has a wavevector ki, and
seek information about the reflected wave packet’s carrier wavevector, kr. Geometric optics
from Section 50.3 provides the foundation for the approach taken in the following, in which
we describe a diagrammatic approach for understanding how the wave packet reflects. Details
are summarized in the right panel of Figure 54.6. We assume that the waves reflect from the
boundary without dissipation (i.e., perfectly smooth and straight wall), so that reflection only
involves kinematic boundary conditions.

Kinematic boundary condition at the wall

The kinematic boundary condition along the wall requires the velocity of fluid particles in the
wave to have zero normal component at the wall, so that the the streamfunction must be constant
along the wall

u · n̂ = (ẑ ×∇ψ) · n̂ = (n̂× ẑ) · ∇ψ = −t̂ · ∇ψ = 0, (54.65)
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<latexit sha1_base64="scbxO2ooVTzKipjdSM0l+xcznd0=">AAACM3icbVDLSgNBEOzxGeMr0YMHL4tB8BR2xdcx6MVjBPOAZAmzk9lkzMzsMjMrhCX/4FX/w48Rb+LVf3CS7EGTLWgoqrrp7gpizrRx3Q+0srq2vrFZ2Cpu7+zu7ZfKB00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHd1G89U6VZJB/NOKa+wAPJQkawsVKzO8BC4F6p4lbdGZxl4mWkAhnqvTI66vYjkggqDeFY647nxsZPsTKMcDopdhNNY0xGeEA7lkosqPbT2bkT59QqfSeMlC1pnJn6dyLFQuuxCGynwGaoF72pmOtRzaTJdQKRJ3cSE974KZNxYqgk88vChDsmcqZhOX2mKDF8bAkmitnnHDLEChNjI81ZXSzaKL3F4JZJ87zqXVUvHy4qtdss1AIcwwmcgQfXUIN7qEMDCDzBC7zCG3pHn+gLfc9bV1A2cwj/gH5+AT0wqgw=</latexit>�
<latexit sha1_base64="bsFgK1LMxtALLvd2EvtmwdENRU0=">AAACQ3icbVDJSgNBEO2JW4xbXMCDl8YgRNA4I27HoBePEYwKmRB6OpWkSXfP0F0jxJB/8ar/4Uf4Dd7Eq2An5uCSBwWP96qoqhclUlj0/VcvMzU9MzuXnc8tLC4tr+RX125snBoOVR7L2NxFzIIUGqooUMJdYoCpSMJt1L0Y+rf3YKyI9TX2Eqgr1taiJThDJzXyG/thBMgOioc03KNhrKDNdhv5gl/yR6D/STAmBTJGpbHqbYbNmKcKNHLJrK0FfoL1PjMouIRBLkwtJIx3WRtqjmqmwNb7o/MHdMcpTdqKjSuNdKT+nOgzZW1PRa5TMezYv95QnOiBFRonOpGaJNdSbJ3V+0InKYLm35e1UkkxpsPwaFMY4Ch7jjBuhHuO8g4zjKOLeMLqXM5FGfwN7j+5OSwFJ6Xjq6NC+XwcapZskW1SJAE5JWVySSqkSjh5II/kiTx7L96b9+59fLdmvPHMOvkF7/MLf7Subg==</latexit>

��/(2!)

<latexit sha1_base64="WOFhpkuSIMmyxeiCwp4W2RCOVQw=">AAACTnicbVDLahtBEJyVnURWHpbsgw8+ZLAI5CR2je3kEhDJJUcHogdohegdtaTB81hmekPEoqO/xtfkP3LNj/gWkpGsgyOpYKCo6qanKsuV9BTHv6PK3v6Tp8+qB7XnL16+Oqw3jrreFk5gR1hlXT8Dj0oa7JAkhf3cIehMYS+7+bT0e9/QeWnNV5rnONQwNXIiBVCQRvXXqdU4Bf6Bpzqz38vUa1CKC2s8gaHFqN6MW/EKfJska9Jka1yPGtFJOrai0GhIKPB+kMQ5DUtwJIXCRS0tPOYgbmCKg0ANaPTDcpVkwd8EZcwn1oVniK/UxxslaO/nOguTGmjmN72luNNDL0OaXU6md8mDgibvh6U0eUFoxMPPJoXiZPmyRz6WDgWpeSAgnAzhuJiBA0Gh7R2na7VQZbJZ3DbpnreSq9bll4tm++O61Co7ZWfsLUvYO9Zmn9k16zDBbtkd+8F+Rr+i++hP9PdhtBKtd47Zf6hU/wEdh7PE</latexit>

! = constant

<latexit sha1_base64="ultH3idz/FhF9fBVI17GaQbvpxs=">AAACSHicbVDJSgNBEO2JW4xbogcRL41B8BRmxO0Y9OIxilkgE0JPpydp7O4ZumvEMAx+jVf9D//Av/Am3uwsB03yoODxXhVV9YJYcAOu++nklpZXVtfy64WNza3tnWJpt2GiRFNWp5GIdCsghgmuWB04CNaKNSMyEKwZPN6M/OYT04ZH6gGGMetI0lc85JSAlbrFg9QPJL7Puqkvg+g59YGrIe7zLOsWy27FHQPPE29KymiKWrfk7Pu9iCaSKaCCGNP23Bg6KdHAqWBZwU8Miwl9JH3WtlQRyUwnHf+Q4WOr9HAYaVsK8Fj9O5ESacxQBrZTEhiYWW8kLvSY4QoWOoFcJLcTCK86KVdxAkzRyWVhIjBEeJQg7nHNKIihJYRqbp/DdEA0oWBzXrC6ULBRerPBzZPGacW7qJzfnZWr19NQ8+gQHaET5KFLVEW3qIbqiKIX9Ire0Lvz4Xw5387PpDXnTGf20D/kcr+jcrGj</latexit>

Rgi

<latexit sha1_base64="/y5bxvLRikyDQ8irqol5Zuq+/4s=">AAACR3icbVDJSgNBEO2JWxy3RA8KXhqD4CnMiNsx6MVjBLNAJoSeTidp0t0zdNeIYRi/xqv+h5/gV3gTj3aWgyZ5UPB4r4qqemEsuAHP+3RyK6tr6xv5TXdre2d3r1Dcr5so0ZTVaCQi3QyJYYIrVgMOgjVjzYgMBWuEw7ux33hi2vBIPcIoZm1J+or3OCVgpU7hKA1CiYdZJw1kGD2nAXA1wjzLOoWSV/YmwIvEn5ESmqHaKTqHQTeiiWQKqCDGtHwvhnZKNHAqWOYGiWExoUPSZy1LFZHMtNPJCxk+tUoX9yJtSwGeqH8nUiKNGcnQdkoCAzPvjcWlHjNcwVInlMvkVgK9m3bKVZwAU3R6WS8RGCI8DhB3uWYUxMgSQjW3z2E6IJpQsDEvWe26Nkp/PrhFUj8v+1fly4eLUuV2FmoeHaMTdIZ8dI0q6B5VUQ1R9IJe0Rt6dz6cL+fb+Zm25pzZzAH6h5zzC+qxsUs=</latexit>

ki

<latexit sha1_base64="rpFudlhMvcSPHU0mBSe0o0XjwiY=">AAACRnicbVDLSgNBEOyN7/iKevDgZTAInsKu+DqKXjwqGBWyIcxOOmZwZnaZ6RXDsl/jVf/DX/AnvIlXJzEHHyloKKq66e5KMiUdheFbUJmanpmdm1+oLi4tr6zW1tavXZpbgU2RqtTeJtyhkgabJEnhbWaR60ThTXJ/NvRvHtA6mZorGmTY1vzOyJ4UnLzUqW3G1EfinSLWSfpYxCTNgNmy7NTqYSMcgf0n0ZjUYYyLzlqwGXdTkWs0JBR3rhWFGbULbkkKhWU1zh1mXNzzO2x5arhG1y5GH5Rsxytd1kutL0NspP6cKLh2bqAT36k59d1fbyhO9NBJQxOdRE+SWzn1jtuFNFlOaMT3Zb1cMUrZMD/WlRYFqYEnXFjpn2Oizy0X5FOesLpa9VFGf4P7T673GtFh4+Byv35yOg51HrZgG3YhgiM4gXO4gCYIKOEJnuEleA3eg4/g87u1EoxnNuAXKvAFY/6xDg==</latexit>

✓r

<latexit sha1_base64="/FTtCJqOHS00h8Duoexq0Cf67sQ=">AAACRnicbVDLSgNBEOyN7/iKevDgZTAInsKu+DqKXjwqGBWyIcxOOmZwZnaZ6RXDsl/jVf/DX/AnvIlXJzEHHyloKKq66e5KMiUdheFbUJmanpmdm1+oLi4tr6zW1tavXZpbgU2RqtTeJtyhkgabJEnhbWaR60ThTXJ/NvRvHtA6mZorGmTY1vzOyJ4UnLzUqW3G1EfinSLWSfpYxCTNgMmy7NTqYSMcgf0n0ZjUYYyLzlqwGXdTkWs0JBR3rhWFGbULbkkKhWU1zh1mXNzzO2x5arhG1y5GH5Rsxytd1kutL0NspP6cKLh2bqAT36k59d1fbyhO9NBJQxOdRE+SWzn1jtuFNFlOaMT3Zb1cMUrZMD/WlRYFqYEnXFjpn2Oizy0X5FOesLpa9VFGf4P7T673GtFh4+Byv35yOg51HrZgG3YhgiM4gXO4gCYIKOEJnuEleA3eg4/g87u1EoxnNuAXKvAFU9KxBQ==</latexit>
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Figure 54.6: Depicting the reflection of a Rossby wave packet from a solid wall. The left panel shows the wall
sloped at an angle, γ, relative to the positive x-axis. We orient the wall using both its tangential unit vector,
t̂ = ẑ × n̂ = x̂ cos γ + ŷ sin γ, as well as its unit normal, n̂ = x̂ sin γ − ŷ cos γ. The incident wave packet has
group velocity cgi directed to the southwest and reflected group velocity cgr directed to the northeast. The angle of
incidence equals to the angle of reflectance, θi = θr = θ, as required by the kinematic boundary condition (54.67).
The right panel shows the wave packet reflection using the dispersion diagram from Figure 54.5. Since the incident
and reflected wave have the same angular frequency, we can use the same circle for deriving the wavevectors. The
incident and reflected group velocities are oriented by the vectors Rgi (southwest) and Rgr (northeast) that point
from the perimeter to the center of the ω-circle. They both make an angle of θ with respect to the wall’s normal
direction, n̂. The incident and reflected wavevectors satisfy equation (54.72), which says (ki − kr) · t̂ = 0. This
relation provides the means to determine the reflected wavevector, kr using the diagrammatic method illustrated
here. Note that the right panel depicts the orientation of the western wall relative to the wavevectors and group
velocities in wavevector space. One should not interpret this depiction as somehow making the western wall
boundary into an eastern wall.

where we introduced the wall’s unit tangent vector

t̂ = ẑ × n̂ = x̂ cos γ + ŷ sin γ. (54.66)

The streamfunction can be any constant on the wall, which we take to be zero without loss of
generality

ψ(x = xwall, t) = 0, (54.67)

with xwall the coordinate for a point on the wall.

Relating incident and reflected wave properties

Write the velocity streamfunctions for the incident and reflected carrier waves as

ψi = Ai cos(ki · x− ωi t) and ψr = Ar cos(kr · x− ωr t), (54.68)

where Ai and Ar are the real wave amplitudes, ki and kr are the wavevectors, and ωi and ωr

are the angular frequencies. At any point in the fluid, the streamfunction is the sum of the
streamfunctions for the incident and reflected waves

ψ(x, t) = ψi(x, t) + ψr(x, t). (54.69)

Satisfaction of the boundary condition (54.67) requires

Ai cos(ki · xwall − ωi t) +Ar cos(kr · xwall − ωr t) = 0. (54.70)
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For this equality to hold at each point along the wall and for all time requires

ωi = ωr equal incident and reflected angular frequency (54.71a)

Ai = −Ar equal wave amplitudes but opposite sign (54.71b)

(ki − kr) · t̂ = 0 equal projection of wavevectors onto t̂. (54.71c)

The final equality means that there is an equal projection of the incident and reflected wavevectors
onto the wall’s tangential direction. It arises by writing the position for a point on the wall as

xwall = |xwall| t̂ =⇒ ki · t̂ = kr · t̂. (54.72)

Considering the wall to be an extreme case of a static inhomogeneous media, we can connect
these relations to the ray equations in Section 50.3.6. In that discussion we found that a wave
packet moving through a static but inhomogeneous media maintains a constant angular frequency
along a ray, whereas the wavevector changes.

Geometry of the reflection in wavevector space

Our considerations thus far have been generic, holding for any wave packet described by a
wave function such as the velocity streamfunction. To determine further details of the reflected
Rossby wavevector, return to the Rossby wave dispersion diagram in Figure 54.5, depicting the
reflection process in wavevector space. We only need one dispersion circle since both the incident
and reflected waves have the same angular frequency, as required by the kinematic boundary
condition (54.70).

To construct the dispersion diagram we start with the known incident group velocity, cgi,
which is assumed to be directed towards the southwest. Draw the corresponding group velocity
orientation vector, Rgi, from the circle perimeter to the center, also oriented in the same
southwesterly direction. From knowledge of Rgi, draw the incident carrier wavector, ki, extending
from the origin to where Rgi meets the perimeter. Next make use of the kinematic condition
(54.72) that allows us to compute the unique reflected carrier wavevector, kr, constructed by
setting kr · t̂ = ki · t̂. Finally, we can now compute the reflected group velocity orientation vector,
Rgr, which points to the center of the circle from the point where kr hits the circle perimeter. It
is through this construction that we find the incident and reflected group velocities make the
same angle with the wall normal:

θi = θr = θ. (54.73)

Reflections that satisfy this property are known as specular.

Features of the incident and reflected waves

Both the incident and reflected carrier wavevectors have a westward component, as required for
Rossby waves. However, the southwestward orientation of the incident group velocity is reflected
at the wall into a northeastward group velocity. The reflected wave packet, moving eastward,
has a larger zonal wavenumber than the incident wave packet:

|kr| > |ki|. (54.74)

This increase in wavenumber arises from an increase in zonal wavevector component, so that the
zonal wavelength of the waves within the reflected eastward wave packet are shorter than those
in the the incident wave packet. The larger wavenumber decreases the group velocity, so that
the northeastward reflected packet is slower than the southwestward incident packet. In a fluid
with dissipation, such as through viscosity (see Section 25.8), we expect smaller scale features to
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be dissipated more readily than larger scale features. Hence, the northeastward reflected wave
packet is expected to be dissipated more readily than the southwestward incident packet.

The reflection of westerly moving Rossby wave packets off a western boundary hold in their
converse for the reflection at easterly packets hitting an eastern wall. Namely, a slowly moving
easterly wave packet, which is comprised of short wavelength Rossby waves, is reflected off
the eastern wall as a faster moving westerly packet of longer wavelength Rossby waves. These
results have particular relevance to the ocean, such as through middle latitude western boundary
current intensification and the El Niño / Southern Oscillation phenomena in the tropics (see
Vallis (2017) for further discussion).

54.4.4 Further study
In addition to working through the geometry of planetary waves on a β-plane, Longuet-Higgins
(1964) studies planetary waves on a sphere, thus making use of spherical harmonics.

54.5 Edge waves
Edge waves are vorticity fluctuations that live on the interface separating two regions of different
background vorticity.9 As vorticity waves, the edge waves of this section share many features with
planetary Rossby waves studied in Section 54.3. Additionally, edge waves share features with
surface waves studied in Chapter 52, in that they travel along the interface while exponentially
decaying in the direction away from the interface.

54.5.1 Base state and the meridionally modulated wave ansatz
Following the decomposition (54.26) we write the relative vorticity as

ζfull = ζ + ζb (54.75)

where ζb is a static base state vorticity and ζ the vorticity fluctuating around the base state.
The absolute vorticity equation thus takes the form

D(ζ + ζb + f)/Dt = 0, (54.76)

in which we see that the base state vorticity, ζb, plays a role directly analogous to planetary
vorticity, f . This analog allows us to transfer concepts of planetary Rossby waves from Section
54.3 directly over to the edge waves of this section.

We are concerned with a base state comprised of a meridionally dependent zonal flow and
corresponding vorticity

ub = x̂ub(y) and ζb = ζb(y) = −∂yub. (54.77)

In particular, to generate edge waves we assume in Section 54.5.3 that the background vorticity
has a jump at y = y0. The vorticity equation (54.28) describing fluctuations relative to the
background flow (54.77) is given by

∂tζ + (u+ x̂ub) · ∇ζ + v (β + ∂yζb) = 0, (54.78)

which, when introducing the streamfunction ζ = ∇2ψ, leads to

∂t(∇2ψ) + ẑ · [∇ψ ×∇(∇2ψ)] + ub ∂x(∇2ψ) + ∂xψ (β + ∂yζb) = 0. (54.79)

9Sutherland (2010) in his section 2.6.2 refers to edge waves as Rayleigh waves.
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If we substitute the plane wave ansatz (54.3) into the vorticity equation (54.79), assuming
the angular frequency and wavevector are spatially independent, then we are led to

ω = kx ub −
kx (β + ∂yub)

|k|2 inconsistent equation. (54.80)

This equation looks like a straightforward generalization of the Rossby wave dispersion relation
(54.32). However, since the background flow, ub(y), has a meridional dependence, the plane
wave assumption that ω and k are spatial constants is, in fact, flawed. We conclude that the
vorticity equation (54.79) does not admit a plane wave solution when the background flow is not
a constant.

For the case of a background ub(y) that is gently varying, we can make use of the asymptotic
methods from Chapter 50. However, for the edge waves considered in this section we can make
progress with a somewhat simpler approach, in which we assume the streamfunction is a zonal
traveling wave modulated by a meridionally dependant amplitude

ψ(x, y, t) = ψ̃(y) cos(k x− ω t). (54.81)

We pursue this ansatz in the following.

54.5.2 Rayleigh-Kuo equation

The plane wave properties studied in Section 54.2 do not hold for the meridionally modulated
wave (54.81). Consequently, to derive a dispersion relation requires us to linearize the vorticity
equation (54.79), which takes the form

∂t(∇2ψ) + ub ∂x(∇2ψ) + ∂xψ (β + ∂yζb) = 0. (54.82)

Substituting the modulated wave ansatz (54.81) into the linearized vorticity equation (54.82)
gives

∂t(∇2ψ) = ω (−k2 + ∂yy)ψ̃ sin(k x− ω t) (54.83a)

ub ∂x(∇2ψ) = −ub k (−k2 + ∂yy)ψ̃ sin(k x− ω t) (54.83b)

∂xψ (β + ∂yζb) = −k (β + ∂yζb)ψ̃ sin(k x− ω t), (54.83c)

which then leads to the Rayleigh-Kuo equation for the meridional wave amplitude function10

(ub − c) (∂yy − k2) ψ̃ + (β − ∂yyub) ψ̃ = 0 with c = ω/k, (54.84)

which can also be written in the form

∂y[(ub − c) ∂yψ̃ − ψ̃ ∂yub] + [β − k2 (ub − c)] ψ̃ = 0. (54.85)

The Rayleigh-Kuo equation is fundamental to our study of barotropic shear instability in Chapter
61. For current purposes we use it to derive the dispersion relation for edge waves.

10Kuo extended the original Rayleigh equation to account for the β effect. In the absence of β we refer to just
the Rayleigh equation.

page 1540 of 2158 geophysical fluid mechanics



54.5. EDGE WAVES

<latexit sha1_base64="1OfmHDpzwEjfYb27/TGfV6kSq0A=">AAACRHicbVDLSgNBEJz1GeMrUcSDl8EgKErYFV8XQfTiUcEkQrKE2UnHDJmdXWZ6xWXJx3jV//Af/Adv4lWcxD34SEFDUdVNd1cQS2HQdV+dicmp6ZnZwlxxfmFxablUXqmbKNEcajySkb4NmAEpFNRQoITbWAMLAwmNoH8x9Bv3oI2I1A2mMfghu1OiKzhDK7VLayk9pWk7cwd0l7YA2fbDHu60SxW36o5A/xMvJxWS46pddtZbnYgnISjkkhnT9NwY/YxpFFzCoNhKDMSM99kdNC1VLATjZ6P7B3TLKh3ajbQthXSk/pzIWGhMGga2M2TYM3+9oTjWAyMUjnWCcJzcTLB74mdCxQmC4t+XdRNJMaLD9GhHaOAoU0sY18I+R3mPacbRZjxmdbFoo/T+Bvef1Per3lH18Pqgcnaeh1ogG2STbBOPHJMzckmuSI1wkpFH8kSenRfnzXl3Pr5bJ5x8ZpX8gvP5BVEsrtQ=</latexit>

y = y0 + ⌘(x, t)

<latexit sha1_base64="i06zVRU+TPuJL5CjgOvTOMOqxH0=">AAACLnicbVDLSsNAFJ34rPHV6sKFm8EiuCqJ+FoW3bhswT6gDWUyvWmHTiZhZiKE0C9wq//h1wguxK2f4bTNQtscuHA4517uvcePOVPacT6ttfWNza3t0o69u7d/cFiuHLVVlEgKLRrxSHZ9ooAzAS3NNIduLIGEPoeOP3mY+Z1nkIpF4kmnMXghGQkWMEq0kZrpoFx1as4ceJW4OamiHI1BxTrpDyOahCA05USpnuvE2suI1IxymNr9REFM6ISMoGeoICEoL5tfOsXnRhniIJKmhMZz9e9ERkKl0tA3nSHRY7XszcRCDxQTutDxwyK5l+jgzsuYiBMNgi4uCxKOdYRnOeEhk0A1Tw0hVDLzHKZjIgnVJs2C1bZtonSXg1sl7cuae1O7bl5V6/d5qCV0is7QBXLRLaqjR9RALUQRoBf0it6sd+vD+rK+F61rVj5zjP7B+vkFF8Cn9A==</latexit>y

<latexit sha1_base64="x1bMQ6SEPQ7I2IPYZEjpX0zzPFc=">AAACLnicbVDLSsNAFJ2prxpfrS5cuAkWwVVJxNey6MZlC/YBbSiT6U07dDIJMxOxhH6BW/0Pv0ZwIW79DKdtFtrmwIXDOfdy7z1+zJnSjvOJC2vrG5tbxW1rZ3dv/6BUPmypKJEUmjTikez4RAFnApqaaQ6dWAIJfQ5tf3w/89tPIBWLxKOexOCFZChYwCjRRmo890sVp+rMYa8SNyMVlKHeL+Pj3iCiSQhCU06U6rpOrL2USM0oh6nVSxTEhI7JELqGChKC8tL5pVP7zCgDO4ikKaHtufp3IiWhUpPQN50h0SO17M3EXA8UEzrX8cM8uZvo4NZLmYgTDYIuLgsSbuvInuVkD5gEqvnEEEIlM8/ZdEQkodqkmbPaskyU7nJwq6R1UXWvq1eNy0rtLgu1iE7QKTpHLrpBNfSA6qiJKAL0gl7RG37HH/gLfy9aCzibOUL/gH9+ARX2p/M=</latexit>x

<latexit sha1_base64="8GBoC7FbCu6w7L9YyZshjOasNoc=">AAACaXicbZHfShwxFMaz0/pv/bdbLyz1JrgIirrMlGpFKIje9FLBVWFnGDLZs24wyQzJGXE6zLv4NN7a2z5DX6LZcS+s7oHAx+87h+R8STIpLPr+n4b34ePM7Nz8QnNxaXlltdX+dGXT3HDo8VSm5iZhFqTQ0EOBEm4yA0wlEq6Tu7Oxf30PxopUX2KRQaTYrRZDwRk6FLeOyzBRNK/iMqjoDxqOGNbkoaLhHu336C4NfwGy2ndku4hLv9ovdmgUtzp+16+LvhfBRHTIpM7jdmM9HKQ8V6CRS2ZtP/AzjEpmUHAJVTPMLWSM37Fb6DupmQIblfWSFd1yZECHqXFHI63p64mSKWsLlbhOxXBk33pjONUDKzROdRI1DfdzHB5FpdBZjqD5y8uGuaSY0nHEdCAMcJSFE4wb4ZajfMQM4+g+YsrVzaaLMngb3Htx9bUbHHYPLr51Tk4noc6TDbJJtklAvpMT8pOckx7h5JE8kWfyu/HXa3ufvS8vrV5jMrNG/iuv8w93wbiy</latexit>

u1 = x̂ [U + ⇣1 (y0 � y)]

<latexit sha1_base64="TMHjI76xPYae/561t8zT5mUcDBk=">AAACaXicbZHRShwxFIazo7Z21XbXXlT0JnQRLLXLjFQtgiB646WCq8LOMGSyZ91gkhmSM+I4zLv0aXqrtz6DL2F23IuqeyDw8/3nkJw/SSaFRd9/bHgzs3MfPs5/ai4sLn3+0movn9s0Nxx6PJWpuUyYBSk09FCghMvMAFOJhIvk+mjsX9yAsSLVZ1hkECl2pcVQcIYOxa29MkwUzau43KroPg1HDGtyW9Fwk/Z79CcN7wBZ7TuyUcSlX/0qftAobnX8rl8XfS+CieiQSZ3E7ca3cJDyXIFGLpm1/cDPMCqZQcElVM0wt5Axfs2uoO+kZgpsVNZLVnTdkQEdpsYdjbSm/0+UTFlbqMR1KoYj+9Ybw6keWKFxqpOoabif4/BPVAqd5Qiav7xsmEuKKR1HTAfCAEdZOMG4EW45ykfMMI7uI6Zc3Wy6KIO3wb0X51vdYKe7ffq7c3A4CXWerJHvZIMEZJcckGNyQnqEk7/kH7knD40nr+2teKsvrV5jMvOVvCqv8wx7lbi0</latexit>

u2 = x̂ [U + ⇣2 (y0 � y)]

Figure 54.7: A zonal point jet in the horizontal x-y plane with the jet maxima at y = y0. The velocity is linear
on both sides of the maxima and there is a finite jump in the vorticity at the maxima. Vorticity in the upper
region is given by ζ1 = −∂yu1 and in the lower region ζ2 = −∂yu2, with ζ1 > 0 and ζ2 < 0 depicted in this figure.
Oscillations of the material interface, y = y0 + η(x, t), are known as edge waves, which exist due to the jump in
the vorticity. The top half-plane is referred to as region 1 and the lower half-plane is region 2. Any surface with a
finite vorticity jump supports edge waves, with the symmetric point jet shown in this figure a prototypical case.

54.5.3 The point jet
Figure 54.7 illustrates the zonal flow characterizing a point jet, in which there is a linear velocity
profile on both sides of a maxima

ub = ub(y) x̂ with ub(y) = U + (y0 − y)
[
ζ1 for y > y0
ζ2 for y < y0,

(54.86)

where ζ1 and ζ2 are constants that measure the vorticity in the two half-planes

ζb = −∂yub =

[
ζ1 for y > y0
ζ2 for y < y0.

(54.87)

Because of the finite vorticity jump at y = y0, the meridional derivative of the vorticity is
proportional to the Dirac delta11

∂yζb(y = y0) = lim
ϵ→0

ζb(y = y0 + ϵ/2)− ζb(y = y0 − ϵ/2)
ϵ

= (ζ1 − ζ2) δ(y − y0). (54.88)

As a check on this expression, we take an integral across the interface to find

ˆ y0+ϵ/2

y0−ϵ/2
∂yζb dy = ζb(y0 + ϵ/2)− ζb(y0 − ϵ/2) = (ζ1 − ζ2)

ˆ y0+ϵ/2

y0−ϵ/2
δ(y − y0) dy. (54.89)

Finally, note that the point yet is zonally symmetric so that the base flow only has a nonzero
meridional pressure gradient

∇φb = ŷ ∂yφb. (54.90)

We study waves traveling on the material vorticity interface at y = y0 + η(x, t), and written
in the form

η(x, t) = η̃ cos(k x− ω t). (54.91)

To develop properties of the flow on each side of the interface requires us to develop the kinematic
and dynamic boundary conditions at the interface. Furthermore, the amplitude, η̃, is assumed to
be much smaller than the wavelength, thus allowing us to linearize the boundary conditions and
to evaluate the conditions at y = y0.

12 Note that we assume the interface undulation has the
same phase as the streamfunction (54.81), and this assumption will be seen to be self-consistent.

11See Chapter 7 for more on the Dirac delta. In particular, note that the Dirac delta, δ(y), has dimensions of
inverse length.

12We took the same approach for the surface gravity waves in Section 52.3.4.
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54.5.4 Kinematic boundary condition at the interface

The material nature of the interface means that the meridional velocity of a fluid particle at the
interface is given by13

v = Dη/Dt = (∂t + u ∂x)η ≈ (∂t + ub ∂x)η, (54.92)

where the approximation follows from linearization. This kinematic boundary condition holds
on both sides of the interface so that

(∂t + u1 ∂x)η = ∂xψ1 and (∂t + u2 ∂x)η = ∂xψ2. (54.93)

Applying this relation to the wave ansatz (54.91) for the interface, and the wave ansatz (54.81)
for the streamfunction as evaluated at y = y0, leads to

(u1 − c) η̃ = ψ̃1 and (u2 − c) η̃ = ψ̃2. (54.94)

Since u1(y0) = u2(y0) = U , the kinematic boundary condition says that the streamfunctions
match at the interface

ψ̃1 = ψ̃2 at y = y0. (54.95)

54.5.5 Dynamic boundary condition at the interface

For the dynamic boundary condition we assume there is no surface tension on the interface, in
which case pressure matches

φ1 = φ2 at y = y0. (54.96)

To make use of this boundary condition, consider the zonal velocity equation (38.1) with the
zonal flow decomposed as in equation (54.26)

∂t(u+ ub) + (u+ ub) · ∇(u+ ub)− f v = −∂xφ, (54.97)

which linearizes to

(∂t + ub ∂x)u+ v (∂yub − f) = −∂xφ =⇒ (∂t + ub ∂x) ∂yψ − ∂xψ (∂yub − f) = ∂xφ, (54.98)

where we set ∂xφb = 0 as per the assumed zonal symmetry of the background state in equation
(54.90). Consider an ansatz for the pressure in the same form as for the streamfunction

φ(x, y, t) = φ̃(y) cos(k x− ω t), (54.99)

which, along with the streamfunction ansatz (54.81), brings the velocity equation (54.98) to

[(ub − c) ∂y + (f − ∂yub)] ψ̃ = φ̃ at y = y0. (54.100)

Invoking continuity of pressure at the interface yields

[(U − c) ∂y + (f − ∂yu1)] ψ̃1 = [(U − c) ∂y + (f − ∂yu2)] ψ̃2 at y = y0. (54.101)

This dynamic boundary condition also follows from integrating the Rayleigh-Kuo equation
(54.85) across the interface and noting that [β − k2 (ub − c)] ψ̃ is continuous at the interface. We
can further simplify the dynamic boundary condition (54.101) by making use of the kinematic

13Equation (54.92) is the direct analog of the kinematic boundary condition developed in Section 19.6.2 for
vertical position of a material surface, z = η(x, y, t).
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region 2

region 1
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Figure 54.8: Depicting the pseudo-westward intrinsic phase propagation of an edge wave along a material surface
separating two regions of vorticity. Here the larger background relative vorticity is oriented to the north, ζb1 > ζb2,
so that the intrinsic phase velocity for the edge wave propagates to the west. We also show the point jet velocity
profile, whose relative vorticity jump supports the westward phase velocity of the edge wave. The variables, v
and ζ, are the anomalies relative to the unperturbed reference state, as per the decomposition equation (54.26).
The vorticity mechanism for the phase propagation is identical to that for planetary Rossby waves depicted
in Figure 54.3, where the background vorticity jump from the point jet serves the same role as the planetary
vorticity gradient. Consider a material line initially along y = y0 and whose relative vorticity equals to that of
the background point jet. A southward extension of this line leads to a local positive relative vorticity anomaly,
ζ′ > 0, since the particle moves into a region with lower background relative vorticity. This anomaly is depicted
by the counterclockwise induced secondary flow. Conversely, a northward extension leads to a local negative
vorticity anomaly and associated clockwise secondary flow. The anomalous meridional motion is depicted every π
radians, with maximal anomalies at wave nodes. The action of the coherent counter-rotating secondary vortices
leads to westward propagation of the phase. In general, the phase moves with the higher vorticity to the right,
which means that it moves from the convex side of the velocity profile towards the concave side.

boundary condition (54.95), ψ̃1 = ψ̃2 at y = y0. Doing so eliminates the Coriolis term and yields

(U − c) (∂yψ̃1 − ∂yψ̃2) = [∂yu1 − ∂yu2] ψ̃ at y = y0. (54.102)

54.5.6 Edge wave dispersion relation
Set β = 0 to focus on wave solutions arising just from the point jet, in which the Rayleigh-Kuo
equation (54.84) simplifies to

(ub − c) (∂yy − k2) ψ̃ − ∂yyub ψ̃ = 0. (54.103)

Evaluating this equation on the two sides of the interface, and assuming the base flow is distinct
from the phase velocity so that ub ̸= c, leads to

ψ̃ = ψ0

[
e−|k|(y−y0) for y > y0
e+|k|(y−y0) for y < y0.

(54.104)

As anticipated, the edge wave exponentially decays away from the interface. Just like the surface
waves in Chapter 52, the horizontal wave number, |k|, determines the exponential decay scale.

Using equation (54.104) in the dynamic boundary condition (54.102) yields the phase
velocity14

c = ω/k = U +
∂yu1 − ∂yu2

2 |k| = U︸︷︷︸
Doppler

−(ζ1 − ζ2)
2 |k| .︸ ︷︷ ︸

intrinsic

(54.105)

The background zonal flow, U , provides a Doppler shift to the phase velocity. The second piece
arises from the vorticity jump across the interface, and we refer to it as the intrinsic portion

14The phase of the edge wave only moves in the zonal direction, with c > 0 for a phase velocity in the +x̂
direction and c < 0 for a phase velocity in the −x̂ direction.
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Figure 54.9: Edge waves moving along a jump in the background vorticity field, with the background vorticity
equal to ζ1 north of the jump and ζ2 to the south. The phase velocity is oriented with the higher relative vorticity
to the right when facing in the direction of the phase velocity.

to the phase velocity. If the vorticity increases northward, so that ζ1 − ζ2 > 0, then c− U < 0,
thus signaling a westward phase velocity relative to the background flow. This behavior is
precisely that found for planetary Rossby waves, thus prompting some to refer to edge waves
as prototypical Rossby waves. In Figure 54.8, we summarize the vorticity mechanism for the
pseudo-westward phase velocity, with the mechanism identical to the planetary Rossby wave in
Figure 54.3. In general, the phase velocity for edge waves is directed so that the region of higher
vorticity is to the right when facing in the direction of the phase velocity, with this orientation
defining “pseudo-westward”. This terminology is taken from the truly westward phase velocity
corresponding to planetary waves, in which the larger planetary vorticity is to the north. Figure
54.9 provides a schematic for a curved vorticity jump line, whereby the edge waves propagate
along the jump, again with the phase in the pseudo-westward direction.

54.5.7 Further study
A similar treatment of edge waves can be found in Section 3.12 of Smyth and Carpenter (2019)
and Section 9.2.3 of Vallis (2017). As studied in Chapter 61, interactions between vorticity
waves can lead to shear instabilities, with such instabilities forming a fundamental feature of
unstable and turbulent geophysical flows.

54.6 Exercises
exercise 54.1: Rossby waves in a zonal channel
In Section 54.3 we examined the physics of Rossby waves on an unbounded β-plane. Here we
consider a zonal channel on a β-plane, with the channel unbounded in the zonal direction but
bounded meridionally. The meridional domain is given by ys ≤ y ≤ yn where yn − ys = L, and
with rigid material walls at the meridional boundaries. Everything else is just as in Section 54.3,
with a zonal and constant base flow, ub = U x̂.

(a) Write a single plane wave mode that travels in the zonal direction but is standing in
the meridional direction. Hint: the plane wave ansatz (54.6) should be modified so that
n̂ · (ẑ ×∇ψ) = 0 at the northern and southern walls. The boundary condition imposes a
constraint on the meridional wavenumber. What is the constraint?

(b) What is the dispersion relation for the Rossby waves in this channel?

Hint: recall our study of standing gravity wave modes in Section 52.8, with such modes
occuring when waves live in a bounded domain and thus can no longer travel freely. Instead, the
wave modes must fit inside of the domain in a manner that satisfies the boundary conditions.
We can think of such standing wave modes as a superposition of two oppositely traveling waves
with the same frequency and wavenumber that are locked in-phase in a manner that satisfies
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the boundary conditions. For example, the sum of a right and left moving wave with equal
amplitude, wavenumber, and frequency is given by the standing pattern

A cos(k x− ω t) +A cos(−k x− ω t) = 2A cos(ω t) cos(k x). (54.106)

exercise 54.2: Vortex mechanism for edge waves
Provide a sketch like Figure 54.8 but for edge waves in the case with ζ1 < ζ2. Hint: be sure to
orient the wave so that it moves from the convex side of the velocity profile towards the concave
side.
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Chapter 55

SHALLOW WATER WAVES

In this chapter we develop the basic theory for waves appearing in the shallow water fluid.
In the literature these waves are sometimes referred to as long waves since the shallow water
approximation applies when the horizontal length scale is much larger than the vertical, in
which case the horizontal wavelength is larger than the fluid depth. Our presentation focuses
on the case of a single shallow water layer, but we offer brief discussions of two-layer cases to
illustrate the generalizations to multiple layers. Notably, the algebraic tedium increases greatly
when adding layers. Hence, for theoretical analysis concerned with the role of stratification, it is
typically more fruitful to move to the continuous vertical stratification in Chapter 57, rather
than study waves in more than two stacked shallow water layers.

We first consider general features of both the nonlinear and then the linear shallow water
equations. For the linearized system, we develop a unified wave equation for the free surface.
The derivation of this equation is rather detailed and the resulting linear equation somewhat
complicated. Even so, it serves to unify across the full suite of linear shallow water waves on
a rotating β-plane, and offers insights into both the methods used to derive wave equations
and the scalings used to extract their core physical features. In unpacking this wave equation
we pursue a focused study of gravity waves, inertia-gravity waves, and Rossby waves. We also
consider the case of a Kelvin wave, which relies on a boundary in the presence of the Coriolis
parameter.

reader’s guide to this chapter
This chapter builds from the shallow water studies in Chapters 35 and 36, as well as other

waves chapters in this part of the book. In Chapter 56 we extend the study of shallow water
waves by considering a variety of case studies. The first half of this video offers a pedagogical
introduction to non-rotating shallow water waves.
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55.1 Loose threads

• Equatorial waves

• Energetics of Rossby waves as per Section 6.6 of Vallis (2017).

55.2 Shallow water equations

The shallow water equations of motion are given by the velocity equation (35.12) and thickness
equation (35.19), written here in their Eulerian form and with zero atmospheric pressure

∂tu+ (u · ∇)u+ f ẑ × u = −g∇η (55.1a)

∂th+∇ · (hu) = 0. (55.1b)
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In Section 55.3 we linearize these shallow water equations and study their properties in anticipa-
tion of later study of their wave fluctuations. Before doing so, however, we formulate a wave-like
equation that holds for the nonlinear shallow water model. Doing so anticipates certain features
of the linear equations while offering yet another view of the shallow water system beyond that
provided in Chapters 35 and 36. We pursued the analogous manipulations for acoustic waves in
Section 51.4.1.

55.2.1 Nonlinear wave equation
Consider the shallow water equations written using the material time derivative

Du/Dt+ f ẑ × u = −g∇η and Dh/Dt = −h∇ · u. (55.2)

Taking the material time derivative of the thickness equation, and then using the velocity
equation, yields

D

Dt

[
1

h

Dh

Dt

]
= −D(∇ · u)

Dt
(55.3a)

= −∇ · Du
Dt

+ ∂mu
n ∂nu

m (55.3b)

= −∇ · (−f ẑ × u− g∇η) + Smn Snm −Rm
nR

n
m, (55.3c)

where S is the strain rate tensor and R is the rotation tensor (both are discussed in Section
18.8). Rearrangement then leads to

D

Dt

[
1

h

Dh

Dt

]
− g∇2η = ∇ · (f ẑ × u) + Smn Snm −Rm

nR
n
m, (55.4)

which corresponds to equation (51.19) holding for the compressible fluid. We interpret this
equation as a generalized wave equation holding for movement following a shallow water fluid
column. The second order material time operator acts on the thickness to propagate signals
relative to the moving fluid. The linear terms, g∇2η and ∇ · (f ẑ × u), also appear in the
linearized equations and will be discussed later, whereas Smn S

n
m −Rm

nR
n
m is a nonlinear

source arising from gradients in the fluid velocity. We drop the nonlinear source when working
with the linearized equations, and likewise the material time derivative becomes a local time
derivative.

55.2.2 Another form of the nonlinear wave equation
To align more closely with the linear wave equation derived in Section (55.3), we consider
again the velocity and thickness equations in the form of equation (55.2) yet first determine
the evolution equation for the divergence of the thickness flux. For this purpose, multiply the
thickness equation by the velocity and the velocity equation by the thickness, and then add to
find

D(hu)/Dt = −f h ẑ × u− g h∇η − (hu)∇ · u. (55.5)

Divergence of the left hand side of this equation is given by

∇ · [D(hu)/Dt] = D[∇ · (hu)]/Dt+ (∂mu) · ∇(hum) = −D(∂th)/Dt+ (∂mu) · ∇(hum), (55.6)

where we used the thickness equation for the final equality. Combining with the divergence of
the right hand side of equation (55.5) yields

−D(∂th)/Dt+ ∂mu · ∇(hum) = −∇ · (f h ẑ × u)−∇ · (g h∇η)−∇ · (hu∇ · u), (55.7)
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with rearrangement leading to the nonlinear wave equation

D

Dt

∂η

∂t
−∇ · (g h∇η) = ∇ · (f h ẑ × u) + ∂mu · ∇(hum) +∇ · (hu∇ · u), (55.8)

where we noted that ∂th = ∂tη. This nonlinear equation corresponds directly to the linear
wave equation (55.31) derived below. It is this alternative form that readily offers a direct
decomposition of the various waves appearing in the shallow water fluid. Namely, in the linear
equations we drop the nonlinear sources on the the right hand side, and convert the material
time derivative to the local Eulerian time derivative.

55.2.3 Comments
This section stopped short of pursuing an analysis of nonlinear wave solutions. However, as in
the analogous discussion of the compressible fluid in Section 51.4.1, these manipulations signal
that wave-like equations are not restricted to linearized equations. Rather, they are basic to
the nonlinear equations, though with a more complex mathematical structure that generally
requires numerical or asymptotic methods to penetrate.

For the remainder of this chapter we focus on the linearized set of equations, thus enabling
the use of linear analysis methods. Even though much simpler than the nonlinear equations, we
uncover a rich and complex variety of linear wave phenomena within the shallow water model.

55.3 Linearized shallow water equations

In this section we linearize the shallow water velocity equation (55.1a) and thickness equation
(55.1b) in a manner that supports subsequent analysis of small amplitude fluctuations. In the
process we derive a linear wave equation for free surface undulations, with a number of source
terms that support the variety of waves studied in later sections. This wave equation is the
linearized version of the nonlinear shallow water equation (55.8).

55.3.1 Linearized thickness and velocity equations
We linearize the equations around a base state that is at rest and thus with a flat free surface.
Referring to Figure 35.1 leads to the expressions for the layer thickness

h(x, y, t) = [η + η′(x, y, t)]− [ηb + η′b(x, y)] = H + η′(x, y, t)− η′b(x, y), (55.9)

along with the corresponding velocity

u(x, y, t) = 0 + u′(x, y, t). (55.10)

The terms η and ηb are area means for the free surface and bottom topography, whereas η′ and
η′b are deviations from these means. We assume there are no boundary sources of volume so that
η is constant in time. The prime on the velocity in equation (55.10) acts as a reminder that it is
driven by gradients in the fluctuating free surface, η′.

We make the following assumptions about the terms comprising the layer thickness.

• The layer thickness is everywhere positive, h > 0, thus ensuring there is water at each
point in the layer at each time. We make this assumption since a vanishing layer thickness
represents a nontrivial change in the domain that requires the full nonlinear equations.

• A nonzero η′b allows for local variations in the bottom topography. We assume these
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variations are bounded by the mean thickness,

Hr ≡ H − η′b > 0, (55.11)

thus ensuring the resting thickness, Hr, is nonzero everywhere. This assumption does
not place strong constraints on η′b. In particular, we do not generally assume η′b is small
beyond assuming that Hr > 0. However, we do assume that η′b is small when studying the
quasi-geostrophic motion associated with Rossby waves in Sections 55.9.

• We assume the free surface undulations are much smaller than the resting thickness

|η′| ≪ Hr. (55.12)

This is the key assumption in the linearization process. It follows from our interest in
studying linear wave fluctuations of the free surface.

The above assumptions lead to the linearized version of the thickness equation (55.1b)

∂tη
′ +∇ · (Hr u

′) = 0. (55.13)

This equation says that a time tendency of the free surface is driven by the convergence of a
thickness flux, where the thickness is approximated by its resting value

h = H + η′ − η′b ≈ H − η′b = Hr. (55.14)

We conclude from equation (55.13) that free surface transients (i.e., waves) require a nonzero
horizontal convergence, −∇ · (Hr u

′) ̸= 0. It follows that waves in a flat bottom domain arise
only when there is a nonzero convergence in the horizontal flow, −∇ · u′ ̸= 0. Such horizontal
convergences are fundamental to the shallow water fluid, and provide the key distinction from
waves appearing in the horizontally non-divergent barotropic fluid from Chapter 54.

The linearized version of the shallow water velocity equation (55.1a) is

∂tu
′ + f ẑ × u′ = −g∇η′, (55.15)

which is reached by dropping the nonlinear advection, (u′ · ∇)u′. Advection is indeed smaller
than the other terms since velocity tendencies are driven by the assumed small amplitude
fluctuations in the free surface, thus making (u′ · ∇)u′ second order in small terms.

55.3.2 Energetics

We studied energetics of a single layer of shallow water fluid in Section 36.5. We here summarize
how the energetics appear for the linearized thickness equation (55.13) and velocity equation
(55.15). As per the norm with energetics of linearized systems (e.g., see the study of acoustic
energy in Section 51.6 and surface waves in Section 52.4), we work to second order accuracy in
fluctuating fields.

The gravitational potential energy per horizontal area is given by

Psw = g ρ

ˆ η

ηb

z dz = (g ρ/2) (η2 − η2b), (55.16)

and its time tendency is

∂tP
sw = g ρ (η + η′) ∂tη

′ ≈ −g ρ (η + η′)∇ · (Hr u
′). (55.17)
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Likewise, the kinetic energy per area is

Ksw =
ρ

2

ˆ η

ηb

u · u dz = (ρ/2)hu′ · u′ ≈ (ρ/2)Hr u
′ · u′, (55.18)

and its time tendency is

∂tK
sw = ρHr u

′ · ∂tu′ = −g ρHr u
′ · ∇η′ = −g ρHr u

′ · ∇(η + η′). (55.19)

The time tendency for the mechanical energy is thus given by

∂t(K
sw +Psw) = −g ρ∇ · [Hr (η + η′)u′]. (55.20)

This equation is a linearized version of the mechanical energy equation (36.119). Here, we only
have the transfer of energy due to the advection of pressure, whereas the nonlinear equations
also have the advection of kinetic energy and potential energy.

55.3.3 Potential vorticity
The shallow water potential vorticity (Section 39.3) is given by

Q =
f + ζ

h
=

f + ζ

H − η′b + η′
≈ Q′ (55.21)

where, to first order in primed quantities,

Q′ =
f + ζ ′

Hr

− f η′

H2
r

≈ f

H
+
H ζ ′ + f (η′b − η′)

H2
, (55.22)

with the approximation following from assuming |η′| ≪ Hr = H − η′b ≈ H. That is, we
assume both small amplitude free surface fluctuations, and small amplitude bottom topography
variations. Note that for the f -plane, the f/H term can be dropped since it is a constant. Use
of the linearized thickness equation (55.13) and linearized velocity equation (55.15), yields the
time tendency for the linearized potential vorticity (see Exercise 55.1)

∂tQ
′ + u′ · ∇(f/Hr) = 0. (55.23)

For a flat bottom f -plane domain, the linearized potential vorticity remains static at each point
in the fluid, ∂tQ

′ = 0. In contrast, nonzero gradients in f or Hr cause the linearized potential
vorticity to be modified through advection of f/Hr, with f/Hr the potential vorticity of the
background rest state. Hence, if f and/or Hr are spatially varying, solutions to the linear
equations, including waves, have an evolving potential vorticity.

55.3.4 Traveling plane wave ansatz and ∇ · v = 0

To derive the dispersion relation for the various shallow water waves, we consider the traveling
plane wave ansatz from Section 49.5, here written in the form

(u′, v′, η′) = (ũ, ṽ, η̃) ei(k·x−ω t), (55.24)

where the real part of the right hand side is assumed. The amplitudes (ũ, ṽ, η̃) are generally
complex numbers that are independent of space and time. Recall from Section 35.2 that the
horizontal velocity has no depth dependence in the shallow water layer, which follows from
making the hydrostatic approximation in the homogeneous fluid layer. Hence, a plane wave
solution to the shallow water wave equations must have a zero vertical component to the
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wavevector, kz = 0, so that
k = x̂ kx + ŷ ky. (55.25)

Evidently, the phase of shallow water plane waves (55.24) travels horizontally within a layer.

As a layer with a constant density, the fluid in the shallow water layer is incompressible so
that ∇ · v = 0. For plane waves moving in three-dimensions, this non-divergence constraint
means that the velocity of the plane waves satisfies, k · u + kz w = 0, (e.g., see our study of
inertial waves in Chapter 53). However, for the shallow water system we saw above that kz = 0,
which would then seem to imply that k ·u = 0. Yet shallow water waves do not satisfy k ·u = 0
since they are horizontally divergent.

The resolution of this quandary concerns the vertical velocity in a shallow water layer. Namely,
the vertical velocity component is diagnosed via the horizontal convergence, ∂zw = −∇ · u. The
depth independence of the horizontal velocity leads to a linear depth-dependence of the vertical
velocity component (equation (35.39))

∇ · u+ ∂zw = 0 =⇒ w(z) = w(ηb)− (z − ηb)∇ · u, (55.26)

which for the plane wave (55.24) leads to

w(z) = w(ηb)− i (z − ηb)k · ũ ei(k·x−ω t). (55.27)

The factor of i =
√
−1 out front means that the vertical velocity component is π/2 out of phase

with the horizontal velocity. Also note that |z − ηb| |k| ≤ H |k|. Since H |k| ≪ 1 for shallow
water flow, we see that the vertical velocity component has a much smaller magnitude than the
horizontal velocity.

55.4 Unified shallow water wave equation

In this section we combine the linearized thickness equation (55.13) and linearized velocity
equation (55.15) to render a unified wave equation for the free surface.1 We start by closely
following the steps taken for the nonlinear wave equation in Section 55.2.2. Yet we go much
further for the purpose of obtaining a linear equation with the free surface as the only prognostic
field. Although the unified wave equation is rather tedious, it does serve to unify the variety
of waves supported by the rotating shallow water system. Once deriving this wave equation
(equation (55.42)), we study its scaling for high frequency (ω2 > f2; super-inertial) and low
frequency (ω2 < f2; sub-inertial) wave motion. That discussion anticipates analysis pursued in
more depth in the remaining sections of this chaper.

55.4.1 Use of the divergence equation

We start by forming an equation for the evolution of the divergence of Hr u
′, which is found by

multiplying the linearized velocity equation (55.15) by Hr and then taking the divergence

∂t[∇ · (Hr u
′)] +∇ · (ẑ × f Hr u

′) = −∇ · (g Hr∇η′), (55.28)

where the divergence and time derivative commute. The thickness equation (55.13) can be used
to eliminate the divergence, in which case we are led to

∂ttη
′ −∇ · (g Hr∇η′) = −ẑ · [∇× (f Hr u

′)]. (55.29)

1Many of the manipulations in this section follow Lecture 14 of Pedlosky (2003).
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where we made use of the identity

∇ · (ẑ × f Hr u
′) = −ẑ · [∇× (f Hr u

′)]. (55.30)

The wave equation (55.29) is the linear analog of the nonlinear equation (55.8). We can expand
the cross product on the right hand side to identify the variety of physical processes supporting
shallow water waves

∂ttη
′ = ∇ · (g Hr∇η′)︸ ︷︷ ︸

gravity waves

−ẑ · (f Hr∇× u′)︸ ︷︷ ︸
inertial waves

−ẑ · (Hr∇f × u′)︸ ︷︷ ︸
planetary Rossby waves

−ẑ · (f ∇Hr × u′).︸ ︷︷ ︸
topographic Rossby waves

(55.31)

Although suggestive, it is useful to further manipulate this equation into one that involves a
single prognostic field, here chosen to be the free surface. In so doing we provide a unified
discussion of the dispersion relation for the various waves admitted by the shallow water model,
and allow for a seamless decomposition of these motions in terms of space and time scales.
We pursue the somewhat tedious manipulations in Section 55.4.2, but only after considering a
heuristic discussion of the physical processes in equation (55.31).

Non-rotating gravity waves

Without rotation (f = 0) yet with gravity (g ̸= 0), equation (55.31) reduces to the shallow water
gravity wave equation

∂ttη
′ −∇ · (g Hr∇η′) = 0. (55.32)

With a flat bottom, these waves are non-dispersive plane gravity waves, whereas the case with a
gently sloping bottom requires the WKBJ method developed in Section 51.9. These waves are
sometimes referred to as long gravity waves, in contrast to the shorter waves that occur in deep
water (see Section 52.6). We study shallow water gravity waves in Section 55.5.

Inertia-gravity waves

The wave equation
∂ttη

′ −∇ · (g Hr∇η′) = −f Hr ζ
′ (55.33)

describes dispersive inertia-gravity waves in a shallow water layer. The inertial portion of
the waves rely on both rotation (f ̸= 0) and vorticity (ζ ′ ≠ 0). In Chapter 53 we studied
inertial waves in a homogeneous fluid. The key difference here is that the shallow water fluid
is hydrostatic, which, as we will see, alters the dispersion relation relative to that derived for
the non-hydrostatic homogeneous fluid in Chapter 53. It furthermore motivates us to examine
inertial waves along with gravity waves since a hydrostatic fluid only arises in a gravity field.
Such inertia-gravity or Poincaré waves, as they appear in the shallow water fluid, are the topic
of Section 55.8

Planetary and topographic Rossby waves

The remaining two terms on the right hand side of equation (55.31) lead to waves supported by a
background vorticity gradient. The planetary Rossby waves rely on a nonzero planetary vorticity
gradient (i.e., the β effect), whereas topographic Rossby waves rely on a nonzero gradient in the
bottom topography. Both of these waves are dispersive, and both have frequencies lower than
inertia-gravity waves. As shown in Section 55.4.6, and as already detailed for the horizontally
non-divergent barotropic model in Section 54.3, the wave equation for Rossby waves has just
a single time derivative acting on the free surface. This situation contrasts to the two time
derivatives found for inertia-gravity waves and currently appearing in equation (55.31). Although
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shallow water Rossby waves rely on a nonzero ∇(Hr f) × u′, we postpone writing their wave
equation until working through some more technical details.

In Chapter 54 we studied many properties of Rossby waves in the horizontally non-divergent
barotropic fluid, with these waves also relying on a gradient in the background (potential)
vorticity. It is thus not surprising that shallow water Rossby waves share key physical properties
with Rossby waves in the non-divergent barotropic flow. We require more technical steps to
extract the physics within the shallow water model, and to expose their key distinction from
Rossby waves in the horizontally non-divergent barotropic model. Note also that the shallow
water model supports topographic Rossby waves. In contrast, no such waves appear in the
horizontally non-divergent barotropic model, since that flow is restricted to strictly move along
constant depth contours, with no cross isobath motion.

55.4.2 Use of the vorticity equation

We now return to the wave equation (55.31) and perform some further manipulations in a quest
to derive an equation that only has the free surface along with geophysical parameters. Start by
writing the divergence equation (55.29) in its form that extracts the β term

∂ttη
′ −∇ · (g Hr∇η′) = −f ẑ · [∇× (Hr u

′)] + β Hr u. (55.34)

Next work with ẑ · [∇ × (Hr u
′)], which is the vorticity of the thickness (resting thickness)

weighted velocity. To compute its time evolution, multiply the velocity equation (55.15) by Hr

and take the curl

∇× ∂t(Hr u
′) = −∇× (ẑ × f Hr u

′)− g∇Hr ×∇η′ (55.35a)

= −ẑ [∇ · (f Hr u)]− g∇Hr ×∇η′, (55.35b)

where the second equality made use of the identity

∇× (ẑ × f Hr u
′) = ẑ [∇ · (f Hr u)]. (55.36)

Now take the time derivative of the divergence equation (55.34) and use the vorticity equation
(55.35b) to find

∂t [∂ttη
′ −∇ · (g Hr∇η′)] = −f ẑ · [∇× ∂t(Hr u

′)] + β Hr ∂tu
′ (55.37a)

= f ∇ · (f Hr u) + f g ẑ · (∇Hr ×∇η′) + β Hr ∂tu
′ (55.37b)

= −f2 ∂tη′ + f g ẑ · (∇Hr ×∇η′) + β Hr (f v
′ + ∂tu

′). (55.37c)

Rearrangement leads to

∂t [L(η′)−∇ · (g Hr∇η′)] = f g ẑ · (∇Hr ×∇η′) + β Hr (f v
′ + ∂tu

′), (55.38)

where we introduced the linear time operator as a shorthand

L = ∂tt + f2. (55.39)

This operator commutes with time derivatives but commutes with space derivatives only for the
f -plane. For the case of β = 0, equation (55.38) only has the free surface height as a prognostic
field. Hence, this equation is suited to developing the dispersion relation for gravity waves and
inertial waves. Yet, as we show in the following, we need more work for sub-inertial Rossby
waves.
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55.4.3 The unified wave equation just with η′

The final step is to eliminate the term f v′ + ∂tu
′ from equation (55.38) in favor of terms

proportional to the free surface. The key step is to make use of the following identities derived
in Exercise 55.2

L(u′) = −g (∂xtη′ + f ∂yη
′) and L(v′) = −g (∂ytη′ − f ∂xη′). (55.40)

Acting with L on equation (55.38), and using the identities (55.40), yield

∂t
[
L[L(η′)−∇ · (g Hr∇η′)]

]
= f g ẑ · [∇Hr ×∇L(η′)] + β Hr f L(v′) + β Hr ∂tL(u′). (55.41)

Expanding the linear operator and rearranging leads to the desired unified equation

∂t
[
L[L(η′)−∇·(g Hr∇η′)]

]
= f g ẑ ·[∇Hr×∇L(η′)]+g β Hr (f

2 ∂xη
′−2 f ∂ytη′−∂xttη′). (55.42)

As shown in the following sections, this linear partial differential equation encapsulates the full
suite of linear wave processes active in a shallow water layer on a β-plane with topography.
However, it is not so simple to parse in its current form, thus motivating the examination of
limiting forms of this equation. In particular, we consider super-inertial waves (ω2 > f2) versus
sub-inertial waves (ω2 < f2). In both cases we assume horizontal length scales according to the
β-plane, along with small fluctuations of the topography.

55.4.4 Scaling for the β-plane with small topography
To help analyze the super-inertial and sub-interial wave motions contained in equation (55.42),
introduce the following length and time scales of the motions

L = horizontal scale and ω = angular frequency. (55.43)

We work under the assumptions of a β-plane approximation (see equation (24.50)) so that the
horizontal scales of motion satisfy

β L≪ |fo|, (55.44)

where we wrote the Coriolis parameter as f = fo+β y. We also assume the topography undulation,
η′b, is much smaller than the mean layer thickness,

η′b ≪ H. (55.45)

Both approximations (55.44) and (55.45) are familiar from the development of quasi-geostrophy
theory in Section 43.5.1. Finally, assume f > 0 as per the northern hemisphere, with occurances
of f changed to |f | for southern hemisphere results.

Introducing the above scales into the wave equation (55.42) leads to

∂tL
2(η′) ∼ ω (ω2 + f2)2 η′ (55.46a)

∂tL[∇ · (g Hr∇η′)] ∼ ω (ω2 + f2) (g Hr/L
2) η′ (55.46b)

f g∇Hr ×∇L(η′) ∼ (f g η′b/L
2) (ω2 + f2) η′ (55.46c)

g β Hr f
2 ∂xη

′ ∼ (g β Hr f
2/L) η′ (55.46d)

−2β g Hr f ∂ytη
′ ∼ (β gHr f ω/L) η

′ (55.46e)

β g Hr ∂xttη
′ ∼ β g Hr (ω

2/L) η′. (55.46f)

Next, we separately examine the super-inertial regime, ω2 > f2, and the sub-inertial regime,
ω2 < f2.
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55.4.5 Super-inertial wave equation
In this subsection we derive an approximate wave equation relevant for super-inertial motions
(ω2 > f2).

Super-inertial scaling for the LHS of equation (55.42)

From equations (55.46a) and (55.46b), the two terms on the left hand side of the wave equation
(55.42) scale as

LHS = ∂tL
2(η′)− ∂tL[∇ · (g Hr∇η′)] ∼ ω3 [ω2 + g Hr/L

2] η′. (55.47)

Assuming the horizontal length scale is given by the inverse wavenumber, L = |k|−1, yields

g Hr/L
2 ≈ c2grav |k|2 ≈ ω2 =⇒ L2 ∼ g Hr/ω

2. (55.48)

The first approximation follows from assuming η′b ≪ H so that g Hr ≈ g H = c2grav, and the
second approximation follows from assuming a non-rotating gravity wave dispersion relation.2

In essence, we are assuming the two terms in equation (55.47) scale the same, which holds so
long as the length scale of the super-inertial waves satisfies L2 ∼ g Hr/ω

2.

Ratio of RHS terms to the LHS

Now consider the magnitude for each term on the right hand side of the wave equation (55.42)
relative to the left hand side terms just found in equation (55.47). The ratio for terms in equation
(55.46c) satisfy

f g∇Hr ×∇L(η′)

LHS
∼ ω2 f g η′b/L

2

ω3 g Hr/L2
=
f η′b
ωHr

≪ 1, (55.49)

where the inequality follows from assuming that the bottom topography undulation is small
as per equation (55.45). The ratio for the remaining three terms (equations (55.46d), (55.46e),
and (55.46f)) are also much less than unity, with these inequalities following from the β-plane
approximation (55.44)

g β Hr f
2 ∂xη

′

LHS
∼ g β Hr f

2/L

ω3 g Hr/L2
= (β L/ω) (f/ω)2 < (β L/f) (f/ω)2 ≪ 1 (55.50a)

−2 f ∂ytη′
LHS

∼ β gHr f ω/L

ω3 g Hr/L2
= (β L/ω) (f/ω) < (β L/f) (f/ω)≪ 1 (55.50b)

β g Hr ∂xttη
′

LHS
∼ β g Hr (ω

2/L)

ω3 g Hr/L2
= (β L/ω) < (β L/f)≪ 1. (55.50c)

Inertia-gravity wave equation for super-inertial waves

We thus conclude that for super-inertial waves on a β-plane and with small amplitude topography,
then the two terms on the left hand side of equation (55.42) balance so that

∂tL
[
L(η′)−∇ · (g Hr∇η′)

]
≈ 0. (55.51)

This relation can be maintained by setting

(∂tt + f2o ) η
′ −∇ · (g Hr∇η′) = 0, (55.52)

2We derive the shallow water gravity wave dispersion relation in equation (55.80). Also, see the discussion of
long surface gravity waves in Section 52.5.3.
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which is the equation for inertia-gravity waves on an f -plane with small amplitude topography.
Note that we put f = fo in equation (55.52) since the β effect is most crucial for sub-inertial
wave motions as discussed in Section 55.4.6, rather than super-inertial motions. We study
non-rotating gravity waves in Section 55.5 and inertia-gravity waves in Section 55.8.

55.4.6 Sub-inertial wave equation

We here derive an equation relevant for sub-inertial wave motions (ω2 < f2). In fact, we further
restrict the motion to those that are very low frequency so that

ω/f ∼ β L/fo ∼ η′b/H ≪ 1. (55.53)

We also assume that the horizontal length scales are on the order of

L ∼ Ld = cgrav/f =
√
g H/f, (55.54)

which is known as the deformation radius for the shallow water layer, first introduced in Section
43.3.6 . This length scale appears throughout our discussion of rotating shallow water waves.

The assumed scalings (55.53) along with (55.54) are precisely those assumed for shallow
water quasi-geostrophy as detailed in Section 43.5. The corresponding sub-inertial waves are
referred to as planetary Rossby waves and topographic Rossby waves. We here derive the wave
equation for these waves, with further details of their dispersion relation provided in Section
55.9.

Sub-inertial scaling for the LHS of equation (55.42)

For the sub-inertial scalings (55.53), the linear operator is order L ∼ O(f2), so that the left
hand side of the wave equation (55.42) scales as

LHS = ∂tL
2(η′) + ∂tL[∇ · (g Hr∇η′)] ∼ ω f2 [f2 + g Hr/L

2] η′. (55.55)

As for the super-inertial waves in Section 55.4.5, we assume the two terms in the right expression
scale the same. To ensure that scaling holds, we focus on horizontal length scales satisfying

L2 ∼ g Hr/f
2 ∼ g H/f2 = c2grav/f

2 = L2
d . (55.56)

This assumption of deformation scale motions for sub-inertial waves can be compared to the
super-inertial length scale in equation (55.48). We find that super-inertial motions are generally
smaller than the deformation radius whereas sub-inertial motions are on the order or larger than
the deformation radius.

With the above scaling (55.56) for the horizontal length, the left hand side of the wave
equation (55.42) scales as

LHS ∼ (ω f gHr/L
2) η′. (55.57)

We will later replace f with fo in equation (55.57), with that replacement warranted by the
β-plane approximation, β L≪ fo. For now, we reduce clutter by just writing f .

Ratio of RHS terms to the LHS

Now consider the magnitude for each term on the right hand side of the wave equation (55.42)
relative to the left hand side terms just found in equation (55.57). The ratio for terms in equation
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(55.46c) is given by

f g∇Hr ×∇L(η′)

LHS
∼ f3 g η′b/L

2

ω f2 g Hr/L2
=
f η′b
ωHr

= O(1), (55.58)

with the final equality following from the assumed scales in equation (55.53). We also find that
the ratio for terms in equation (55.46d) is given by

g β Hr f
2 ∂xη

′

LHS
∼ g β Hr f

2/L

ω f2 g Hr/L2
= β L/ω = O(1), (55.59)

where we again made use of equation (55.53) for the final equality. In contrast to these order
unity ratios, the ratios involving terms in equations (55.46e) and (55.46f) are much less than
unity

−2 f ∂ytη′
LHS

∼ β g Hr f ω/L

ω f2 g Hr/L2
= β L/f ≪ 1 (55.60a)

β g Hr ∂xttη
′

LHS
∼ β g Hr (ω

2/L)

ω f2 g Hr/L2
= (β L/f) (ω/f)≪ 1. (55.60b)

The first inequality follows from the β-plane approximation (55.44), and the second follows also
from the β-plane approximation as well as the low frequency assumption, ω2 ≪ f2.

Shallow water planetary and topographic Rossby wave equation

The above scalings lead to the approximate wave equation for sub-inertial waves moving on a
β-plane with small amplitude bottom topography

∂t [f
2 η′ −∇ · (g H∇η′)] = f g ẑ · (∇Hr ×∇η′) + g H β ∂xη

′. (55.61)

Note that we set Hr = H everywhere except where it is differentiated, with this replacement
consistent with the assumed η′b ≪ H (equation (55.53)). A slightly more tidy version arises by
introducing the squared gravity wave speed c2grav = g H and the deformation radius, Ld = cgrav/f ,
so that

∂t [(L
−2
d −∇2) η′] = (f/H) ẑ · (∇Hr ×∇η′) + β ∂xη

′. (55.62)

The first term on the right hand side gives rise to topographic Rossby waves, whereas the second
term gives rise to planetary Rossby waves. It is notable that this equation has only a single time
derivative, which contrasts with the super-inertial wave equation (55.52).

Rossby waves are supported by potential vorticity gradients

We can write the right hand side of equation (55.62) in the following equivalent form

∂t [(L
−2
d −∇2) η′] = H ẑ · (∇η′ ×∇Qr). (55.63)

In this manner we see that both planetary Rossby waves and topographic Rossby waves are
supported by gradients in the resting fluid’s potential vorticity3

Qr = f/Hr. (55.64)

3When studying waves in the horizontally non-divergent barotropic fluid (Section 54.3), we also noted the
need for a background potential vorticity gradient to support Rossby wave modes.
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Equation (55.63) reveals that shallow water Rossby waves arise from a mis-alignment between
contours of constant resting state potential vorticity and contours of constant surface height.

The effective β vector

We offer one further expression for the Rossby wave equation

∂t [(L
−2
d −∇2) η′] = ẑ · (∇η′ × βeff), (55.65)

where we introduced the effective beta vector that combines the planetary vorticity gradient
with the topographic gradient

βeff = ∇f −Qr∇Hr = β ŷ −Qr∇Hr. (55.66)

Again, this form exhibits the parallel role of both planetary beta and topographic slopes in
supporting Rossby waves. Equation (55.65) says that shallow water Rossby waves arise from a
mis-alignment between the effective beta vector and free surface height gradients.

55.4.7 Comments on bottom topography

Throughout this section we allowed for the bottom topography, as defined by Hr = H − η′b
(equation (55.11)), to have arbitrary (x, y) spatial dependence. In the following sections we make
simplifications to the topography, thus facilitating the study of plane waves, planetary waves,
and topographically trapped waves. The study of waves with more general bottom topographies
requires the asymptotic methods from Chapter 50.

55.5 Shallow water gravity waves

In this section we study shallow water gravity waves in the absence of planetary rotation (f = 0).
We already encountered features of these waves in Chapter 52 when studying surface gravity
waves. Even so, it is useful to start from the shallow water equations to directly derive the
properties of the non-dispersive gravity waves. Additionally, we here do not introduce a velocity
potential as done for the surface gravity waves, even though the non-rotating shallow water
gravity waves are irrotational. We do not introduce the velocity potential since the other
waves studied in this chapter carry vorticity, thus making the velocity potential an incomplete
description for those cases.

55.5.1 Flat bottom gravity waves

Setting η′b = 0 in equation (55.32) yields the shallow water gravity wave equation holding for a
flat bottom domain

(∂tt − c2grav∇2) η′ = 0, (55.67)

where the gravity wave speed is determined by the two geophysical properties of the system

cgrav =
√
g H. (55.68)

To help emphasize a few key properties, we return to the linear thickness equation (55.13) and
linear velocity equation (55.15), now written with f = 0 and η′b = 0

∂tη
′ = −H∇ · u′ and ∂tu

′ = −g∇η′. (55.69)
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Taking the time derivative of the thickness equation and then using the velocity equation readily
yields the wave equation (55.67). Conversely, taking the horizontal divergence of the velocity
equation yields

∂t(∇ · u′) = −g∇2η′, (55.70)

so that time changes in the horizontal divergence are driven by curvature in the free surface.
Taking the time derivative of this equation, and using the thickness equation, reveals that the
horizontal divergence also satisfies the wave equation

(∂tt − c2grav∇2) (∇ · u′) = 0. (55.71)

Hence, both the free surface and the horizontal divergence travel as non-dispersive gravity waves
in the flat bottom non-rotating shallow water layer.

Finally, observe that the linearized potential vorticity equation (55.23), in the presence of
f = 0 and η′b = 0, means that the relative vorticity is static at each point in the fluid

∂tζ
′ = 0. (55.72)

Hence, these gravity wave fluctuations do not alter the flow vorticty. In particular, if the flow
starts with zero vorticity then shallow water gravity wave fluctuations retain the zero vorticity.

55.5.2 Structure of the gravity wave

Substituting the plane wave ansatz (55.24) into the linearized thickness and velocity equation
(55.69) allows us to connect the wave amplitudes for the free surface and velocity

ω ũ = g k η̃ =⇒ k × ũ = 0 and ω η̃ = H k · ũ. (55.73)

The identity k × ũ = 0 for the plane wave means that the fluid particle’s horizontal velocity is
oriented parallel to the horizontal wave vector, so that

ũ = k̂ (k̂ · ũ) with k̂ = k/|k|. (55.74)

This alignment of the horizontal velocity with the wavevector is a direct result of the irrotational
nature of the gravity waves, which was already noted when discussing the linearized vorticity
equation (55.72). Additionally, with a real wavevector and real angular frequency, the amplitude
relation ω ũ = g k η̃ also holds for the traveling plane wave velocity and free surface so that

ωu = g k η =⇒ k · u = g|k|2η/ω and u = k̂ (g/cgrav) η̃ cosP, (55.75)

where
P = k · x− ω t (55.76)

is the phase.

Alignment of the horizontal fluid particle velocity with the wavevector (equation (55.75))
indicates that motion in the shallow water gravity wave is horizontally longitudinal. However,
as noted in Section 55.3.4, a shallow water fluid has a nonzero vertical velocity component that
is a linear function of depth, as given by equations (55.26) and (55.27). The presence of vertical
motion within the wave means that the waves are not longitudinal in three dimensions. Rather,
a fluid particle moves horizontally in the direction of the wavevector but the particle also moves
vertically, thus tracing out an elliptical path in the vertical-horizontal plane.

To describe the vertical particle motion in the wave, make use of equation (55.27) for the
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vertical velocity and equation (55.75) for the horizontal velocity, thus leading to

w = −i (z − ηb)k · ũ ei(k·x−ω t) = (z − ηb) (g |k|2 η̃/ω) (−i cosP+ sinP), (55.77)

where we set w(ηb) = 0 for a flat bottom. Taking the real part renders the vertical velocity
within the shallow water gravity wave

w = (z − ηb) (g |k|2/ω) η̃ sinP = (z − ηb) |k| (g/cgrav) η̃ sinP (55.78)

The vertical velocity is π/2 out of phase with both the free surface and the horizontal velocity.
Furthermore, the ratio of the maximum magnitude for the vertical and horizontal velocities is
given by

|w|max

|u|max

= (z − ηb) |k|. (55.79)

Shallow water gravity waves are characterized by wavelengths that are long relative to the
fluid depth. Hence, even at the free upper surface, the ratio (55.79) is much less than unity. As
a result, the elliptical particle paths are longer in the horizontal direction than vertical direction.
Furthermore, since the horizontal motion is depth-independent, the elliptical particle trajectories
have the same excursion along the major axis (the horizontal axis) throughout the layer depth.
This behavior contrasts to the deepwater gravity waves studied in Chapter 52, whose amplitude
in all directions decreases with depth. In Figure 55.1, we depict the motion of fluid particles
with a shallow water gravity wave. In Section 52.11.4 we study the Stokes drift resulting from
the phase averaged particle motion in these waves.
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Figure 55.1: Illustrating motion within a shallow water gravity wave over a flat bottom, here depicted at a
fixed point in time with the phase velocity to the right. The horizontal arrows are the horizontal velocity as per
equation (55.75), and the vertical arrows are for the vertical velocity as per equation (55.78). The horizontal
and vertical velocity components are π/2 out of phase, so that the vertical velocity vanishes when the horizontal
velocity has maximum magnitude, and vice versa. This figure is a slightly simplified version of the lower panel in
Figure 52.2.

55.5.3 Dispersion relation

Substitution of the plane wave ansatz (55.24) into the wave equation (55.67) leads to

ω2 = g H |k|2 = c2grav|k|2. (55.80)

Taking the positive square root then leads to the shallow water gravity wave dispersion relation4

ω = |k| cgrav =⇒ Cp = ω/|k| = cgrav, (55.81)

4Recall that we always consider the angular frequency of waves to be non-negative (Section 49.2), hence we
only take the positive root for the dispersion relation (55.81).
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where we identified the phase speed as the gravity wave speed

Cp = cgrav =
√
g H. (55.82)

Each wavevector propagates at the same speed since the phase speed is only dependent on
geophysical parameters (gravitational acceleration and the resting layer thickness). Equivalently,
higher wavenumber waves have correspondingly higher frequency, and the relation between the
two is linear. We conclude that non-rotating shallow water gravity waves are non-dispersive.

55.5.4 Steady one-dimensional flow over an obstacle

Consider a steady one-dimensional inviscid flow of a single shallow water layer of fluid in a channel
with a varying bottom, z = ηb(x), such as depicted in Figure 55.2. This flow approximates that
in a straight canal as water moves over a weir. The thicker water upstream of the weir creates a
pressure gradient that speeds up the flow as it moves over the weir. Throughout the analysis we
assume the fluid has a positive layer thickness, h > 0, so that there is no region where the fluid
layer vanishes.
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Figure 55.2: One-dimensional flow of a shallow water fluid layer in a channel with an obstacle. This flow
approximates that for water flowing over a weir in a straight canal. If a fluid particle moves faster than the locally
defined gravity wave speed, u >

√
g h or Fr > 1, then the flow is said to undergo a hydraulic jump, which typically

occurs first at the peak of the weir with u =
√
g h or Fr = 1. Flow that is faster than the gravity wave speed

is said to be super-critical, whereas slower flow is sub-critical. We here depict sub-critical flow where the local
Froude number is everywhere less than unity, Fr < 1. The fluid is thicker upstream than downstream of the weir
as per equation (55.89), thus enabling a higher pressure upstream to create a pressure drop across the weir.

The steady, one-dimensional, non-rotating shallow water equations take the form

u ∂xu = −g ∂x(ηb + h) (55.83a)

u ∂xh+ h ∂xu = 0, (55.83b)

where we wrote the free surface height, η, as the sum of the bottom topography position plus
the layer thickness (see Figure 35.1)

η = ηb + h. (55.84)

The momentum equation can be written in the form of a mechanical energy equation

∂x(u
2/2 + g h) = −g ∂xηb. (55.85)

We see that the mechanical energy, u2/2 + g h, has spatial variations according to the variations
in the bottom topography. Otherwise, the mechanical energy is a spatial constant.

Writing the steady state thickness equation (55.83b) in the form

∂xu = −(u/h) ∂xh, (55.86)
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allows us to write the momentum equation (55.83a) as

(g − u2/h) ∂xh = −g ∂xηb. (55.87)

Introducing the local Froude number,

Fr = u/
√
g h, (55.88)

then leads to
(1− Fr2) ∂xh = −∂xηb. (55.89)

The bottom is flat in regions away from the weir, so that ∂xηb = 0, in which case the left
hand side of equation (55.89) must vanish. The left hand side vanishes if ∂xh = 0, in which the
free surface is flat, such as depicted for the region away from the weir in Figure 55.2. The left
hand side also vanishes if the Froude number is unity, Fr = 1. A unit Froude number means
that the particle velocity equals to the local gravity wave speed

u2 = g h. (55.90)

Flow moving at speeds less than the gravity wave speed is called sub-critical, such as flow
upstream of the weir. Flow whose speed equals the gravity wave speed is said to be under
hydraulic control, which commonly occurs near the peak of the weir in Figure 55.2. Flow that is
faster than the local gravity wave speed is said to be super-critical, with the steady assumptions
going into equation (55.89) breaking down for super-critical flow. Super-critical flow is found to
exhibit a hydraulic jump, which is an instability with flow seemingly overtaking itself since it
cannot “see” where it is going. The situation is akin to the sonic boom occuring in a compressible
fluid moving at speeds greater than the acoustic wave speed.

The discussion here is rather descriptive, with more analysis required to deductively support
the presentation, particularly for super-critical flow. Chapter 1 of Pratt and Whitehead (2008)
considers this topic in more detail. The remaining chapters in Pratt and Whitehead (2008) con-
sider planetary rotation, thus developing the subject of rotating hydraulics, which is particularly
important for describing geophysical flows moving over topographic slopes.

55.6 Gravity waves in two layers

When adding more shallow water layers, how much can we use from the single layer results?
To help answer that question, consider the linearized equations for two shallow water layers.
The equations can be generalized to multiple layers, though with increased algebraic complexity.
Indeed, even the two-layer case with rotation proves to be algebraically tedious, thus motivating
us to examine just the case of gravity waves without rotation. For more general depth dependence,
we find it simpler analytically to study the continuously stratified fluid in Chapter 57.

55.6.1 Linearized two-layer equations

We derived the equations for a stacked shallow water model in Section 35.4, and focused on two
layers in Section 35.4.1. With reference to Figure 35.6 for notation, write the layer thicknesses
in the form

h1 = H1 + h′1 = η1/2 − η3/2 = (η1/2 − η3/2) + (η′1/2 − η′3/2) (55.91a)

h2 = H2 + h′2 = η3/2 − ηb = (η3/2 − ηb) + (η′3/2 − η′b), (55.91b)
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where we introduced the resting layer thicknesses

H1 = η1/2 − η3/2 and H2 = η3/2 − ηb and H = H1 +H2, (55.92)

with the overbar representing the area mean, and with the half-integer labels representing
interface fields. This notation leads to the linearized version of the thickness equations (35.62a)
and (35.62b)

∂th
′
1 +H1∇ · u′

1 = 0 (55.93a)

∂th
′
2 +H2∇ · u′

2 = 0, (55.93b)

where u′
1 and u′

2 are the horizontal velocities in the two layers. Likewise, assuming a zero
atmospheric pressure leads to the linearized version of velocity equations (35.77a) and (35.77b)

∂tu
′
1 + f ẑ × u′

1 = −g∇η′1/2 (55.94a)

∂tu
′
2 + f ẑ × u′

2 = −g∇η′1/2 − gr

3/2∇η′3/2. (55.94b)

For the linearized equations, the only layer coupling occurs through undulations of the free
surface impacting on the pressure felt in the lower layer.

55.6.2 Gravity wave equations

We restrict further analysis to the case with zero Coriolis acceleration so that the layer equations
take the form

∂t(η
′
1/2 − η′3/2) +H1∇ · u′

1 = 0 and ∂tu
′
1 = −g∇η′1/2 (55.95a)

∂tη
′
3/2 +H2∇ · u′

2 = 0 and ∂tu
′
2 = −g∇η′1/2 − gr∇η′3/2, (55.95b)

where we introduced the reduced gravity for the interior layer interface

gr = gr

3/2 = g (ρ2 − ρ1)/ρ1. (55.96)

Taking time derivatives of the thickness equations and substituting the divergence of the velocity
equations leads to the matrix-vector equation[

(∂tt − g H1∇2) −∂tt
−g H2∇2 (∂tt − grH2∇2)

][
η′1/2
η′3/2

]
=

[
0
0

]
. (55.97)

This equation has non-trivial solutions if the determinant of the matrix vanishes, and we use
that property to derive the dispersion relation.

55.6.3 Dispersion relation

To derive the dispersion relation, consider the plane wave ansatz for the free surface undulation
in each layer

η′1/2 = η̃1/2 e
i (k·x−ω t) and η′3/2 = η̃3/2 e

i (k·x−ω t). (55.98)

Note that we assume each layer has the same wavevector and same angular frequency. However,
the amplitudes, η̃1/2 and η̃3/2, are generally complex so that the phase of the layers can differ.
The corresponding velocity for the two layers is given by

u′
1 = ũ1 e

i (k·x−ω t) and u′
2 = ũ2 e

i (k·x−ω t). (55.99)
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Plugging the wave ansatz (55.98) into equation (55.97) converts the differential operators to
algebraic expressions[

(−ω2 + g H1|k|2) ω2

g H2 |k|2 (−ω2 + grH2 |k|2)

] [
η̃1/2
η̃3/2

]
=

[
0
0

]
. (55.100)

Setting the determinant to zero leads to the quadratic equation in ω2

(ω2 − g H1 |k|2) (ω2 − grH2 |k|2)− g H2 |k|2 ω2 = 0. (55.101)

Solving for the squared phase speed (C2
p = ω2/|k|2) leads to

2ω2/|k|2 = (g H + grH2)±
√

(g H + grH2)2 − 4 g grH1H2. (55.102)

Introducing the small non-dimensional parameter,

ϵ = grH2/(g H) = grH2/c
2
grav ≪ 1, (55.103)

and expanding the dispersion relation (55.102) to expose the leading order behavior, yields the
squared phase speeds

C2
p ≈ c2grav = g H squared barotropic phase speed (55.104a)

C2
p ≈ c2grav grH1H2/(g H

2) = grH1H2/H squared baroclinic phase speed. (55.104b)

We motivate the names barotropic mode and baroclinic mode in the following, based on our study
of vorticity in Section 40.7.2 for a Boussinesq fluid. Note that the phase speed for the barotropic
mode is roughly given by the gravity wave speed for a single layer of fluid with resting thickness
H = H1 +H2. This speed is much greater than that for the baroclinic mode since gr ≪ g.

<latexit sha1_base64="zCdT3kXHH0weEl+lXEoglaSKqOI=">AAACA3icbVDLTgIxFL2DL8QX6tJNIzFxRWaIQZdENywxcYAEJqRTCjS0nUnbMSETlq7d6je4M279ED/Bv7DAxAh4kiYn59ybc3vCmDNtXPfLyW1sbm3v5HcLe/sHh0fF45OmjhJFqE8iHql2iDXlTFLfMMNpO1YUi5DTVji+m/mtR6o0i+SDmcQ0EHgo2YARbKzk13tpZdorltyyOwdaJ15GSpCh0St+d/sRSQSVhnCsdcdzYxOkWBlGOJ0WuommMSZjPKQdSyUWVAfp/NgpurBKHw0iZZ80aK7+3Uix0HoiQjspsBnpVW8m/ud1EjO4CVIm48RQSRZBg4QjE6HZz1GfKUoMn1iCiWL2VkRGWGFibD9LKaH4DbDdeKtNrJNmpexVy9X7q1LtNmspD2dwDpfgwTXUoA4N8IEAg2d4gVfnyXlz3p2PxWjOyXZOYQnO5w+ukZe6</latexit>

H2

<latexit sha1_base64="yt136RhMvptM9Pu1Q4/bns59Ky8=">AAACA3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFN11WcFqhHUomzbShSWZIMkIZunTtVr/Bnbj1Q/wE/8K0HcS2HggczrmXc3PChDNtXPfLKaytb2xuFbdLO7t7+wflw6OWjlNFqE9iHquHEGvKmaS+YYbTh0RRLEJO2+Hoduq3H6nSLJb3ZpzQQOCBZBEj2FjJb/Qyb9IrV9yqOwNaJV5OKpCj2St/d/sxSQWVhnCsdcdzExNkWBlGOJ2UuqmmCSYjPKAdSyUWVAfZ7NgJOrNKH0Wxsk8aNFP/bmRYaD0WoZ0U2Az1sjcV//M6qYmug4zJJDVUknlQlHJkYjT9OeozRYnhY0swUczeisgQK0yM7WchJRS/AbYbb7mJVdK6qHq1au3uslK/yVsqwgmcwjl4cAV1aEATfCDA4Ble4NV5ct6cd+djPlpw8p1jWIDz+QOs9Ze5</latexit>

H1

<latexit sha1_base64="2fCT8GUOp2c+cAMHZuqD/VAkvzg=">AAACH3icbVDLSsNAFJ34rPUVdenCwSIKQk2KVDdC0U2XFewD2hAm00k7dDIJMxOhhi79ENdu9Rvcidt+gn/hpA1iWw8M93DuvZw7x4sYlcqyxsbS8srq2npuI7+5tb2za+7tN2QYC0zqOGShaHlIEkY5qSuqGGlFgqDAY6TpDe7SfvORCElD/qCGEXEC1OPUpxgpLbnm0RO8gVU3sUfwPK2ltHaIQlq6KI1OXbNgFa0J4CKxM1IAGWqu+d3phjgOCFeYISnbthUpJ0FCUczIKN+JJYkQHqAeaWvKUUCkk0w+MoInWulCPxT6cQUn6t+NBAVSDgNPTwZI9eV8LxX/67Vj5V87CeVRrAjHUyM/ZlCFME0FdqkgWLGhJggLqm+FuI8EwkpnN+PiBb8GOht7PolF0igV7XKxfH9ZqNxmKeXAITgGZ8AGV6ACqqAG6gCDZ/AK3sC78WJ8GJ/G13R0ych2DsAMjPEPG7CgMg==</latexit>

z = H1 +H2 + ⌘
0
1/2

<latexit sha1_base64="6U4KvCaX+J+HSZ6kRG+TzHjgP6E=">AAACF3icbVDLSsNAFJ34rPUVdeHCzWARBaEmVaoboeimywr2AW0Ik+mkHTqZhJmJUEM+xLVb/QZ34taln+BfOG2D2NYDA4dz7uXcOV7EqFSW9WUsLC4tr6zm1vLrG5tb2+bObkOGscCkjkMWipaHJGGUk7qiipFWJAgKPEaa3uB25DcfiJA05PdqGBEnQD1OfYqR0pJr7j/Ca1h1k1IKT2GHKOQm52el9Ng1C1bRGgPOEzsjBZCh5prfnW6I44BwhRmSsm1bkXISJBTFjKT5TixJhPAA9UhbU44CIp1k/IEUHmmlC/1Q6McVHKt/NxIUSDkMPD0ZINWXs95I/M9rx8q/chLKo1gRjidBfsygCuGoDdilgmDFhpogLKi+FeI+Eggr3dlUihf8Buhu7Nkm5kmjVLTLxfLdRaFyk7WUAwfgEJwAG1yCCqiCGqgDDFLwDF7Aq/FkvBnvxsdkdMHIdvbAFIzPHyQqnak=</latexit>

z = H2 + ⌘
0
3/2

<latexit sha1_base64="2fCT8GUOp2c+cAMHZuqD/VAkvzg=">AAACH3icbVDLSsNAFJ34rPUVdenCwSIKQk2KVDdC0U2XFewD2hAm00k7dDIJMxOhhi79ENdu9Rvcidt+gn/hpA1iWw8M93DuvZw7x4sYlcqyxsbS8srq2npuI7+5tb2za+7tN2QYC0zqOGShaHlIEkY5qSuqGGlFgqDAY6TpDe7SfvORCElD/qCGEXEC1OPUpxgpLbnm0RO8gVU3sUfwPK2ltHaIQlq6KI1OXbNgFa0J4CKxM1IAGWqu+d3phjgOCFeYISnbthUpJ0FCUczIKN+JJYkQHqAeaWvKUUCkk0w+MoInWulCPxT6cQUn6t+NBAVSDgNPTwZI9eV8LxX/67Vj5V87CeVRrAjHUyM/ZlCFME0FdqkgWLGhJggLqm+FuI8EwkpnN+PiBb8GOht7PolF0igV7XKxfH9ZqNxmKeXAITgGZ8AGV6ACqqAG6gCDZ/AK3sC78WJ8GJ/G13R0ych2DsAMjPEPG7CgMg==</latexit>

z = H1 +H2 + ⌘
0
1/2

<latexit sha1_base64="6U4KvCaX+J+HSZ6kRG+TzHjgP6E=">AAACF3icbVDLSsNAFJ34rPUVdeHCzWARBaEmVaoboeimywr2AW0Ik+mkHTqZhJmJUEM+xLVb/QZ34taln+BfOG2D2NYDA4dz7uXcOV7EqFSW9WUsLC4tr6zm1vLrG5tb2+bObkOGscCkjkMWipaHJGGUk7qiipFWJAgKPEaa3uB25DcfiJA05PdqGBEnQD1OfYqR0pJr7j/Ca1h1k1IKT2GHKOQm52el9Ng1C1bRGgPOEzsjBZCh5prfnW6I44BwhRmSsm1bkXISJBTFjKT5TixJhPAA9UhbU44CIp1k/IEUHmmlC/1Q6McVHKt/NxIUSDkMPD0ZINWXs95I/M9rx8q/chLKo1gRjidBfsygCuGoDdilgmDFhpogLKi+FeI+Eggr3dlUihf8Buhu7Nkm5kmjVLTLxfLdRaFyk7WUAwfgEJwAG1yCCqiCGqgDDFLwDF7Aq/FkvBnvxsdkdMHIdvbAFIzPHyQqnak=</latexit>

z = H2 + ⌘
0
3/2
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Figure 55.3: Illustrating the interface displacements for a two-layer shallow water gravity wave as discussed in
Section 55.6.4. The left panel depicts a barotropic wave, where the undulations are both relatively small, in-phase,
and on the same order of magnitude. The right panel shows a baroclinic wave, where the undulations of the free
surface are small whereas those of the interior interface are much larger (order g/gr) and the two undulations are
π radians out of phase. For the baroclinic mode, recall that the same structure occurs for the reduced gravity
model shown in Figure 35.5.

55.6.4 Structure of a plane gravity wave
In this subsection we examine the structure of a plane gravity wave by relating the wave
amplitudes. To start, we relate interface height amplitudes by making use of equation (55.100)
to write

η̃1/2

η̃3/2
=

ω2

ω2 − g H1 |k|2
=
ω2 − grH2 |k|2
g H2 |k|2

. (55.105)
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Since the right hand side is real, so too is the ratio of the amplitudes. Hence, the interfaces
undulate either in phase or π radians out of phase. Correspondingly, we can, without loss of
generality, take the interface height amplitudes to be real.

We relate the velocity amplitude to the interface amplitude by evaluating the linearized
velocity equations (55.95a) and (55.95b) for plane waves, in which

ω ũ1 = k g η̃1/2 and ω ũ2 = k (g
r η̃1/2 + g η̃3/2). (55.106)

Since the interface height amplitudes are real, so too are the velocity amplitudes. Evidently, the
fluid particle velocity in each layer is aligned with the phase velocity, so that the gravity waves
are horizontally longitudinal. Correspondingly, the ratio of the velocity amplitudes is found by
taking the scalar product of equation (55.106) with the wavevector to find

ω ũ1 · k = |k|2 g η̃1/2 and ω ũ2 · k = |k|2 (gr + g H2/H) η̃1/2, (55.107)

whose ratio is
ũ1 · k
ũ2 · k

=
g η̃1/2

gr η̃1/2 + g η̃3/2
. (55.108)

Structure of the barotropic mode

For the barotropic mode we set ω2 ≈ g H |k|2 within equation (55.105) to render the amplitude
ratio

η̃1/2/η̃3/2 ≈ H/H2 > 1. (55.109)

This inteface height ratio then leads, through equation (55.108), to the velocity amplitude

ũ1 · k
ũ2 · k

≈ η̃1/2/η̃3/2 ≈ H/H2. (55.110)

Evidently, the two interfaces undulate in-phase and with the surface interface fluctuating more
than the interior interface. Likewise, the horizontal velocities move in-phase with the interface
heights, and with an amplitude ratio that concurs with the interface height ratio. We depict
this wave motion in the left panel of Figure 55.3.

Structure of the baroclinic wave mode

For the baroclinic mode, setting ω2 ≈ grH1H2 |k|2/H within equation (55.100) leads to the
amplitude ratio

η̃1/2/η̃3/2 ≈ −grH2/(g H). (55.111)

Hence, the two interfaces undulate oppositely (i.e., π radians out of phase) and with the amplitude
of the upper interface far less than the interior interface

|η̃1/2/η̃3/2| ≪ 1. (55.112)

That is, the free surface is nearly rigid relative to the interior interface, as depicted in the right
panel of Figure 55.3. For the velocity amplitude, we make use of equation (55.108) along with
the interface height amplitude ratio (55.111), so that

ũ1 · k
ũ2 · k

≈ −g
rH2

g H
, (55.113)

so that the velocities are π radians out of phase and their ratio is identical to that for the
interface heights.
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Evidently, the baroclinic mode consists of layer velocities and interface heights that oscillate
π radians out of phase, and with the velocity and surface height in the upper layer undulating
much less than in the interior layer. Indeed, to leading order the upper interface is rigid and the
corresponding flow stagnant. In contrast, the lower interface fluctuates as a gravity wave with
the squared phase speed, grH1H2/H. This wave speed is far less than the ≈ √g H speed of the
barotropic mode.

55.6.5 Energetic scaling for the waves

We here examine the relative amounts of phase averaged kinetic and available potential energies
contained in the waves. From Section 36.6.3, we write the linearized layer integrated kinetic
energy per area

K = (ρo/2) (H1 u
′
1 · u′

1 +H2 u
′
2 · u′

2), (55.114)

whose phase average is
⟨K⟩ = (ρo/4) (H1 |ũ1|2 +H2 |ũ2|2). (55.115)

Within the gravity wave, the velocity amplitudes are related to the interface amplitudes via
equation (55.106), so that the phase averaged kinetic energy per horizontal area is

⟨K⟩ = (ρo/4) (|k|/ω)2 [H1 (g η̃1/2)
2 +H2 (g

r η̃1/2 + g η̃3/2)
2]. (55.116)

For the available potential energy, we make use of the phase averaged version of equation (36.139)
to write the phase averaged available potential energy per area as

⟨A⟩ = (ρo/4) (g η̃
2
1/2 + gr η̃23/2). (55.117)

Scaling within a barotropic gravity wave

For the barotropic gravity wave, the interface height undulations are related by equation
(55.109). Hence, the phase averaged kinetic energy and available potential energy are given by
the approximate expressions

⟨K⟩ ≈
ρo η̃

2
1/2

4 g H
[H1 g

2 +H2 (g
r + g H2/H)2] (55.118a)

⟨A⟩ ≈ (ρo/4) η̃
2
1/2 (g + grH2

2/H
2), (55.118b)

and their ratio is
⟨K⟩
⟨A⟩ =

1

g H

H1H
2 g2 +H2 (g

rH + g H2)
2

g H2 + grH2
2

. (55.119)

This ratio is on the order of unity, with specific values determined by the layer thickness and
reduced gravity. Hence, for the barotropic wave there is roughly the same amount of energy
contained in the kinetic energy as in the available potential energy.

Scaling within a baroclinic gravity wave

For the baroclinic gravity wave, the interface height undulations are related by equation (55.111).
Hence, the phase averaged kinetic energy and available potential energy are given by the
approximate expressions

⟨K⟩ ≈
ρo η̃

2
1/2

4C2
p

(H1 g
2 +H2 [g

r − (g2H)/(grH2)]
2) ≈

ρo η̃
2
1/2

4C2
p

g2H2

(gr)2H2
(55.120)
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⟨A⟩ ≈ (ρo/4) η̃
2
1/2

g2H2

grH2
2

. (55.121)

Use of equation (55.104b) for the squared phase speed in the baroclinic mode leads to the energy
ratio

⟨K⟩
⟨A⟩ ≈

1

C2
p

g2H2

gr
=

g2H

(gr)2H1
≫ 1. (55.122)

This ratio is generally much larger than unity, indicating that the baroclinic gravity wave carries
far more kinetic energy than available potential energy.

Comparing the available potential energies between the waves

Making use of the above results leads to the ratio of the available potential energies contained in
the barotropic gravity wave and baroclinic gravity wave

⟨Abt⟩
⟨Abc⟩ ≈

grH2
2

g H2

(η̃21/2)
bt

(η̃21/2)
bc
≈ g H2

grH2
2

(η̃23/2)
bt

(η̃23/2)
bc
. (55.123)

The ratio thus depends on the assumed ratio of the undulations found in the two waves. In
general we expect that

(η̃21/2)
bt

(η̃21/2)
bc
≫ 1 and

(η̃23/2)
bt

(η̃23/2)
bc
≪ 1. (55.124)

Even so, we cannot make any general statements about the ratio of available potential energies
without further information. That is, we cannot a priori state that the barotropic wave requires
more or less available potential energy than the baroclinic wave. Whereas the baroclinic wave
involves large undulations of the interior interface, these undulations are coupled to the relatively
small reduced gravity (gr ≪ g), thus ameliorating the available potential energy cost. In contrast,
the barotropic wave involves a relatively small undulation of the interior interface and somewhat
larger free surface undulation (larger than for the baroclinic mode). The free surface motion is
coupled to the relatively large buoyancy through g ≫ gr, thus enhancing the potential energy
cost for the free surface undulation, making the barotropic wave available potential energy
comparable to that of the baroclinic wave.

55.6.6 The depth averaged velocity and the velocity difference
There are occasions in which it is useful to combine the layer velocity equations in a manner
that directly approximates the barotropic and baroclinic motions. For this purpose we introduce
the depth averaged velocity5

H u = H1 u
′
1 +H2 u

′
2, (55.125)

with H = H1 +H2, along with the layer deviations from the depth average

u1b = u′
1 − u and u2b = u′

2 − u. (55.126)

Making use of the linearized equations (55.94a) and (55.94b) (here returning to the case with
rotation) leads to the equations of motion (see Exercise 55.3)

∂tu+ f ẑ × u = −g∇η′1/2 − (H2 g
r/H)∇η′3/2 (55.127a)

∂tu1b + f ẑ × u1b = (grH2/H)∇η′3/2 (55.127b)

∂tu2b + f ẑ × u2b = −(grH1/H)∇η′3/2. (55.127c)

5We study vorticity of the depth averaged velocity for a continuous fluid in Section 40.9.7.
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Notice that the two deviation velocities, u1b and u2b, are independent of the free surface
fluctuations. Furthermore, a layer integration of these two velocities vanishes

H1 u1b +H2 u2b = 0, (55.128)

which is consistent with a vanishing integral for their equations of motion

H1(∂tu1b + f ẑ × u1b) +H2(∂tu2b + f ẑ × u2b) = 0. (55.129)

Finally, introduce the vertical shear velocity

us = u1 − u2 = u1b − u2b (55.130)

whose equation of motion is
∂tus + f ẑ × us = gr∇η′3/2. (55.131)

For the barotropic wave, whereby both layer interfaces undulate in phase and with a relatively
small amplitude (Figure 55.3), then the shear velocity is nearly zero since the pressure gradient,
gr∇η′3/2 in equation (55.131) is small for the barotropic wave. In contrast, the depth averaged

velocity described by equation (55.127a) is dominated by the larger (in magnitude) pressure
gradient arising from free surface height undulations, −g∇η′1/2. For the baroclinic wave, the
depth averaged velocity is far smaller in magnitude than found in the barotropic wave, and the
pressure gradient is dominated by interior interface undulations via gr∇η′3/2. These behaviors
motivate the oceanographic colloquial terminology whereby the depth averaged velocity is
referred to as the barotropic velocity and the shear velocity is referred to as the baroclinic velocity.

55.6.7 Comments

As noted at the start of this section, the addition of further layers greatly increases the algebraic
complexity of the analysis, thus motivating the use of numerical models for studies with N > 2
layers. One generally finds that each layer adds another wave mode, with N layers realizing
N modes (one barotropic mode and N − 1 baroclinic modes). We further the study of gravity
waves in Chapter 57 by studying internal gravity waves, with such waves corresponding here to
a continuum of baroclinic modes.

55.7 Kelvin waves

The Kelvin wave is a non-dispersive gravity wave. It arises from the combined presence of a
boundary and the Coriolis acceleration. The boundary considered here is a solid vertical wall.
Additionally, Kelvin waves occur along the equator, with the equator acting as a boundary due
to the change in sign of the Coriolis parameter, f .

55.7.1 Wave solutions with a southern boundary

To expose the key points about the shallow water Kelvin wave, it is sufficient to orient the
f -plane with a boundary at y = y0 and to consider flow in the region y > y0. The meridional
velocity component must vanish at y = y0 to satisfy the no-normal flow condition. We are
thus motivated to seek nontrivial solutions with v′ = 0 everywhere, in which case the linearized
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f -plane thickness and velocity equations are

∂tη
′ = −H ∂xu

′ (55.132a)

∂tu
′ = −g ∂xη′ (55.132b)

f u′ = −g ∂yη′. (55.132c)

It is notable that the meridional velocity equation (55.132c) expresses geostrophic balance
between the Coriolis acceleration, f u′, and meridional pressure gradient, −g ∂yη′.

Taking the time derivative of the zonal velocity equation (55.132b) and making use of the
free surface equation (55.132a) leads to the one-dimensional wave equation for the zonal velocity

(∂tt − c2grav ∂xx)u′ = 0, (55.133)

where
cgrav =

√
g H (55.134)

is the shallow water gravity wave speed. Likewise, a time derivative of the free surface equation
(55.132a) and substitution of zonal velocity equation (55.132b) recovers the same wave equation
satisfied by the free surface

(∂tt − c2grav ∂xx) η′ = 0. (55.135)

55.7.2 Kelvin wave solutions

In Section 6.7 we studied how to solve the wave equations (55.133) and (55.135), in which we
write the general solutions in the form

u′(x, y, t) = F1(x
L(t), y) + F2(x

R(t), y), (55.136a)

η′(x, y, t) = E1(x
L(t), y) + E2(x

R(t), y). (55.136b)

In these expressions, F1, E1, F2, E2 are functions of space that are specified by the initial
conditions, and

xL(t) = x+ cgrav t and xR(t) = x− cgrav t (55.137)

are points along the x-axis that, as time increases, move to the left and right, respectively, at
the gravity wave speed. Evidently, the wave signal transmits, without distortion, the F1 and
E1 patterns in the negative x̂-direction, and the F2 and E2 patterns propagate in the positive
x̂-direction.

The free surface height and zonal velocity are coupled via the equations of motion (55.132a)–
(55.132c), so that the functions F1, F2 are related to E1, E2. To determine this relation we use
the velocity equation (55.132b) along with the chain rule

∂F1

∂t
=
∂F1(x

L, y)

∂xL

dxL

dt
=
∂F1(x

L, y)

∂xL
cgrav (55.138a)

∂F2

∂t
=
∂F2(x

R, y)

∂xR

dxR

dt
= −∂F2(x

R, y)

∂xR
cgrav, (55.138b)

in which case

∂tu
′ = cgrav (∂F1/∂x

L − ∂F2/∂x
R) = −g ∂xη′ = −g (∂E1/∂x

L − ∂E2/∂x
R), (55.139)

so that
η′(x, y, t) = (cgrav/g)

[
−F1(x+ cgrav t, y) + F2(x− cgrav t, y)

]
. (55.140)

To determine the meridional dependence to the wave solutions requires the geostrophic
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balance (55.132c), with the free surface equation (55.140) and zonal velocity equation (55.136a)
leading to

∂yF1 = f F1/cgrav and ∂yF2 = −f F2/cgrav, (55.141)

whose solutions take the form

F1 = F (x+ cgrav t) e
(y−y0)/Ld and F2 = G(x− cgrav t) e−(y−y0)/Ld , (55.142)

where
Ld = cgrav/f (55.143)

is the shallow water deformation radius defined in equation (43.31) (and used in Section 55.4.6).
We also introduced the functions F and G, which are functions of a single space coordinate. To
ensure boundedness in the region y > y0, where the fluid is assumed to exist, we drop the F1

solution, thus leaving the free surface

η′ = (H/g)1/2 e−(y−y0)/Ld G(x− cgrav t), (55.144)

and the horizontal veloctiy components

u′ = e−(y−y0)/Ld G(x− cgrav t) and v′ = 0. (55.145)

For the vertical velocity component we return to equation (55.26) to write

w′(z) = w′(z = −H)− (z +H) ∂xu
′ (55.146a)

= w′(z = −H) +H−1 (z +H) ∂tη
′ (55.146b)

= w′(z = −H)− (z +H) e−(y−y0)/Ld
dG(xR)

dxR
, (55.146c)

where the second equality used the linearized thickness equation (55.132a), and the third equality
used the chain rule.
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z = ω→(x, y, t)

Figure 55.4: Illustrating free surface and zonal velocity for a northern hemisphere Kelvin wave with a solid
boundary on the south. The free surface exponentially decays away from the boundary with a decay scale set by
the deformation radius, Ld. With f > 0 the Kelvin wave propagates with the boundary on the right, so that for
this orientation the wave phase velocity is coming out of the page.

These non-dispersive gravity wave signals propagate in the positive x̂ direction, in which
case the boundary y = y0 is on the right. This orientation holds for any boundary orientation in
the northern hemisphere, whereby Kelvin waves propagate with the solid boundary on the right
when looking in the direction of wave phase velocity. For the southern hemisphere, Kelvin waves
propagate with the boundary to the left of the wave motion. Hence, Kelvin waves propagate
cyclonically around a closed basin. In Figure 55.4 we illustrate the free surface and velocity for
the Kelvin wave solution just derived.
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55.8 Inertia-gravity waves
In this section we set the Coriolis parameter, f , to a nonzero constant while retaining a flat
bottom and removing all side boundaries. We also retain a nonzero gravity, which is consistent
with the shallow water being in hydrostatic balance. The linearized thickness equation (55.13),
velocity equation (55.15), and potential vorticity equation (55.23) take the form

∂tη
′ = −H∇ · u′ (55.147a)

∂tu
′ + f ẑ × u′ = −g∇η′ (55.147b)

∂tQ
′ = 0, (55.147c)

where the linear flat bottom f -plane shallow water potential vorticity is given from equation
(55.22)

Q′ = ζ ′/H − f η′/H2, (55.148)

where we dropped the constant f since it plays no dynamical role.

55.8.1 Forced oscillator equation for horizontal velocity
Taking a time derivative of the horizontal velocity equation (55.147b), and then back-substituting
the velocity equation, leads to

(∂tt + f2)u′ = −g (∂t∇η′ − f ẑ ×∇η′). (55.149)

This equation for the horizontal velocity is in the form of a forced oscillator, with forcing from
gradients in the free surface. We make use of this equation when developing the mathematical
expressions for plane inertia-gravity waves in Section 55.8.9.

55.8.2 Free wave equation and potential vorticity
For the case of a flat bottom on an f -plane, we can write the wave equation (55.31) as

(∂tt − c2grav∇2)η′ = −H f ζ ′. (55.150)

This equation describes a forced shallow water gravity wave with forcing from relative vorticity
coupled to the Coriolis parameter. Recall that this coupling between Coriolis and relative
vorticity is fundamental to the inertial waves studied in Chapter 53. We can now use the
vorticity equation as in Section 55.4.2 to eliminate ζ ′ to reveal a free wave equation. Equivalently,
in equation (55.38) we set f to a constant and the bottom to be flat, thus leading to

∂t [∂ttη
′ + f2 η′ − c2grav∇2η′] = 0. (55.151)

The linear fluctuations described by this equation are known as shallow water inertia-gravity or
Poincaré waves. The name “inertia-gravity” is due to the presence of both the Coriolis frequency,
f , and gravitational acceleration, g, with both playing a role as restoring forces to support the
waves.

The wave equation (55.151) is in the form of a local conservation law where the term in
square brackets is static. We already know about another static field, namely the potential
vorticity, Q′, given by equation (55.148). We here show that the wave equation (55.151) is
indeed identical to the potential vorticity equation (55.147c). For this purpose, substitute the
expression (55.148) for the potential vorticity into the forced wave equation (55.150), which
readily yields

f H2Q′ = −(∂tt + f2 − c2grav∇2) η′. (55.152)
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We thus find that
∂tQ

′ = 0 =⇒ ∂t [∂ttη
′ + f2 η′ − c2grav∇2η′] = 0, (55.153)

so that the wave equation (55.151) for inertia-gravity waves is identical to the conservation
equation for linear shallow water potential vorticity. We saw a similar connection between
potential vorticity conservation and waves in our study of Rossby waves in Section 54.3 for the
horizontally non-divergent barotropic fluid, and will see the connection yet again for shallow
water Rossby waves in Section 55.9.

55.8.3 Dispersion relation

Substituting the wave ansatz (55.24) into equations (55.147a)-(55.147b) renders the homogeneous
matrix-vector equation  −iω −f i g kx

f −iω i g ky
iH kx iH ky −iω

 ũ
ṽ
η̃

 =

 0
0
0

 . (55.154)

This equation has a nontrivial solution only when the determinant of the matrix vanishes. The
real part of the determinant cancels exactly, thus leaving just the imaginary part. Setting the
imaginary part to zero yields the dispersion relation

ω
[
ω2 − f2 − g H |k|2

]
= 0. (55.155)

We can derive the same dispersion relation by substituting the wave ansatz into the wave
equation (55.153). There are three solutions to this cubic equation described in the following
subsections.

55.8.4 Zero frequency geostrophic mode

The zero frequency solution to the dispersion relation (55.155) corresponds to f -plane geostrophic
motion. Such motion is static so that the linearized continuity equation (55.147a) means that the
flow is horizontally non-divergent, ∇ ·u′ = 0. Furthermore, the geostrophic solution corresponds
to a static yet non-zero potential vorticity

f ẑ × u′ = −g∇η′ =⇒ (f/g)Q′ = (∇2 − L−2
d ) η′ ̸= 0, (55.156)

where we introduced the deformation radius, Ld = cgrav/f , from equation (55.54). Turning
equation (55.156) around, we see that if the potential vorticity is known, then the geostrophically
balanced free surface can be found by inverting the elliptic operator, ∇2 − L−2

d .

The static geostrophic mode with nonzero potential vorticity is decoupled, in the linear
theory, from the ageostrophic inertia-gravity wave whose potential vorticity is identically zero
and yet whose relative vorticity and free surface are time dependent. For this reason we can
separately study the two linear modes without concern for interactions.

55.8.5 Inertia-gravity wave modes

The ω ̸= 0 solution to the dispersion relation (55.155) satisfies the dispersion relation

ω2 = f2 (1 + L2
d |k|2). (55.157)
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Recall from Section 49.2 that we consider the angular frequency of waves to be non-negative.
Hence, we only take the positive root

ω = |f |
√
1 + L2

d |k|2, (55.158)

with Figure 55.5 depicting this relation.

The ω > 0 modes satisfying the dispersion relation (55.158) are inertia-gravity waves. These
waves have an angular frequency greater than or equal to the inertial frequency

ω ≥ |f |, (55.159)

and are thus said to be super-inertial waves.6 Furthermore, they carry zero potential vorticity
(equation (55.152))

f H2Q′ = −(∂tt + f2 − c2grav∇2) η′ = 0, (55.160)

where we verify this property holds for plane inertia-gravity waves in Exercise 55.5. With Q′ = 0,
equation (55.148) for the potential vorticity shows that the inertia-gravity waves carry a relative
vorticity given by

ζ ′ = f η′/H. (55.161)

Since |η′|/H ≪ 1, we see that the relative vorticity carried by shallow water inertia-gravity
waves is small relative to the planetary vorticity

|ζ ′| ≪ |f |. (55.162)

55.8.6 Group velocity

Taking the k-space gradient of the dispersion relation (55.158) leads to the group velocity for
the shallow water inertia-gravity waves

cg = ∇kϖ(k) =
c2grav k

ω
=
cp c

2
grav

|cp|2
=

cp
1 + (Ld |k|)−2

, (55.163)

where the phase velocity is cp = (ω/|k|) k̂. Evidently, the group velocity is parallel to the phase
velocity and the ratio of their magnitudes is given by

|cg|
|cp|

=
c2grav
|cp|2

=
1

1 + (Ld |k|)−2
. (55.164)

In the non-rotating case, where f = 0 so that L−2
d = (cgrav/f)

−2 = 0, the group and phase
velocities are equal, which we expect since the non-rotating shallow water gravity waves from
Section 55.5 are non-dispersive. The inertia-gravity waves approach the non-dispersive limit for
wavelengths much smaller than the deformation radius, in which the waves are too small to
feel the effects from the Coriolis acceleration (we further discuss the shortwave limit in Section
55.8.7). But for the general case with dispersion, the Coriolis acceleration causes the group
velocity to be smaller in magnitude than the phase velocity. Hence, the wave energy, which is
carried by the group velocity (see Section 55.8.10 on energetics), is more slowly transmitted
than the phase.

6The inertial waves considered in Chapter 53, which we studied in a homogeneous fluid, have their angular
frequency bounded by ω2 < f2. These are sub-inertial waves. They are again encountered in Section 57.9.1 as a
special case of a rotating internal gravity wave in the limit where the reference fluid state is homogeneous. They
are distinct from the shallow water inertial waves since the shallow water fluid is hydrostatic whereas the inertial
waves in Chapter 53 rely on non-hydrostatic pressure.
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Figure 55.5: Illustrating the dispersion relation for shallow water inertia-gravity waves. The red hyperbolic curve
is the dispersion relation (55.157), which asymptotes at high wavenumber (small wavelength) to the straight line
for the non-rotating case. The angular frequency, ω, is scaled by the magnitude of the Coriolis frequency, |f |, and
the horizontal wavenumber, |k|, is multiplied by the deformation radius Ld =

√
gH/f = cgrav/f . For small wave

numbers (|k|Ld ≪ 1 or Λ ≫ 2π Ld), the inertial-gravity wave frequency approaches the inertia frequency, f , with
this behavior seen at the minimum of the dispersion curve. We expect this result since waves large relative to the
deformation radius feel the Coriolis acceleration. At the opposite extreme of high wave numbers (Λ ≪ 2π Ld), the
wave frequency approaches the non-rotating gravity wave frequency, shown here by the linear dispersion relation
ω = |k|

√
g H = |k|cgrav. Waves small relative to the deformation radius do not feel the Coriolis acceleration and

thus converge to non-rotating gravity waves. Since all shallow water inertia-gravity waves satisfy ω2 ≥ f2, they
are said to be super-inertial waves; i.e., waves whose frequency is larger in magnitude than the inertial frequency.

55.8.7 Shortwave limit for inertia-gravity waves
The shortwave limit is in the regime where

|k|2 L2
d ≫ 1, (55.165)

so that the shortwave limit occurs when the wavelength is much shorter than the deformation
radius, in which case the waves do not feel the effects from the Coriolis acceleration. For
example, consider a middle latitude shallow water gravity wave in a layer with H = 103 m and
f = 10−4 s−1, in which case the shallow water deformation radius is Ld =

√
g H/f = 103 km.

Maintaining the constraint (55.165) means that the wavelength of the gravity wave, Λ = 2π/|k|,
must satisfy

Λ≪ 2π Ld. (55.166)

Within the shortwave limit, however, the wavelength cannot be too small since the flow
must retain the hydrostatic balance as per a shallow water model. As discussed in Section 27.2,
maintaining the hydrostatic balance means that the flow retains a small vertical to horizontal
aspect ratio. In terms of the wavenumber for gravity waves, the hydrostatic balance implies

|k|H ≪ 1 ⇐= hydrostatic balance. (55.167)

We conclude that the shortwave limit for shallow water gravity waves is given by the regime

L−1
d ≪ |k| ≪ H−1 ⇐⇒ 2πH ≪ Λ≪ 2π Ld. (55.168)
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Although considered short from the perspective of the shallow water model, these waves are
hydrostatic and thus considered long gravity waves from the perspective of the surface gravity
waves studied in Chapter 52.

Finally, for the shortwave limit, the dispersion relation (55.157) reduces to the dispersion
relation (55.81)

ω ≈ |k| cgrav. (55.169)

Such waves are only weakly affected by the Coriolis acceleration so that their dispersion relation
reduces to linear and non-dispersive gravity waves of Section 55.5.

55.8.8 Longwave limit for inertia-gravity waves
The longwave limit occurs when

|k|2 L2
d ≪ 1, (55.170)

so the waves are much longer than the deformation radius. In this limit the wave is strongly
affected by the Coriolis acceleration. Indeed, the wave dispersion relation becomes

ω2 = f2, (55.171)

in which fluid particles exhibit inertial oscillations (Sections 55.8.9 and 14.4).

55.8.9 Polarization relations for a plane inertia-gravity wave
As for the gravity waves in Section 55.5, we study the behavior of the traveling plane wave ansatz
(55.24). In contrast to the case with f = 0, here we require the complex nature of the wave
amplitudes (ũ, ṽ, η̃) in order to realize nontrivial inertia-gravity wave solutions. Such complex
amplitudes mean there are differences in phase between the velocity and free surface, with phase
differences arising from the Coriolis parameter.

Polarization relations for the wave

Substituting the traveling plane wave ansatz (55.24) into the forced oscillator equation (55.149)
leads to the amplitude relation

(−ω2 + f2) ũ = −g (ω k − i f ẑ × k) η̃. (55.172)

Without loss of generality, we assume the free surface amplitude, η̃, is real, which then leads to
the free surface height

η′ = η̃ cos(k · x− ω t), (55.173)

and the fluid velocity within a plane wave

u′ =
g |k| η̃
ω2 − f2

[
ω k̂ cos(k · x− ω t)︸ ︷︷ ︸
horizontally longitudinal

+ f (ẑ × k̂) sin(k · x− ω t)︸ ︷︷ ︸
horizontally transverse

]
(55.174a)

=
η̃

|k|H

[
ω k̂ cos(k · x− ω t)︸ ︷︷ ︸
horizontally longitudinal

+ f (ẑ × k̂) sin(k · x− ω t)︸ ︷︷ ︸
horizontally transverse

]
, (55.174b)

where the unit vector
k̂ = k/|k| (55.175)

points in the direction of the wave, and equation (55.174b) follows from use of the dispersion
relation (55.157) in equation (55.174a). The vanishing potential vorticity in these waves means
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that they carry a nonzero relative vorticity as given by equation (55.161), so that

ζ ′ = f η′/H = (f η̃/H) cos(k · x− ω t). (55.176)

Hence, in the northern hemisphere the relative vorticity is in-phase with the free surface, whereas
in the southern hemisphere it is π radians out of phase.

These mathematical expressions for the fields within a wave are sometimes referred to as
polarization relations. Observe that the horizontally transverse component of the velocity vector
is π/2 out of phase from the horizontally longitudinal component. Furthermore, the transverse
component corresponds to fluid particle motion that is perpendicular to the wavevector, in which
case we say that the transverse component is polarized perpendicular to the wavevector.

Drawing the polarization relations

To draw the free surface (55.173), vorticity (55.176), and velocity (55.174b) we assume that
f > 0 for the northern hemisphere, and recall that ω2 ≥ f2 since shallow water inertia-gravity
waves are super-inertial. We also find it convenient to write the velocity as

u′ |k|H
η̃ f

= (ω/f) k̂ cos(k · x− ω t) + (ẑ × k̂) sin(k · x− ω t). (55.177)

Consider a point fixed in space and let time progress so that the phase,

P = k · x− ω t, (55.178)

decreases. Consequently, the velocity vector rotates in a clockwise direction, forming an ellipse
with the major axis along the longitudinal direction, k̂, and minor axis along the transverse
direction, (ẑ × k̂). This motion corresponds to the inertial oscillations studied in Section 14.4
(where ω2 = f2). Now consider a fixed time and sample the velocity field in the direction of the
wave. In this case the phase increases as we move in the wave direction, so that the sampled
velocity progresses counter-clockwise around the ellipse. Figure 55.6 offers three depictions of
the wave field.

55.8.10 Energetics

In Section 55.3.2 we considered the general form of energy balances for the linearized shallow
water equations integrated over the shallow water layer. For the special case of a flat bottom
domain (with ηb = 0 for simplicity), these equations take the form

∂t(K
sw +Psw) = −g ρH∇ · [(η + η′)u′] (55.179a)

Psw = (ρ/2) g η2 (55.179b)

Ksw = (ρ/2)H u′ · u′. (55.179c)

Here we consider the energy carried by a plane inertia-gravity wave, and focus on the phase
averaged energetics. Note that since the waves are present throughout space (as per the plane
wave assumption), we do not expect to have energy accumulate in any particular region when
phase averaged. Instead, we expect the phase averaged energy to remain constant. So our
question then concerns how that energy is partitioned according to kinetic energy and potential
energy, and how the energy moves or is fluxed.
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f > 0

Figure 55.6: Illustrating the shallow water inertia gravity wave from three perspectives, with P = k · x− ω t
the phase and f > 0. The upper left panel shows the horizontal velocity vector at a fixed point in space as time
increases and so the phase decreases (becomes more negative). The resulting velocity vector rotates clockwise
and exhibits inertial oscillations. The upper right panel shows the horizontal velocity vector sampled along the
wave direction, k̂, at a fixed time from a plan (horizontal) view, in which case the phase increases moving in the
k̂ direction. The lower panel shows the horizontal velocity, relative vorticity, and free surface as viewed from a
vertical slice aligned with the wavevector direction. Note that the relative vorticity is the vertical component, ζ′,
so that the arrowed ellipses on the lower panel are in the horizontal plane.

Kinetic and potential energies contained in a plane wave

Writing the free surface as in equation (55.173) and the horizontal velocity as in equations
(55.174a) and (55.174b) leads to the potential energy and kinetic energy carried by the wave
field

Psw =
ρ g η̃2

2
cos2(k · x− ω t) (55.180a)

Ksw =
ρ η̃2

|k|2H2

[
ω2 cos2(k · x− ω t) + f2 sin2(k · x− ω t)

]
, (55.180b)

with a corresponding phase average given by

⟨Psw⟩ = ρ g η̃2

4
(55.181a)

⟨Ksw⟩ = ρ η̃2 (ω2 + f2)

2 |k|2H2
=
ρ g η̃2

4

ω2 + f2

ω2 − f2 . (55.181b)

Evidently, for non-rotating shallow water gravity waves, f = 0, there is an equipartition between
phase averaged potential and kinetic energy. However, for the general case with rotation, the
phase averaged kinetic energy is larger than the potential energy

⟨Ksw⟩
⟨Psw⟩ =

ω2 + f2

ω2 − f2 = 1 + 2 (Ld |k|)−2, (55.182)

with equipartition approached only for wave lengths smaller than the deformation radius (high
wave numbers).
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Mechanical energy and energy flux contained in a plane wave

The phase averaged mechanical energy contained in a plane wave is given by

⟨Psw⟩+ ⟨Ksw⟩ = ⟨Psw⟩
[
1 +

ω2

ω2 − f2
]
= 2 ⟨Psw⟩ |cp|

2

c2grav
=
ρ g η̃2

2

|cp|
|cg|

, (55.183)

where we made use of equation (55.164) for the ratio of the group velocity magnitude to the
phase velocity magnitude. For the flux of energy contained in the wave, we return to the energy
equation (55.179a) and only consider the phase averaged flux, which takes the form

g ρH ⟨η′ u′⟩ = g ρ η̃2 ω k

2 |k|2 =
g ρ η̃2 cp

2
=
g ρ η̃2 cg

2

|cp|
|cg|

= cg (⟨Psw⟩+ ⟨Ksw⟩). (55.184)

Hence, the phase averaged mechanical energy flux contained in the plane wave is given by the
group velocity times the phase averaged mechanical energy. This is a standard result that we
have seen before in the study of other linear waves.

55.9 Rossby waves
We now focus on the sub-inertial wave equation (55.62) derived in Section (55.4.6)

∂t [(L
−2
d −∇2) η′] = H ẑ · (∇η′ ×∇Qr), (55.185)

where
Qr = f/Hr (55.186)

is the potential vorticity in the resting fluid. Equation (55.185) describes shallow water Rossby
waves.

55.9.1 Dispersion relation
Making use of the plane wave ansatz (55.24) in the wave equation (55.185) readily leads to the
shallow water Rossby wave dispersion relation

ω =
H (k × ẑ) · ∇Qr

k2d + |k|2
(55.187)

For the angular frequency to be independent of space, ∇Qr must be spatially independent. We
can ensure this property by assuming a β-plane along with linear and gently varying topography

∇H−1
r = −H−2

r ∇Hr = H−2
r ∇η′b ≈ H−2∇η′b, (55.188)

where ∇η′b is spatially independent with linear topography. More general (but gently varying)
bottom topography requires the asymptotic methods from Chapter 50.

The dispersion relation (55.187) compares directly to equation (54.32) for Rossby waves in
the horizontally non-divergent barotropic model. The sole difference concerns the presence of
the deformation radius, Ld from equation (55.54), and its associated wavenumber

kd = L−1
d = f/cgrav, (55.189)

which is present in the shallow water dispersion relatio. This term is missing from the non-
divergent barotropic model since cgrav is formally infinite (there are no gravity waves in that
model), in which case L−2

d = k2d = 0.
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55.9.2 Connecting to quasi-geostrophic potential vorticity

When deriving the sub-inertial equations in Section 55.4.6, we noted that the assumptions
made in that derivation are identical to the assumptions made when deriving shallow water
quasi-geostrophy in Section 43.5. Indeed, the Rossby wave equation (55.185) is the linearized
equation for the material evolution of shallow water quasi-geostrophic potential vorticity. We see
this equality by recalling the discussion in Section (43.6.3), where we derived equation (43.90)

(fo/g)Dq/Dt = ∂t [(L
−2
d −∇2) η′]−H ẑ · (∇η′ ×∇Qr)− (g/fo) ẑ · [∇η′ ×∇(∇2η′)], (55.190)

where q is the quasi-geostrophic potential vorticity. For an inviscid fluid, Dq/Dt = 0, and for
small amplitude fluctuations the nonlinear term in equation (55.190) (final term on the right
hand side) is neglected. In this case we see that the linearized equation for material evolution of
quasi-geostrophic potential vorticity is identical to the Rossby wave equation (55.185).

The nonlinear term in equation (55.190) arises from the geostrophic advection of geostrophic
relative vorticity. Although it is small for small amplitude fluctuations, and thus commonly
dropped when deriving the dispersion relation, we note that it vanishes identically for a plane
wave. It does so in precisely the same way as it vanishes for the non-divergent barotropic vorticity
equation in Section 54.2.3. Namely, this result follows since for a plane wave,∇(∇2η′) = −|k|2∇η′,
so that it follows immediately that ∇η′ ×∇(∇2η′) = 0. Hence, a plane Rossby wave is an exact
solution to the shallow water quasi-geostrophic potential vorticity equation in an inviscid fluid.

55.9.3 Vorticity mechanism

In Section 54.3 we studied Rossby waves in the horizontally non-divergent barotropic model,
with a vorticity mechanism for the waves presented in Figure 54.3. This mechanism follows from
the material evolution of absolute vorticity in the horizontally non-divergent barotropic model.
The identical mechanism holds for the shallow water fluid yet with quasi-geostrophic potential
vorticity replacing absolute vorticity. Hence, all conceptual points from Figure 54.3 also hold for
the shallow water fluid.

55.9.4 Dispersion circle for planetary Rossby waves

In Section 54.4.2 we described a geometric method to help interpret the dispersion relation for
planetary Rossby waves in the horizontally non-divergent barotropic model. That method also
proved useful in Section 54.4.3 for describing the reflection of Rossby waves from a smooth and
flat wall. Here we extend the geometric method to shallow water planetary Rossby waves, in
which the dispersion relation is given by the β portion of the general dispersion relation (55.187)

ϖβ = − β kx
k2d + |k|2

. (55.191)

This equation compares to the β portion of the dispersion relation (54.32) holding for the
non-divergent barotropic model. Again, the sole distinction is that the shallow water Rossby
wave dispersion has a nonzero deformation wavenumber, kd ̸= 0.

Dispersion circle

Following the geometric approach from Section 54.4, we write the dispersion relation (55.191) as
the equation of a circle in wavevector space

(kx + β/2ω)2 + k2y = (β/2ω)2 − k2d . (55.192)
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As written, the angular frequency, ω, is a parameter for the circle whose center is

kcenter = −(β/2ω) x̂ (55.193)

and squared radius is (β/2ω)2 − k2d . The deformation wavenumber appearing on the right hand
side of the circle equation (55.192) places an upper bound on the angular frequency allowed for
propagating Rossby waves

ω ≤ ωmax = β/(2 kd) = β Ld/2. (55.194)

The shallow water model supports gravity waves that render kd ̸= 0, thus imposing an upper
bound on the shallow water Rossby wave angular frequency. In contrast, for the horizontally
non-divergent barotropic model, kd = 0 since there are no gravity waves, in which case there is
no maximum frequency for Rossby waves. Note that for the β-plane scaling used to derive the
Rossby waves,

ωmax/fo = β Ld/(2 fo)≪ 1, (55.195)

thus confirming that the shallow water Rossby waves are strictly sub-inertial.

Group velocity

The group velocity, cg = ∇kϖ, is given by

cg =
β [(k2x − k2y − k2d ) x̂+ 2 kx ky ŷ]

(|k|2 + k2d )2
= − 2ωR

|k|2 + k2d
, (55.196)

where we introduced the group velocity orientation vector

R = −k − β/(2ω) x̂ = −[kx + β/(2ω)] x̂− ky ŷ with |R|2 = (β/2ω)2 − k2d . (55.197)

As for the orientation vector (54.62) in the horizontally non-divergent barotropic model, the
vector R points from the perimeter of the dispersion circle to the center (its magnitude equals
to the radius of the circle). We thus conclude that the dispersion geometry for shallow water
planetary waves directly carries over from the horizontally non-divergent barotropic model
detailed in Section 54.4.2. We illustrate the dispersion geometry for shallow water Rossby waves
in Figure 55.7, with many details provided in the figure and its caption.

55.9.5 Comments
A more streamlined approach to deriving the Rossby wave dispersion relation starts directly
from the quasi-geostrophic potential vorticity equation. That approach makes use of the quasi-
geostrophic theory derived in in Section 43.5. Even so, the longer approach taken in the current
section benefits by exposing the direct connection to other shallow water waves through the
unified shallow water equation (55.42).

In Chapter 62 we study waves in a continuous quasi-geostrophic fluid, thus returning to some
of the material in this section while extending it to continuous stratification.

55.10 Exercises
exercise 55.1: Steps in deriving the linear PV equation
Fill in the mathematical details needed to derive the linearized potential vorticity equation
(55.23). Hint: form the linearized relative vorticity equation as an intermediate step.
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R1

<latexit sha1_base64="VR+ceqLNvZqaH90xTXPLTYg2fXU=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlFa+xgoWxIPqQ0qhyXKe1ajuR7SBVUT6DFf6DP2FjQ6x8AW6bAdoc6UpH59yre+8JYkaVdpwPq7S2vrG5Vd62d3b39g8q1cOOihKJSRtHLJK9ACnCqCBtTTUjvVgSxANGusHkbuZ3n4lUNBJPehoTn6ORoCHFSBvJS/sBh4/ZIG1kg0rNqTtzwFXi5qQGcrQGVeu4P4xwwonQmCGlPNeJtZ8iqSlmJLP7iSIxwhM0Ip6hAnGi/HR+cwbPjDKEYSRNCQ3n6t+JFHGlpjwwnRzpsVr2ZmKhRxQVutAJeJHsJTq88VMq4kQTgReXhQmDOoKzxOCQSoI1mxqCsKTmOYjHSCKsTa4Fq23bROkuB7dKOo26e1W/fLioNW/zUMvgBJyCc+CCa9AE96AF2gCDCLyAV/BmvVuf1pf1vWgtWfnMEfgH6+cXJhCr/Q==</latexit>

R2

<latexit sha1_base64="pvIovAgJ/+pn25IbPzICG05U3AI=">AAACOHicbVDLSsNAFJ34rPHV6sKFm8EiuCpJ8bUsunFZwT4gDWUynbRD5xFmJkIJ/Qy3+h/+iTt34tYvcNpmoW0OXDiccy/33hMljGrjeR/O2vrG5tZ2acfd3ds/OCxXjtpapgqTFpZMqm6ENGFUkJahhpFuogjiESOdaHw/8zvPRGkqxZOZJCTkaChoTDEyVgqyXsTheNrP6tN+uerVvDngKvFzUgU5mv2Kc9IbSJxyIgxmSOvA9xITZkgZihmZur1UkwThMRqSwFKBONFhNr95Cs+tMoCxVLaEgXP170SGuNYTHtlOjsxIL3szsdAjmgpT6ES8SA5SE9+GGRVJaojAi8vilEEj4SwxOKCKYMMmliCsqH0O4hFSCBuba8Fq17VR+svBrZJ2veZf164eL6uNuzzUEjgFZ+AC+OAGNMADaIIWwECCF/AK3px359P5cr4XrWtOPnMM/sH5+QVTR6wW</latexit>

k2

<latexit sha1_base64="6e+hzFawVZqpKawRP+ypuMRxAKU=">AAACOHicbVDLSsNAFJ3UV62vVhcu3AwWwVVJxNey6MZlBfuANJTJdNIOnUeYmQgl5DPc6n/4J+7ciVu/wGmbhbY5cOFwzr3ce08YM6qN6344pbX1jc2t8nZlZ3dv/6BaO+xomShM2lgyqXoh0oRRQdqGGkZ6sSKIh4x0w8n9zO8+E6WpFE9mGpOAo5GgEcXIWMlP+yGHk2yQetmgWncb7hxwlXg5qYMcrUHNOe4PJU44EQYzpLXvubEJUqQMxYxklX6iSYzwBI2Ib6lAnOggnd+cwTOrDGEklS1h4Fz9O5EirvWUh7aTIzPWy95MLPSIpsIUOiEvkv3ERLdBSkWcGCLw4rIoYdBIOEsMDqki2LCpJQgrap+DeIwUwsbmWrC6UrFResvBrZLORcO7blw9Xtabd3moZXACTsE58MANaIIH0AJtgIEEL+AVvDnvzqfz5XwvWktOPnME/sH5+QVRfKwV</latexit>

k1

<latexit sha1_base64="4G1IppEKzUsYzT/noD6rqWWT+20=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlvMcKFsaC6ENKo8pxndaq7US2g1RF+QxW+A/+hI0NsfIFuG0GaHOkKx2dc6/uvSeIGVXacT6s0srq2vpGedPe2t7Z3atU99sqSiQmLRyxSHYDpAijgrQ01Yx0Y0kQDxjpBOO7qd95JlLRSDzpSUx8joaChhQjbSQv7QUcPmb99DzrV2pO3ZkBLhM3JzWQo9mvWoe9QYQTToTGDCnluU6s/RRJTTEjmd1LFIkRHqMh8QwViBPlp7ObM3hilAEMI2lKaDhT/06kiCs14YHp5EiP1KI3FQs9oqjQhU7Ai2Qv0eGNn1IRJ5oIPL8sTBjUEZwmBgdUEqzZxBCEJTXPQTxCEmFtci1YbdsmSncxuGXSPqu7V/XLh4ta4zYPtQyOwDE4BS64Bg1wD5qgBTCIwAt4BW/Wu/VpfVnf89aSlc8cgH+wfn4BJ9ur/g==</latexit>

R3

<latexit sha1_base64="11s3cJYagmhrqqJQx6kIIlqLPw0=">AAACOHicbVC7TsMwFLV5lvBqYWBgsaiQmKqE91jBwlgk+pDSqHJcp7VqO5HtIFVRPoMV/oM/YWNDrHwBbpsB2h7pSkfn3Kt77wkTzrRx3Q+4srq2vrFZ2nK2d3b39suVg5aOU0Vok8Q8Vp0Qa8qZpE3DDKedRFEsQk7b4eh+4refqdIslk9mnNBA4IFkESPYWMnPuqFAo7yXXeS9ctWtuVOgReIVpAoKNHoVeNTtxyQVVBrCsda+5yYmyLAyjHCaO91U0wSTER5Q31KJBdVBNr05R6dW6aMoVrakQVP170SGhdZjEdpOgc1Qz3sTcalHNZNmqROKZbKfmug2yJhMUkMlmV0WpRyZGE0SQ32mKDF8bAkmitnnEBlihYmxuS5Z7Tg2Sm8+uEXSOq9517Wrx8tq/a4ItQSOwQk4Ax64AXXwABqgCQiIwQt4BW/wHX7CL/g9a12Bxcwh+Af48wtVEqwX</latexit>

k3

<latexit sha1_base64="QC4bdIOaz61e5J6sVVNhtPVv9BE=">AAACOHicbVDLSsNAFJ34rPXV6sKFm8EiuCqJ1Mey6MZlBfuANJTJdNIOnUeYmQgl5DPc6n/4J+7ciVu/wGmbhbY5cOFwzr3ce08YM6qN6344a+sbm1vbpZ3y7t7+wWGletTRMlGYtLFkUvVCpAmjgrQNNYz0YkUQDxnphpP7md99JkpTKZ7MNCYBRyNBI4qRsZKf9kMOJ9kgbWSDSs2tu3PAVeLlpAZytAZV56Q/lDjhRBjMkNa+58YmSJEyFDOSlfuJJjHCEzQivqUCcaKDdH5zBs+tMoSRVLaEgXP170SKuNZTHtpOjsxYL3szsdAjmgpT6IS8SPYTE90GKRVxYojAi8uihEEj4SwxOKSKYMOmliCsqH0O4jFSCBuba8HqctlG6S0Ht0o6l3Xvun712Kg17/JQS+AUnIEL4IEb0AQPoAXaAAMJXsAreHPenU/ny/letK45+cwx+Afn5xdW3awY</latexit>

k4

<latexit sha1_base64="C3N5ntX3j0Ic1w1zpA8UdTwnhvA=">AAACOHicbVC7TsMwFHXKq4RXCwMDi0WFxFQlqDzGChbGguhDSqPKcZ3Wqu1EtoNURfkMVvgP/oSNDbHyBbhtBmhzpCsdnXOv7r0niBlV2nE+rNLa+sbmVnnb3tnd2z+oVA87KkokJm0csUj2AqQIo4K0NdWM9GJJEA8Y6QaTu5nffSZS0Ug86WlMfI5GgoYUI20kL+0HHD5mg7SRDSo1p+7MAVeJm5MayNEaVK3j/jDCCSdCY4aU8lwn1n6KpKaYkczuJ4rECE/QiHiGCsSJ8tP5zRk8M8oQhpE0JTScq38nUsSVmvLAdHKkx2rZm4mFHlFU6EIn4EWyl+jwxk+piBNNBF5cFiYM6gjOEoNDKgnWbGoIwpKa5yAeI4mwNrkWrLZtE6W7HNwq6VzU3av65UOj1rzNQy2DE3AKzoELrkET3IMWaAMMIvACXsGb9W59Wl/W96K1ZOUzR+AfrJ9fKaar/w==</latexit>

R4

<latexit sha1_base64="WOFhpkuSIMmyxeiCwp4W2RCOVQw=">AAACTnicbVDLahtBEJyVnURWHpbsgw8+ZLAI5CR2je3kEhDJJUcHogdohegdtaTB81hmekPEoqO/xtfkP3LNj/gWkpGsgyOpYKCo6qanKsuV9BTHv6PK3v6Tp8+qB7XnL16+Oqw3jrreFk5gR1hlXT8Dj0oa7JAkhf3cIehMYS+7+bT0e9/QeWnNV5rnONQwNXIiBVCQRvXXqdU4Bf6Bpzqz38vUa1CKC2s8gaHFqN6MW/EKfJska9Jka1yPGtFJOrai0GhIKPB+kMQ5DUtwJIXCRS0tPOYgbmCKg0ANaPTDcpVkwd8EZcwn1oVniK/UxxslaO/nOguTGmjmN72luNNDL0OaXU6md8mDgibvh6U0eUFoxMPPJoXiZPmyRz6WDgWpeSAgnAzhuJiBA0Gh7R2na7VQZbJZ3DbpnreSq9bll4tm++O61Co7ZWfsLUvYO9Zmn9k16zDBbtkd+8F+Rr+i++hP9PdhtBKtd47Zf6hU/wEdh7PE</latexit>

! = constant

<latexit sha1_base64="WTw6jKBPpkfcgDqBugAnZZyuuVg=">AAAClnicbVHLahsxFJWnjyTTR5x20UA3oqaQUuLMmL42LaEhtEsX6iTgcYxGvnaE9ZhKd0qM0Cf2A/Id3bYQ2fEiDx8QHM6590o6t6ykcJhlF43k3v0HD9fWN9JHj5883WxuPTtyprYcetxIY09K5kAKDT0UKOGkssBUKeG4nB7M/ePfYJ0w+ifOKhgoNtFiLDjDKA2bk+nQn4dTX6jSnPsChZ5RLo0DhyGk9DNNd4sSkO11CqNgwuhbWrhfFj3duaG/OfWdQHdpHHd91CiEhRGGzVbWzhagd0m+JC2yRHe41XhRjAyvFWjkkjnXz7MKB55ZFFxCSIvaQcX4lE2gH6lmCtzALxIJ9HVURnRsbDwa6UK93uGZcm6mylipGJ65295cXOmBExpXOqVaJfdrHH8aeKGrGkHzq5eNa0nR0Pk+6EhY4ChjVIJxK+LnKD9jlnGMW1txdZrGKPPbwd0lR512/qH9/se71v7XZajr5CV5RXZITj6SffKddEmPcPKH/CX/yP9kO/mSHCbfrkqTxrLnObmBpHsJCl3LxQ==</latexit>

kclosest
x = ��/2! +

p
(�/2!)2 � k2d

<latexit sha1_base64="FO904HUFUpWCRKuCZyBCZHBhCD8=">AAACXnicbVDLThtBEBwvgTjLy8CBSLmMsJC4YHYRIblEQnDJkUjYIHmNNTtum5HnsZrpRbZW+xn5mlzDR3DLp2T8OIDtkloqVXXPdFeaSeEwil4rwdqH9Y2P1U/h5tb2zm5tb7/lTG45NLmRxj6kzIEUGpooUMJDZoGpVMJ9OryZ+PfPYJ0w+g7HGXQUG2jRF5yhl7q1s2G3GJWPRaJSMyoSFHpMOWgEW5Yh/UHD0yQFZGfniVEwYLRbq0eNaAq6TOI5qZM5brt7lcOkZ3iu/KNcMufacZRhp2AWBZdQhknuIGN8yAbQ9lQzBa5TTC8r6bFXerRvrC+NdKq+nSiYcm6sUt+pGD65RW8irvTACY0rnVStkts59r93CqGzHEHz2Wb9XFI0dJIr7QkLHOXYE8at8MdR/sQs4z7KVV+HoY8yXgxumbTOG/Fl4+uvi/rV9TzUKvlCjsgJick3ckV+klvSJJz8Jn/IX/JS+RdsBNvB7qw1qMxnDsg7BJ//Aw97tnM=</latexit>

kcenter
x = ��/2!

<latexit sha1_base64="zdGZbYBaRfJywxE8kqHkow/l31U=">AAACSnicbVDLTgIxFO0gKuILdOGCTSMxcUVmjK8l0Y1LTOSRAJJOuWBD25m0HQOZzMKvcav/4Q/4G+6MGwvMQoGT3OTknHvbe48fcqaN6346mbXs+sZmbiu/vbO7t18oHjR0ECkKdRrwQLV8ooEzCXXDDIdWqIAIn0PTH91O/eYzKM0C+WAmIXQFGUo2YJQYK/UKpVEvHiePcUf4wTjuGCYnmII0oJKkVyi7FXcGvEy8lJRRilqv6Bx1+gGNhH2AcqJ123ND042JMoxySPKdSENI6IgMoW2pJAJ0N55dkeATq/TxIFC2pMEz9e9ETITWE+HbTkHMk170puJKDzSTZqXji1VyOzKD627MZBgZkHS+2SDi2AR4miHuMwXU8IklhCpmj8P0iShCbWyrvs7nbZTeYnDLpHFW8S4rF/fn5epNGmoOldAxOkUeukJVdIdqqI4oekGv6A29Ox/Ol/Pt/MxbM046c4j+IZP9BW7rsww=</latexit>

kcenter
x

<latexit sha1_base64="1xXF5mc9egRVz4Czgu/nrstjxms=">AAACS3icbVDJSgNBEO2Je9yiHjzooTEInsKMuB1FLx4VTBSSGHo6FW3Sy9BdIwnDXPwar/offoDf4U082FkOLnlQ8Hiviqp6cSKFwzB8DwpT0zOzc/MLxcWl5ZXV0tp6zZnUcqhyI429jZkDKTRUUaCE28QCU7GEm7h7PvBvHsE6YfQ19hNoKnavRUdwhl5qlba7rayX32UNFZte1kCh+5RL48BhnrdK5bASDkH/k2hMymSMy9ZasNloG54q0Mglc64ehQk2M2ZRcAl5sZE6SBjvsnuoe6qZAtfMhm/kdNcrbdox1pdGOlR/TmRMOddXse9UDB/cX28gTvTACY0TnVhNkuspdk6amdBJiqD56LJOKikaOgiRtoUFjrLvCeNW+Ocof2CWcfRRT1hdLPooo7/B/Se1/Up0VDm8Oiifno1DnSdbZIfskYgck1NyQS5JlXDyRJ7JC3kN3oKP4DP4GrUWgvHMBvmFwsw3fc2zkg==</latexit>

kclosest
x

<latexit sha1_base64="iPOcE9HJeKKxsStN/tr/iC5yb80=">AAACcHicbVHLbhMxFHUGKCVASWEBEgvcRkhtpYaZiNcGKcCGZUGkrZRJI9u5Saz4Mdh3EJEz38PXsAXxG3wBTppFHznSlY7OuVf2PZcXSnpM07+15MbNWxu3N+/U7967v/Wgsf3w2NvSCegKq6w75cyDkga6KFHBaeGAaa7ghE8/LvyT7+C8tOYrzgroazY2ciQFwygNGu/nIeeafqnm9B3N/TeHge7lHJC9aOdWw5jtn4V2RQ/pdBByze2PkKM0MzqsqqVRDRrNtJUuQa+TbEWaZIWjwXbtcT60otRgUCjmfS9LC+wH5lAKBVU9Lz0UTEzZGHqRGqbB98Ny14o+j8qQjqyLZZAu1YsTgWnvZ5rHTs1w4q96C3GtB14aXOtwvU7ulTh62w/SFCWCEec/G5WKoqWLpOlQOhCoYlSSCSfjclRMmGMC4z3WPF2vxyizq8FdJ8ftVva69erzy2bnwyrUTfKU7JI9kpE3pEM+kSPSJYL8JL/Ib/Kn9i95kjxLds5bk9pq5hG5hOTgP3D7vZQ=</latexit>

|R| =
p

(�/2!)2 � k2d

<latexit sha1_base64="/AZx+tgewHE74ki+oWxCkXJgBmM=">AAACdnicbVHRahNBFJ2sWmu0Na0PPggyNJS2tMTdYNUXIeiDfWyLaQvZEO5ObpIhM7PLzF1xWfaT/BqfBP0PH51s8mDbHBg4nHMuM/dMkinpKAx/NYIHDx9tPN580nz6bGv7eWtn98qluRXYF6lK7U0CDpU02CdJCm8yi6AThdfJ/PPCv/6G1snUfKUiw6GGqZETKYC8NGp9KeNE88uKf+SH81H5veLHPE6Q4E03TjVO4YjHJzyeAdXB2ve5orolF9Wo1Q47YQ1+n0Qr0mYrnI92Gi/jcSpyjYaEAucGUZjRsARLUiismnHuMAMxhykOPDWg0Q3LeuOK73tlzCep9ccQr9X/J0rQzhU68UkNNHN3vYW41kMnDa11Er1OHuQ0+TAspclyQiOWL5vkilPKF33zsbQoSBWegLDSL8fFDCwI8r+y5upm01cZ3S3uPrnqdqJ3ndOLt+3ep1Wpm+wV22OHLGLvWY+dsXPWZ4L9YD/Zb/an8Td4HewHB8to0FjNvGC3EIT/ABFNvhE=</latexit>

R = (kx + �/2!) x̂+ ky ŷ

<latexit sha1_base64="2uB3RIkKp3vasWpYUdKfMx+NSp4=">AAACjHicbVHdahNBGJ1s1daobVovvOjNh0GoqOluqFqQQqkgXlYxbSG7htnJl3TI/Cwzs9KwnafzKXwEb+0LdHabC9vmwMDhnPMxM+fLC8Gti+M/rWjlwcNHq2uP20+ePlvf6GxunVhdGoYDpoU2Zzm1KLjCgeNO4FlhkMpc4Gk++1z7p7/QWK7VDzcvMJN0qviEM+qCNOpkVZpLYH5UpTLXF1XquJrD1Hs4gHd9SN9CqiVOac2a6HcPuztw2fCZv/xZ9T28gdnt+bH3tfF61OnGvbgB3CfJgnTJAsejzdaLdKxZKVE5Jqi1wyQuXFZR4zgT6NtpabGgbEanOAxUUYk2q5oePLwKyhgm2oSjHDTq/xMVldbOZR6Skrpze9erxaUeWq7cUieXy+Rh6Sb7WcVVUTpU7OZlk1KA01BvAcbcIHMiNMUpMzx8Dtg5NZS5sKslV7fbocrkbnH3yUm/l3zovf+21z08WpS6RrbJS7JDEvKRHJKv5JgMCCO/yV/yj1xF69Fe9Ck6uIlGrcXMc3IL0Zdrds/Grg==</latexit>

cg = �2!R/(|k|2 + k2d)

<latexit sha1_base64="79N5CfvifxSWWgoS+xqpnLprjCg=">AAACZXicbVHLbhMxFPUMFMq0gaQgWHRRi6hSu2g0E0Fgg1TBhmWRmqZSXvI4N40VP0b2naqj0fwJX8MWfoAv4DfwpFlAmiNZPjrnXl3f4zSTwmEc/w7CR493njzdfRbt7Teev2i2Dq6cyS2HPjfS2OuUOZBCQx8FSrjOLDCVShikyy+1P7gF64TRl1hkMFbsRou54Ay9NG32TpbT8q6iZ3R1T8qRSs1dOUKhC8qlceCwqk4nZbein+qaoqr5tNmOO/EK9CFJ1qRN1riYtoI3o5nhuQKNXDLnhkmc4bhkFgWXUEWj3EHG+JLdwNBTzRS4cblasKLHXpnRubH+aKQr9d+OkinnCpX6SsVw4Ta9WtzqgRMatzqp2iYPc5x/HJdCZzmC5vcvm+eSoqF1vHQmLHCUhSeMW+GXo3zBLOPoP2HL6CjyUSabwT0kV91O0uu8//auff55HeouOSRvyQlJyAdyTr6SC9InnHwnP8hP8iv4EzbCV+Hr+9IwWPe8JP8hPPoLDxq6WQ==</latexit>

(kx � kclosest
x )2 = k2y

<latexit sha1_base64="79N5CfvifxSWWgoS+xqpnLprjCg=">AAACZXicbVHLbhMxFPUMFMq0gaQgWHRRi6hSu2g0E0Fgg1TBhmWRmqZSXvI4N40VP0b2naqj0fwJX8MWfoAv4DfwpFlAmiNZPjrnXl3f4zSTwmEc/w7CR493njzdfRbt7Teev2i2Dq6cyS2HPjfS2OuUOZBCQx8FSrjOLDCVShikyy+1P7gF64TRl1hkMFbsRou54Ay9NG32TpbT8q6iZ3R1T8qRSs1dOUKhC8qlceCwqk4nZbein+qaoqr5tNmOO/EK9CFJ1qRN1riYtoI3o5nhuQKNXDLnhkmc4bhkFgWXUEWj3EHG+JLdwNBTzRS4cblasKLHXpnRubH+aKQr9d+OkinnCpX6SsVw4Ta9WtzqgRMatzqp2iYPc5x/HJdCZzmC5vcvm+eSoqF1vHQmLHCUhSeMW+GXo3zBLOPoP2HL6CjyUSabwT0kV91O0uu8//auff55HeouOSRvyQlJyAdyTr6SC9InnHwnP8hP8iv4EzbCV+Hr+9IwWPe8JP8hPPoLDxq6WQ==</latexit>

(kx � kclosest
x )2 = k2y

<latexit sha1_base64="mg/jp9ZbSUDuuGpz1ZBRrwN8tGk=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGbEM/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6ehmnk=</latexit>

x̂

<latexit sha1_base64="st5C0/ftaTlBXKfKk8b7kehvhIk=">AAACCXicbVDLSgMxFM3UV62vqks3wSK4KjMi1WXRjcsK9gEzQ8mkmTY0jyHJCMPQL3DtVr/Bnbj1K/wE/8K0HcS2HggczrmXc3OihFFtXPfLKa2tb2xulbcrO7t7+wfVw6OOlqnCpI0lk6oXIU0YFaRtqGGklyiCeMRINxrfTv3uI1GaSvFgsoSEHA0FjSlGxkp+MEImDyIOs0m/WnPr7gxwlXgFqYECrX71OxhInHIiDGZIa99zExPmSBmKGZlUglSTBOExGhLfUoE40WE+O3kCz6wygLFU9gkDZ+rfjRxxrTMe2UmOzEgve1PxP89PTXwd5lQkqSECz4PilEEj4fT/cEAVwYZlliCsqL0V4hFSCBvb0kJKxH8DbDfechOrpHNR9xr1xv1lrXlTtFQGJ+AUnAMPXIEmuAMt0AYYSPAMXsCr8+S8Oe/Ox3y05BQ7x2ABzucPqT2aeg==</latexit>

ŷ

Figure 55.7: Dispersion circle for shallow water planetary Rossby waves as depicted by a circle in wavevector
space, (kx, ky), parameterized by the angular frequency, ω. The center of the circle is at kcenter = −(β/2ω) x̂
and the squared radius is (β/2ω)2 − k2d . A positive radius requires the angular frequency to be less than the
maximum, ωmax = β/(2 kd). We depict four sample wavevectors, k = kx x̂+ ky ŷ, that orient the phase velocity,
cp = k̂ω/|k|. Each wavevector extends from the origin to a point on the circle. Each wavevector has an associated
group velocity orientation vector, R = −k − β/(2ω) x̂, that points from the circle perimeter to the circle center.
The group velocity is westward for those wavevectors that intersect the circle perimeter within the gray-shaded
region, which generally includes Rossby waves with low zonal wavenumbers. The group velocity is eastward for
wavevectors outside the gray region, with the lines (kx − kclosestx )2 = k2y separating these regions where the group
velocity is westward or eastward. In particular, the group velocity for wavevector k1 is southward; for k2 it is
southeastward; for k3 it is northward, and for k4 it is northwestward. This dispersion circle directly compares to
Figure 54.5 constructed for the horizontally non-divergent barotropic model, with the key difference being kd ̸= 0
for the shallow water so that the dispersion circle does not touch the origin at k = 0.

exercise 55.2: Steps in deriving equation (55.40)
Derive equation (55.40) from the linearized velocity equation (55.15).

exercise 55.3: Equations for barotropic and baroclinic velocities
Fill in the details for deriving the equations (55.127a)-(55.127c) for the depth averaged and
depth-deviation velocities.

exercise 55.4: Gravity waves on a constant reference flow
Consider a one-dimensional shallow water layer moving with a constant zonal speed, U > 0, over
a flat bottom and in a non-rotating reference frame. We here examine the linear gravity wave
disturbances on this constant background flow, thus generalizing the case from Section 55.5 for
gravity waves propagating on a stationary background.

(a) Determine a general expression for the free surface wave fluctuation. Hint: perform a
Galilean transformation (Section 17.5) to a reference frame moving with the constant
background flow.

(b) Determine a general expression for the zonal velocity wave fluctuation.

(c) Making use of the ideas from hydraulic control in Section 55.5.4, discuss the cases where
U < cgrav (subcritical flow), U > cgrav (supercritical flow), and U = cgrav (critical flow).

exercise 55.5: Vanishing potential vorticity for inertia-gravity waves
Verify that the linearized potential vorticity, H Q′ = ζ ′ − f η′/H, vanishes for the plane shallow
water inertia-gravity waves (f -plane) given by the polarization relations in Section 55.8.9.
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Chapter 56

SHALLOW WATER WAVES: CASE STUDIES

In this chapter we examine some case studies in shallow waves, thus furthering our study of
shallow water wave mechanics.

reader’s guide to this chapter
This chapter is a direct extension of the shallow water wave theory studied in Chapter 55.

56.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1585
56.2 Waves excited by flow over topography . . . . . . . . . . . . . . . . . . . 1586

56.2.1 Linearized governing equations . . . . . . . . . . . . . . . . . . . 1586
56.2.2 Galilean transformation to the frame of the reference flow . . . . 1587
56.2.3 Forced wave equation and potential vorticity . . . . . . . . . . . 1587
56.2.4 Monochromatic topography . . . . . . . . . . . . . . . . . . . . . 1588
56.2.5 Stationary waves and causality . . . . . . . . . . . . . . . . . . . 1588
56.2.6 Free stationary inertia-gravity waves . . . . . . . . . . . . . . . . 1591
56.2.7 Non-stationary gravity wave adjustment . . . . . . . . . . . . . . 1591
56.2.8 Comments and further study . . . . . . . . . . . . . . . . . . . . 1593

56.3 Geostrophic adjustment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1594
56.3.1 Potential vorticity inversion . . . . . . . . . . . . . . . . . . . . . 1594
56.3.2 Posing the initial value problem . . . . . . . . . . . . . . . . . . . 1594
56.3.3 Adjustment with f = 0 . . . . . . . . . . . . . . . . . . . . . . . . 1595
56.3.4 Adjustment on the f -plane . . . . . . . . . . . . . . . . . . . . . 1596
56.3.5 Concerning the deformation radius . . . . . . . . . . . . . . . . . 1598
56.3.6 Comments and further reading . . . . . . . . . . . . . . . . . . . 1598

56.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1598

56.1 Loose threads

• WKBJ approximation for shallow water gravity waves so to compute the change in the
amplitude of the wave. Need to reinterpret the acoustic amplitude equation 50.37c for
shallow water.

• Salmon class notes Chapter 9 on shallow water waves induced by an earthquake: solving
the initial value problem.

• String function discussion from Tyler and Käse (2000) and Tyler and Käse (2001).

• non-Doppler for long Rossby waves as on page 14 of Liu’s notes.

1585



56.2. WAVES EXCITED BY FLOW OVER TOPOGRAPHY

56.2 Waves excited by flow over topography
Consider the f -plane flow of a single layer of shallow water fluid with a static and prescribed
reference flow, uR, and let this flow pass over a non-flat bottom with vertical position

ηb(x, y) = ηb + η′b(x, y). (56.1)

If the topographic amplitude is much smaller than the resting layer thickness, |η′b| ≪ H, then
the motion consists of linear waves, and with the principle of superposition allowing Fourier
analysis to construct the linear wave fields generated by arbitrary (small amplitude) topography.
Additionally, the linearized form of shallow water potential vorticity conservation constrains the
waves. Indeed, it provides the wave equation. This section works through many elements of
the kinematics and dynamics encountered in a variety of forced wave problems, here with the
special restrictions imposed by the vertically columnar motion of a shallow water layer.1

56.2.1 Linearized governing equations

Following the linearization process detailed in Section 55.3, here with a nonzero reference flow,
leads to the thickness and velocity decomposition

h = H + η′ − η′b = H + h′ and u = uR + u
′. (56.2)

The reference flow is assumed to be in geostrophic balance with a prescribed pressure gradient
generated by a static free surface,

fo ẑ × uR = −g∇ηR. (56.3)

Making use of equations (56.2) and (56.3) in the shallow water equations (55.1a) and (55.1b)
leads to the linearized governing equations

[∂t + γ + (uR · ∇)]u′ + f ẑ × u′ = −g∇η′ (56.4a)

(∂t + uR · ∇)h′ = −H∇ · u′. (56.4b)

The constant, γ ≥ 0, is the inverse time scale for a Rayleigh drag (Section 25.8.5). We include
Rayleigh drag since in many wave problems it is used to retain a finite solution in the presence
of resonances. Even so, we drop it when examining the structure of the waves generated in the
presence of flow over topography.

Taking the curl of the velocity equation (56.4a) and then making use of the thickness equation
(56.4b) leads to the linearized version of the potential vorticity equation

(∂t + uR · ∇)Q′ = −γ ζ ′/H, (56.5)

where ζ ′ = ∂xv
′ − ∂yu′ is the relative vorticity of the perturbation, and

Q′ = f/H + ζ ′/H − f h′/H2 (56.6)

is the linearized potential vorticity (equation (55.22)), with f/H a constant for the f -plane
examined here. Equation (56.5) reveals that the linearized potential vorticity locally evolves
according to dissipation from Rayleigh drag acting on the relative vorticity.

1The setup is analogous to that considered for inertial waves in Section 53.5.2, which considered inertial waves
generated in a resting flow forced by moving topography.
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56.2.2 Galilean transformation to the frame of the reference flow

The reference flow is constant in space and time, so that a Galilean transformation to the frame
moving with this flow acts to remove advection from the equations of motion (56.4a)-(56.4b).
For this purpose, consider the Galilean transformation

t = t and x = x− uR t. (56.7)

Following our discussion of Galilean transformations in Section 17.5, we know that the derivative
operators transform according to

∂t = ∂t + uR · ∇ and ∂x = ∂x and ∂y = ∂y, (56.8)

which then brings the linear equations (56.4a), (56.4b), and (56.5) to

(∂t + γ)u′ + f ẑ × u′ = −g∇η′ (56.9a)

∂th
′ = −H∇ · u′ (56.9b)

∂tQ
′ = −γ ζ ′/H. (56.9c)

Whereas the reference flow moves with the velocity uR relative to the topography, the topography
moves with a velocity −uR relative to the reference flow. Correspondingly, by moving to the
boosted frame of the reference flow, the topography, which is independent of the rest frame time,
t, is a function of time as measured in the boosted frame, t.

56.2.3 Forced wave equation and potential vorticity

To derive a wave equation, take ∂t of the thickness equation (56.9b) to render

∂tth
′ = −H∇ · ∂tu′. (56.10)

Replacing ∂tu
′ using the linearized velocity equation (56.9a) leads to the forced wave equation

∂t [(∂t + γ)h′]− c2grav∇2η′ = −f H ζ ′, (56.11)

where we introduced the squared shallow water gravity wave speed

c2grav = g H. (56.12)

Following the approach in Section 55.8.2, make use of the linearized potential vorticity, Q′

(equation (56.6)) to replace ζ ′, in which

f H2Q′ = −(∂tt + γ ∂t + f2)h′ + c2grav∇2η′, (56.13)

which agrees with equation (55.152) for the case with uR = 0, γ = 0, and η′b = 0. Equation
(56.13) brings the potential vorticity evolution equation (56.9c) to the form

∂t[(∂tt + γ ∂t + f2)h′ − c2grav∇2η′] = f H γ ζ ′, (56.14)

which can be rewritten to isolate a forced wave equation for η′

∂t[(∂tt + f2)η′ − c2grav∇2η′] = γ [f H ζ ′ − ∂tt(η′ − η′b)] + ∂t[(∂tt + f2)η′b]. (56.15)

In the absence of dissipation (γ = 0) and for a flat bottom (η′b = 0), this equation has solutions
given by the free inertia-gravity wave modes discussed in Section 55.8.
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For the remainder of this section we set γ = 0 to focus on responses of a non-dissipative flow
moving over small amplitude topography. In this case equation (56.15) simplifies to

∂t[(∂tt + f2)η′ − c2grav∇2η′] = ∂t[(∂tt + f2)η′b]. (56.16)

Furthermore, consistent with our treatment of free inertia-gravity waves in Section 55.8, we focus
on wave solutions with zero potential vorticity, which leads to the forced linear wave equation

(∂tt + f2)η′ − c2grav∇2η′ = (∂tt + f2)η′b. (56.17)

Finally, since the bottom topography is independent of time, t, the source on the right hand
side takes the form

(∂tt + f2)η′ − c2grav∇2η′ = [(uR · ∇)2 + f2]η′b. (56.18)

This is a forced linear wave equation for a shallow water layer moving in a uniform background
flow over topography.

56.2.4 Monochromatic topography
We consider bottom topography in the form of a monochromatic wave

η′b = ηo e
ikb·x = ηo e

ikb·(x+uR t) = ηo e
i(kb·x−ωR t), (56.19)

where ηo is a constant real amplitude, kb is the topography wavevector, and

ωR = −kb · uR > 0 (56.20)

is the angular frequency implied by the reference flow that moves over the topography. Since
the wave response is assumed to be linear, the response to more complex topography can be
built using Fourier analysis.2

The topography (56.19) is stationary in the rest frame, but it moves in the direction opposite
to the reference flow when viewed in the boosted frame. This direction swap is reflected in the
choice kb · uR < 0, which orients the topography wavevector, kb, according to the reference flow,
uR. For example, a zonal referential flow, uR = U x̂, with U > 0, has a topography wavevector
kb = −|kb| x̂, in which case the topography (56.19) takes the form

η′b = ηo e
−i|kb|x = ηo e

−i|kb| (x+U t). (56.21)

Evidently, a boosted frame observer rides along with the reference flow while the topography
moves as a plane wave in the −x̂ direction. Conversely, a rest frame observer sees static
topography with the reference flow moving in the +x̂ direction.

56.2.5 Stationary waves and causality
Before considering the non-stationary (or non-steady) wave response in Section 56.2.7, we deter-
mine the stationary response from a uniform flow moving over the monochromatic topography
(56.21). Notably, stationary flow (also steady flow) refers to stationary in the rest frame of the
topography, so that

∂t = 0 =⇒ ∂t = uR · ∇. (56.22)

In effect, we assume all transient (traveling) waves have propagated far away from the region of
interest, leaving just the stationary wave response to the forcing. For flow over topography, the

2We illustrate the Fourier analysis approach in Section 58.3 for stationary internal gravity waves generaged by
flow over a single mountain.
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forcing angular frequency is ωR = −uR · kb > 0, whereas this frequency might have a different
origin in other systems, such as the frequency of a piston in a laboratory experiment.

Causality and the non-negative forcing frequency

Stationary waves are generally simpler to mathematically determine than their transient cousins.
Furthermore, stationary waves are often of primary physical interest when concerned with long
term wave responses. However, there are subtleties related to causality that must be kept in
mind when studying stationary solutions. Namely, the stationary equations have time symmetry
merely because all fields are time independent (in the rest frame). However, stationary waves
result from equilibration of transients that arise from a particular forcing. For example, with
flow over topography the stationary wave solution knows about the direction of the reference
flow, thus respecting causality (e.g., waves are swept downstream not upstream). So although
there are no time derivatives in the stationary equations, we build in causality through specifying
the forcing frequency, ωR = −uR · kb > 0 (equation (56.20)). Our choice to insist on a positive
forcing angular frequency provides a robust means to maintain causality. It also accords with
our choice in this book to only consider non-negative angular frequencies (see Section 49.2.3).

Free surface and velocity for the stationary flow

We insert the topography Fourier mode (56.19) into the potential vorticity equation (56.16),
and take a plane wave ansatz for the free surface

η′ = η̃ ei(k·x−ω t), (56.23)

where ω is the angular frequency seen in the boosted reference frame. This substitution yields

ω (−ω2 + f2 + c2grav |k|2) η̃ ei(k·x−ω t) = ωR (−ω2
R + f2) ηo e

i(kb·x−ωR t). (56.24)

Since the fluctuations are assumed to be linear, we expect the reference flow over the topography
to excite linear waves. Furthermore, in the steady state we expect the wavevector and angular
frequency to be set by the flow and topography

ω2 = ω2
R = (kb · uR)

2 and |k|2 = |kb|2, (56.25)

in which case equation (56.24) yields the amplitude ratio

η̃

ηo
=

ω2
R − f2

ω2
R − f2 − c2grav |kb|2

, (56.26)

and the corresponding free surface wave form

η′ = η̃ eikb·x =
(ω2

R − f2) ηo eikb·x

ω2
R − f2 − c2grav |kb|2

=

[
ω2

R − f2
ω2

R − f2 − c2grav |kb|2
]
η′b, (56.27)

with an example given by Figure 56.1. Evidently, the stationary solution has a free surface and
bottom topography that are either in-phase (same sign) or π radians out of phase (opposite
sign), depending on properties of the reference flow, the topography, the gravity wave speed,
and the Coriolis parameter. The stationary velocity field can be found just like for the free
inertia-gravity waves in Section 55.8.9 through use of the linear velocity equation (56.9a) (with
the Rayleigh drag, γ = 0), in which

u′ = ũ eikb·x (56.28)
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with the complex amplitude

ũ =
g η̃ (−kb ωR − i f ẑ × kb)

ω2
R − f2

=
g ηo (−kb ωR − i f ẑ × kb)

ω2
R − f2 − c2grav |kb|2

. (56.29)

These waves are not the free inertia-gravity waves studied in Section 55.8 since ω2
R ̸= f2 (1 +

L2
d |kb|2). Rather, they are stationary waves forced by the motion of the shallow water fluid

over the sinusoidal topography. Even so, they share many properties with inertia-gravity waves,
including the polarization relation exhibited by equation (56.29), which directly compares to the
free inertia-gravity wave in equation (55.174b).
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Fr < 1

Figure 56.1: A shallow water fluid layer with reference flow that moves over a sinusoidal bottom topography for
the sub-critical case (Fr < 1) from equation (56.33) with f = 0. The stationary gravity waves have amplitude,
η̃ = −ηo Fr2/(1− Fr2), that is opposite to that of the topography. Note that the specification, kb · uR < 0, orients
the topography wavevector, kb, according to the reference flow, uR. This orientation ensures that the topography
observed in the boosted frame moves in the opposite direction to the reference flow as viewed in the rest frame. It
also builds in causality as discussed in Section 56.2.5.

Flow regimes and free surface deflections

To help understand the amplitude ratio (56.26), consider the special case of zonal reference flow
with uR = U x̂, so that the squared frequency is

ω2
R = U2 |kb|2. (56.30)

We also find it useful to introduce the Froude number, shallow water deformation radius, and
period of an inertial oscillation

Fr = U/cgrav and Ld = cgrav/f and Tinertial = 2π/f. (56.31)

We can thus write the amplitude ratio (56.26) in the equivalent forms

η̃

ηo
=

ω2
R − f2

ω2
R − f2 − c2grav |kb|2

=
U2 − f2 |kb|−2

U2 − f2 |kb|−2 − c2grav
=

Fr2 − (Ld |kb|)−2

Fr2 − (Ld |kb|)−2 − 1
, (56.32)

with the first a ratio of angular frequencies, the second a ratio of speeds, and the third a ratio of
non-dimensional numbers.

There are three regimes for the amplitude as determined by

η̃

ηo
=

 > 0 if ω2
R > f2 + c2grav |kb|2

< 0 if f2 < ω2
R < f2 + c2grav |kb|2

> 0 if ω2
R < f2,

(56.33)
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as well as their equivalent forms in terms of speeds and non-dimensional numbers. Actually,
it is simplest to start by considering the f = 0 case, in which there are just two regimes as
determined by [

η̃

ηo

]
non-rotating

=

[
> 0 if Fr > 1
< 0 if Fr < 1.

(56.34)

With Fr > 1, the free surface is in-phase with the topography, so that the free surface rises
when the bottom rises, and vice versa. As discussed in Section 55.5.4, the Fr > 1 flow is a
state of hydraulic control and is generally unstable (the fluid particle speed is greater than the
gravity wave speed, and the flow generally breaks down into turbulence). For the sub-critical
flow with Fr < 1, the free surface falls when the topography rises, and vice versa. Equation
(56.33) shows that the addition of a non-zero Coriolis parameter, and thus a finite deformation
radius and finite inertial oscillation period, introduces a third regime for in-phase free surface
and topography, while it modifies the sub-critical and super-critical regimes.

56.2.6 Free stationary inertia-gravity waves

Consider the special case of
ω2

R = (kb · uR)
2 = f2, (56.35)

in which case the topographic forcing vanishes on the right hand side of the potential vorticity
equation (56.24). This case allows for any free inertia-gravity wave to fit within the domain so
that

ω2 = f2 (1 + L2
d |k|2). (56.36)

That is, the free inertia-gravity wave can exist just as in the case of the flat bottom domain
examined in Section 55.8. Transforming the free surface back to the rest frame yields

η′ = η̃ ei(k·x−ω t) = η̃ ei[k·x−(k·uR+ω) t] = η̃ ei(k·x−ω t), (56.37)

where we related the boosted frame frequency, ω, according to the Doppler shift relative to the
rest frame frequency, ω,

ω = ω − uR · k. (56.38)

Furthermore note that the free surface amplitude is unconstrained since these waves are invisible
to the topography. We have thus identified a free wave solution, which arises for the special case
of topography and reference flow satisfying ω2

R = f2 > 0 so that ω2/f2 = 1 + (|k|Ld)
2, which is

the flat bottom frequency for free traveling inertia-gravity waves found in Section 55.8.

56.2.7 Non-stationary gravity wave adjustment

So far we have focused on the stationary waves that result after allowing for transient non-
stationary waves to propagate away from the area of interest (formally, to propagate out to
infinity). We here consider the case of non-stationary gravity waves (f = 0) generated by flow
over topography. We assume the free surface fluctuation, η′, is initially equal to the bottom
topography and to have a zero initial tendency. With a zonal reference flow (uR = U x̂) and
zonally dependent bottom topography, η′b = η′b(x), we are led to the initial value problem from
equation (56.18)

(∂tt − c2grav ∂xx)η′ = U2 ∂xxη
′
b (56.39a)

η′(x, t = 0) = η′b(x) (56.39b)

∂tη
′(x, t = 0) = 0. (56.39c)
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This is an initial value problem formulated using the boosted reference frame coordinates,
(x, t) = (x − U t, t) from Section 56.2.2. Additionally, as shallow water gravity waves are
non-dispersive, we can naively allow the bottom topography to be arbitrarily shaped.3

We do not expect the initial condition to remain fixed for all time. Rather, we expect the
flow (in the limit of linear behavior) to adjust through gravity waves that propagate in both
directions. Additionally, we expect this propagation to occur in the presence of the stationary
solution from Section 56.2.5. This expectation motivates the ansatz

η′(x, t) = η′stationary(x) + η′transient(x, t) =
Fr2

Fr2 − 1
η′b(x) + η′transient(x, t), (56.40)

where we wrote the stationary solution in terms of the rest frame coordinates, (x, t), which is
the frame where η′stationary is stationary. The transient solution embodies linear gravity waves
propagating in both directions, and it satisfies equation (56.39a) with zero forcing and with
initial conditions set according to equations (56.39b) and (56.39c)

(∂tt − c2grav ∂xx)η′transient = 0 (56.41a)

η′transient(x, t = 0) = −η′transient(x, t = 0) (56.41b)

∂tη
′
transient(x, t = 0) = 0. (56.41c)

The solution to the non-dispersive wave equation (56.41a) is given by the D’Alembert formula
from Section 6.7.1, which takes the form

η′transient = Aη′b(x− cgrav t) +B η′b(x+ cgrav t) (56.42a)

= Aη′b[x− t (U + cgrav)] +B η′b[x− t (U − cgrav)] (56.42b)

= Aη′b(x− c(+) t) +B η′b(x− c(−) t), (56.42c)

where
c(±) = U ± cgrav (56.43)

are the gravity wave speeds relative to the reference flow. The constants A and B are set
according to the initial conditions (56.41b) and (56.41c), which yields

η′(x, t) =
Fr2

Fr2 − 1
η′b(x) +

1

2

[
η′b(x− c(−) t)

1− Fr
+
η′b(x− c(+) t)

1 + Fr

]
. (56.44)

For subcritical flow, with U < cgrav, we have

subcritical =⇒ c(+) = U + cgrav > 0 and c(−) = U − cgrav < 0. (56.45)

Since |c(−)| < |c(+)|, we find the transient solution consists of a relatively fast rightward moving
signal, η′b(x−c(+) t)/[2 (1+Fr)], plus a relatively slow leftward moving signal, η′b(x−c(−) t)/[2 (1−
Fr)]. Since Fr < 1, the amplitude of the right moving signal is smaller than the left moving
signal according to the ratio 0 < (1− Fr)/(1 + Fr) < 1. The stationary solution has a negative
amplitude of relatively absolute value. We depict an example in the left panel of Figure 56.2 for
the case of a single Gaussian mountain with Fr = 1/4. We can make use of a Gaussian shaped
mountain rather than a single Fourier mode since the linear responses are non-dispersive gravity
waves that travel at the same speed. Hence, we can sum any number of non-dispersive gravity
wave modes to render the Gaussian shaped wave response that remains coherent.

3We consider dispersive internal gravity waves in Section 58.3, which requires Fourier analysis methods to
account for wave dispersion.
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Stacked profile plot of eta(x,t) with Fr=0.25
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Stacked profile plot of eta(x,t) with Fr=2

Figure 56.2: Stacked profiles of the free surface height that depicts the transient linear gravity wave adjustment
of a shallow water layer flowing over a mountain, with the reference flow moving from left to right, uR = U x̂
with U > 0. Each line represents the free surface incremented in time (moving upward) by the amount
∆t = 20× 103 m/

√
1000 m 9.8 m s−2 ≈ 200 s. The left panel shows results for subcritical flow with Fr = 1/4, and

the right panel shows supercritical flow with Fr = 2, both according to the solution (56.44). The initial condition
for the free surface, η′(x, t = 0) = η′b(x), is shown as a thick black line. For the subcritical flow, the stationary
solution has a relatively small and negative amplitude, whereas for the supercritical flow the stationary solution
has a large a positive amplitude. The subcritical case reveals leftward and rightward moving gravity waves that
propagate away from the mountain, with the leftward wave having a relatively large amplitude and slow speed.
The supercritical case has both waves moving to the right, with the relatively small amplitude positive signal
moving much faster than the larger amplitude negative signal.

For supercritical flow, with U > cgrav, have

supercritical =⇒ c(+) = U + cgrav > 0 and c(−) = U − cgrav > 0. (56.46)

Since c(±) > 0, both signals move to the right. The slower signal, η′b(x − c(−) t)/[2 (1 − Fr)],
has a negative amplitude since Fr > 1, with this amplitude larger in absolute sense than the
faster signal, η′b(x− c(+) t)/[2 (1 + Fr)], whose amplitude is positive. Furthermore, the stationary
solution has a positive amplitude. We depict an example supercritical response in the right
panel of Figure 56.2 for the case of a single Gaussian mountain with Fr = 2.

It is notable that the potential energy of the stationary state for subcritical flow is less
than that of the initial condition, given the depressed free surface height, whereas the potential
energy of the supercritical flow’s stationary state is greater than the initial condition. We cannot
perform a closed energy budget since the reference flow is assumed to be fixed. Even so, we
understand the ability of the supercritical reference flow to lift the full column of shallow water
fluid up and over the mountain, given its relatively large source of kinetic energy. In contrast,
the subcritical reference flow insufficient kinetic energy to lift the free surface over the mountain.

56.2.8 Comments and further study
There is no vertical wave propagation in a shallow water layer (see Section 55.3.4). Hence,
the layer responds to movement of the reference flow over variable bottom topography by
conforming to the constraints from shallow water potential vorticity conservation. It is for this
reason that we focused on the linearized potential vorticity equation (56.9c). A further focus
on fluctuations with zero potential vorticity, Q′ = 0, leads to the wave equation (56.18), just
as for the free inertia-gravity waves in Section 55.8. In Section 58.2 we study the generation
of internal inertia-gravity waves by flow over topography. That study extends the work done
here for the shallow water fluid, and it reveals a richer phenomenology that is supported by
continuous stratification and non-hydrostatic pressure. Chapter 5 of Sutherland (2010) works
through a variety of examples for shallow water fluid layers moving over topography, including a
study of the initial value problem that we considered in Section 56.2.7.
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56.3 Geostrophic adjustment
The geostrophic balance presented in Sections 31.4 and 36.2 is very well maintained by the
observed large-scale atmosphere and ocean. Hence, geostrophy (and the associated thermal
wind) is a powerful diagnostic. In this section, we examine how a flow state that is initially
not in geostrophic balance evolves towards geostrophy. We thus study the dynamical processes
associated with the geostrophic adjustment problem. As we see, the adjustment occurs through
the propagation of linear inertia-gravity waves.

A single shallow water layer on a flat f -plane is sufficient to introduce the main physical ideas
of geostrophic adjustment. Furthermore, we focus on linear perturbations so that the governing
equations are those derived in Section 55.8 when studying inertia-gravity waves. The adjustment
consists of linear inertia-gravity waves that maintain a locally static potential vorticity (equation
(55.23)). For brevity in notation, we here drop all primes on the linear fluctuating terms.

56.3.1 Potential vorticity inversion
Before studying the geostrophic adjustment problem, we offer a few comments about potential
vorticity inversion, which generally refers to the process of determining the flow field given
information about the potential vorticity. In a shallow water layer, the potential vorticity is
given by

Q = h−1 (f + ζ) = h−1 (f + ∂xv − ∂yu). (56.47)

If we further assume the flow to be in geostrophic balance (Section 36.2), then

Q =
f

h
+

1

h

[
∂

∂x

(
g

f

∂η

∂x

)
+

∂

∂y

(
g

f

∂η

∂y

)]
. (56.48)

Assuming we know Q throughout the domain; assuming f and Q are uniformly of the same sign
within the domain; and assuming we know boundary conditions for η, then equation (56.48) is
a nonlinear elliptic boundary value problem (Section 6.5) for η. Nonlinearities come from the
h−1 = (η − ηb)−1 pre-factor, as well as the boundary conditions discussed below. Linearizing by
setting h−1 ≈ H−1 and simplifying the boundary conditions (see below) allows equation (56.48)
to be solved for η. This solution process is referred to as inverting the elliptic operator, so that
this particular inversion process is referred to as potential vorticity inversion.

General boundary conditions for η can be rather complex to handle mathematically. Namely,
in a domain with a sloping bottom, such as in Figure 35.1, the free surface deviation equals to
the bottom deviation, η = ηb, along the domain boundaries since the layer thickness vanishes
there. Furthermore, the horizontal position of the domain boundary is a function of time since
the layer moves up and down the sloping bottom. Vanishing layers and the associated moving
boundaries are intrinsically nonlinear; i.e., there is no way to linearize the process without
removing it altogether. Instead, to facilitate the use of linear physics requires us to assume
the layer thickness remains nonzero throughout the domain. Furthermore, we assume the layer
thickness deviates only a small amount from the layer averaged thickness: h/H ≈ 1. These
assumptions are made in the following discussion of geostrophic adjustment.

56.3.2 Posing the initial value problem
We solve for the t > 0 evolution of surface height and velocity by making use of the linearized
equations from Section 55.34

∂tu+ f ẑ × u = −g∇η (56.49a)

4Recall that to reduce notational clutter, we drop primes on the fluctuation variables in this section.
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∂tη +H∇ · u = 0 (56.49b)

ζ − f η/H = H Q(x, y). (56.49c)

Q(x, y) is the linearized potential vorticity that is static for the flat bottom f -plane and so
it is fully determined by the initial conditions (Section 55.3.3). To illustrate the geostrophic
adjustment in an analytically tractable manner, consider the following step initial conditions for
the surface height

η(x, t = 0) =

{
+ηo x < 0
−ηo x > 0,

(56.50)

which can be written
η(x, t = 0) = ηo [1− 2H(x)] = −ηo sgn(x), (56.51)

where the sign-function is given by

sgn(x) =


−1 if x < 0
0 if x = 0
1 if x > 0,

(56.52)

which can also be written in terms of the Heaviside step function

sgn(x) = 2H(x)− 1, (56.53)

where5

H(x) =


0 if x < 0
1/2 if x = 0
1 if x > 0.

(56.54)

The velocity is assumed to be zero initially

u(x, y, t = 0) = 0. (56.55)

Correspondingly, the initial relative vorticity vanishes so that the linearized potential vorticity
(equation (56.49c)) is

Q(x, y) =
fηo
H2

sgn(x). (56.56)

Since ∂Q/∂t = 0 (equation (55.23)), the potential vorticity (56.56) is maintained at each point
in space throughout the adjustment process. The velocity and surface height adjustment is thus
constrained to keep potential vorticity static. This rather basic point is key to determining
evolution of the velocity and surface height, and thus in determining the final (equilibrium) state
for these fields.

56.3.3 Adjustment with f = 0

In the absence of planetary rotation (f = 0), relative vorticity is constant at each grid point.
With a zero initial velocity, relative vorticity remains zero throughout the adjustment. The
adjustment is thus quite simple. Namely, it consists of linear gravity waves, which carry zero
relative vorticity (equation (55.72)). These gravity waves propagate away from the initial step,
converting the potential energy of the step into kinetic energy of waves that propagate to infinity.
As the linear gravity waves are non-dispersive, they carry the initial pulse out to infinity without
distortion in the wave form

η(x, t) = −ηo
2
[ sgn(x+ cgrav t) + sgn(x− cgrav t)] . (56.57)

5We discuss the Heaviside step function in Section 7.5.
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The meridional velocity remains zero, whereas the zonal velocity equation

∂tu = −g ∂xη, (56.58)

leads to
u(x, t) =

g ηo
2 cgrav

[ sgn(x+ cgrav t)− sgn(x− cgrav t)] . (56.59)

After the transient waves have passed, the steady solution is a flat surface height with zero
velocity. This steady solution is familiar from the case of a rock dropped into a still pond. After
dropping the rock into the pond, the surface gravity waves radiate outward from the rock and
are eventually damped upon reaching the shore. In equilibrium, the pond returns to a state of
rest with a flat surface height.6

56.3.4 Adjustment on the f -plane
On a rotating f -plane, the transient solution consists of the inertia-gravity waves studied
in Section 55.8, with these waves transmitting information about the initial surface height
perturbation out to infinity. After the transient waves have passed, we might guess that the
steady solution is either the trivial solution with flat surface height (as for the f = 0 case), or a
nontrivial solution that is in geostrophic balance

f ẑ × u = −g∇η and ∇ · u = 0 and Q = H−2 f ηo sgn(x). (56.60)

Conservation of potential vorticity chooses the geostrophic solution, so that a steady solution of
no-motion is not allowed by potential vorticity conservation. This is a profound distinction from
the adjustment with f = 0.

Computing the steady state

As the steady flow is geostrophic on an f -plane, we make use of the geostrophic streamfunction

ψ = g η/f. (56.61)

The steady state is written in terms of the streamfunction according to

u = −∂yψ and v = ∂xψ and ζ = ∇2ψ. (56.62)

Making use of these expressions for the linearized potential vorticity (56.49c) leads to the elliptic
partial differential equation for the streamfunction[

∇2 − L−2
d

]
ψ = H Q(x, y), (56.63)

where we introduced the shallow water deformation radius, Ld = cgrav/f , from equation (55.54).

The initial condition (56.51) has no y-dependence. Furthermore, there is nothing in the
adjustment process that breaks meridional symmetry. Hence, the steady state is a function only
of x, in which case the streamfunction satisfies the ordinary differential equation

d2ψ

dx2
− L−2

d ψ =
fηo
H

sgn(x). (56.64)

We solve this equation separately for x > 0 and x < 0 and match the function and its first
derivative at x = 0, and furthermore constrain the streamfunction to vanish at ±∞. The x > 0

6For most ponds, waves are better studied using deep water equations rather than shallow water equations;
see Section 52.3. Even so, the key physical points in this example are maintained.
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Figure 56.3: Depicting solutions to the linear geostrophic adjustment of a rotating shallow water layer on an
f -plane. The top panel shows the initial (step-function) surface height (56.51) and the steady state (exponential)
surface height (56.70). The second panel shows the static (step-function) potential vorticity (56.60). The third
panel shows the steady state (exponential) meridional velocity (56.71) comprised of a jet centered at x = 0. The
horizontal axis is scaled according to the shallow water deformation radius, Ld = f−1 √g H. This figure is adapted
from figure 3.10 of Vallis (2017).

streamfunction satisfies
d2ψ

dx2
− L−2

d ψ =
fηo
H
. (56.65)

The particular solution is

ψp = −L2
d H Q = −L2

d f ηo/H = −g ηo/f, (56.66)

and the homogeneous solution is

ψh = (g ηo/f) e
−x/Ld , (56.67)

so that
ψ = −g ηo

f

[
1− e−x/Ld

]
. (56.68)

The x < 0 solution is found similarly, so that the full solution is

ψ =
g ηo
f

{
−
(
1− e−x/Ld

)
x > 0(

1− ex/Ld
)

x < 0,
(56.69)

which means that the steady state surface height is

η = ηo

{
−
(
1− e−x/Ld

)
x > 0(

1− ex/Ld
)

x < 0.
(56.70)

Note that the streamfunction vanishes at x = 0 and has a first derivative of −ηo
√
gH/H. Since

the streamfunction only has a zonal dependence, the steady state velocity is purely meridional

u = 0 and v = − g ηo
f Ld

e−|x|/Ld . (56.71)

The steady state velocity thus consists of a jet that is perpendicular to the surface height front.
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56.4. EXERCISES

56.3.5 Concerning the deformation radius
As illustrated in Figure 56.3, the steady state profiles for the surface height and velocity both
have an exponential decay, with decay length scale given by the deformation radius. The
deformation radius is this length scale over which a signal can propagate before being affected
or “deformed” by the Coriolis acceleration, thus motivating the name deformation radius. More
precisely, the deformation radius measures the horizontal length scale over which a wave can
propagate within the time |f |−1 (the inertial period is 2π/|f |), before feeling the effects of the
Coriolis acceleration, thus making

Ld |f | =
√
g H. (56.72)

In the f = 0 limit, the deformation radius is infinity and the steady solution returns to the
case considered in Section 56.3.3, whereby the steady state free surface is flat and there is no
flow. A key feature of the f ̸= 0 case is that some of the potential energy contained within the
initial perturbed free surface remains part of the steady state geostrophic flow. Conservation of
potential vorticity constrains the flow so that all the initial potential energy cannot be converted
to kinetic energy. Rather, the adjustment occurs only within a deformation radius distance from
the initial perturbation.

We can extend the ideas introduced in this single-layer adjustment to a two-layer system as
depicted in Figure 56.4, with the figure caption summarizing the physics. Again, adjustment
leads to geostrophic flow when the lateral extent of the flow reaches the deformation scale. In
this case, the deformation scale is much smaller than the single-layer fluid given that it is the
reduced gravity that determines the velocity scale rather than the gravity.7 The slower internal
wave speeds propagate the internal wave signal a shorter distance before feeling the effects from
Coriolis

Ld |f | =
√
grH ≪

√
g H. (56.73)

56.3.6 Comments and further reading
Our study of shallow water geostrophic adjustement shares some features with that of the gravity
wave adjustment to flow over topography as studied in Section 56.2.7. For the topographic
case we considered f = 0, whose linear gravity waves carry zero relative vorticity, whereas for
the geostrophic adjustment we allow for f ̸= 0, whose linear inertia-gravity waves carry zero
potential vorticity. Transients for both cases consist of linear waves carrying information out
to “infinity”, leaving behind a stationary flow. For the topographic case the stationary flow is
set according to the topography and the Froude number, whereas for the geostrophic case the
stationary flow is set according to the Coriolis acceleration and initial conditions.

Section 3.9 of Vallis (2017) presents a far more thorough discussion of this linear geostrophic
adjustment problem, including an elegant variational approach. Chapter 3 of Pratt and Whitehead
(2008) provide a thorough discussion for both linear and nonlinear geostrophic adjustment.

56.4 Exercises
exercise 56.1: Deformation radius
The deformation radius appears in many contexts within rotating fluid dynamics. Here, we
compute this length scale for selective geophysical flow regimes at 30◦N latitude, where f =
7.3× 10−5 s−1.

7Recall from Section 55.6 that we study gravity waves in two shallow water layers, where we indeed find the
reduced gravity determines the baroclinic phase speed.
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L ⇡ Ld

Figure 56.4: Two regions of uniform density fluid used to illustrate the adjustment under gravity acceleration
and Coriolis acceleration in the absence of mixing. Top panel: two fluid layers each have uniform density with
ρA > ρB and with the heavy fluid sitting between two regions of the lighter fluid, with the fluids separated by
a barrier. Lower panel: upon releasing the barrier, gravity causes the heavy fluid to slump under the lighter
fluid. This process halts when the lateral scale of the heavier fluid reaches the deformation scale, Ld =

√
grH/f ,

where
√
grH ≈ N H is the speed of the internal gravity wave signal appearing in a two-layer fluid. The adjusted

state reaches two-layer geostrophic balance as discussed in Section 36.2.2, whereby the difference in geostrophic
flow in the two layers is proportional to the slope of the interface between the layers. By extension, if the initial
region of heavy fluid had an initial lateral extent on the order of the deformation scale, then there will be minimal
change in the lateral extent after the barrier is removed since the Coriolis acceleration will balance the pressure
gradients to render a geostrophic flow. See Figure 15.4 of Cushman-Roisin and Beckers (2011) for more examples
of geostrophic adjustment.

(a) Compute the shallow water deformation radius for an ocean continental shelf of depth
500 m.

(b) Compute the shallow water deformation radius for the deep ocean with depth 5000 m.

(c) The deformation radius defined in this chapter is sometimes called the external deformation
radius as it makes use of the full depth of the fluid and the gravitational acceleration. In
contrast, the deformation radius defined in terms of internal layer thickness and reduced
gravity, gr, leads to the internal deformation radius. The internal deformation radius,
Lint

d =
√
gr h/f is the appropriate rotational length scale for density layers in the interior of

the ocean or isentropic layers in the interior of the atmosphere. Compute the deformation
radius for a density layer of thickness h = 200 m and reduced gravity of gr = g/1000.

exercise 56.2: Geostrophic adjustment (based on exercise 4.6 of Vallis (2019))
Consider the linear geostrophic adjustment problem on an f -plane with a single layer of shallow
water fluid over a flat bottom. Rather than assume an initial free surface profile, as we did in
Section 56.3, here we assume an initial meridional velocity profile given by

v(x, t = 0) = v0 sgn(x) = v0 (2H(x)− 1), (56.74)

where v0 > 0 is a constant, sgn is the sign-function (equation (56.52)), and H is the Heaviside
step function (equation (56.54)). The free surface is assumed to be initially flat.

(a) Show that the linearized potential vorticity, H Q′ = ζ ′ − f η′/H, is given by

H Q′(x) = 2 v0 δ(x), (56.75)
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where δ(x) is the Dirac delta with dimensions L−1.

(b) As we did in Section 56.3, solve for the geostrophic streamfunction ψ = g η/f .

(c) Discuss the geostrophically adjusted streamfunction and velocity, and draw a sketch of ψ
and v.

Here are some hints.

• We discuss properties of the Dirac delta in Chapter 7. However, to answer the first part of
this question it is sufficient to know that the derivative of the Heaviside step function (a
dimensionless step function) is the Dirac delta

δ(x) =
dH(x)

dx
, (56.76)

so that the Dirac delta has dimensions of inverse length.

• For the second part, note that the streamfunction is exponentially decaying on either side
of the x = 0 according to ψ = ψ0 e

−|x|/Ld , which then leads to a jump in the derivative
approaching the origin from each side. Carefully use equations (56.63) and (56.76) to
determine ψ0.
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Chapter 57

INTERNAL INERTIA-GRAVITY WAVES

In this chapter we continue the study of how gravity affects wave motion in geophysical fluids,
here focusing on gravity waves realized in a continuously stratified fluid. As part of anticipating
this discussion, recall Section 55.6 where we studied gravity waves in two shallow water layers and
decomposed the motion into two modes: the barotropic mode and baroclinic mode. When moving
to a continuously stratified fluid we encounter an infinity of baroclinic modes. These modes are
associated with motion of interior stratification surfaces, and have very little projection onto
motion of the upper free surface. Consequently, these waves are generally referred to as internal
gravity waves.

Although the shallow water system anticipated some features of gravity waves in a continuous
system, there are many properties revealed only when moving to continuous stratification. In
particular, the dispersion relation for internal gravity waves presents the peculiar feature of
having a group velocity that is perpendicular to the phase velocity. In fact, this property was
already encountered in Chapter 53 when studying inertial waves in a homogeneous fluid. We
here focus most attention on the case of internal gravity waves in a non-rotating reference frame.
Extending to the case of an f -plane is relatively straightforward and builds on the inertial wave
material from Chapter 53 as well as the shallow water inertia-gravity waves studied in Section
55.8.

reader’s guide to this chapter
We build on the prior wave mechanics chapters and assume familiarity with the equations

for a Boussinesq ocean in Chapter 29 and the concept of Archimedean buoyancy from Chapter
30. Chapter 58 continues our study of internal inertia-gravity waves by focusing on a variety
of geophysical mechanisms for the forcing of such waves.

Further resources for material in this chapter can be found in Lighthill (1978), Gill (1982),
Pedlosky (2003), Sutherland (2010), Cushman-Roisin and Beckers (2011), Kundu et al. (2016),
and Vallis (2017). The second half of this video offers some pedagogical visualizations of
stratified flow phenomena, and this video provides more visualizations from simulations and
laboratory tank experiments.
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57.1 Loose threads
• energetic balances for reflected waves.

• Is there a general means to determine cg · k = 0 without going through the process of
computing the group velocity? Why do some waves have this property but others do not?

• Vertical normal modes in Section 57.7 as per Lecture 9 of Pedlosky (2003) or Section 6.10
of Gill (1982).

57.2 Boussinesq ocean and its linearization
Throughout this chapter we work with the Boussinesq ocean equations in their inviscid/adiabatic
limit, and linearize the governing equations around a rest state in exact hydrostatic balance. In
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this section we review the governing equations from Chapter 29 and perform the linearization.

57.2.1 Boussinesq ocean equations

We make use of the governing equations for an adiabatic and inviscid Boussinesq ocean written
in the form (see Section 29.1.7)

ρo [∂tv + (v · ∇)v + 2Ω× v] = −∇p− ρ g ẑ inviscid velocity equation (57.1a)

∇ · v = 0 non-divergent flow (57.1b)

(∂t + v · ∇) ρ = 0 adiabatic density equation (57.1c)

ρ = −ρo αΘΘ linear equation of state. (57.1d)

The density field contains a nontrivial spatial structure

ρ = ρ(x, t), (57.2)

with the Boussinesq reference density, ρo, a constant, and we furthermore assume the thermal
expansion coefficient, αΘ, is a constant. Hence, the density and Conservative Temperature, Θ,
are linearly proportional, with the adiabatic density equation (57.1c) meaning that Conservative
Temperature is materially constant. The velocity field resolved by the Boussinesq ocean is
non-divergent so that it does not support acoustic waves.1 The inhomogeneous density field
couples to the gravity field to render a nonzero buoyancy that appears in the velocity equation
(57.1a). Buoyancy is the essential ingredient for the internal gravity waves studied in this chapter.
Finally, we make use of the Traditional Approximation (Section 27.1.3) and tangent plane
approximation (Section 24.5) with the planetary rotation approximated by

2Ω ≈ fo ẑ, (57.3)

where fo is the planetary vorticity set either to zero or a nonzero constant.

57.2.2 The prescribed reference state

We consider a three-component decomposition of density into a constant Boussinesq reference
density, ρo > 0, plus a prescribed static reference density, ρR(z) > 0, and a perturbation density,
ρ′(x, t),

ρ(x, t) = ρo + ρR(z) + ρ′(x, t). (57.4)

We assume the following inequalities hold

ρR ≪ ρo and |ρ′| ≪ ρR, (57.5)

with the first inequality following from the Boussinesq ocean approximation, and the second
inequality supporting linearization in Section 57.2.4. The buoyancy is decomposed according to
the density decomposition (57.4), so that

b = −g (ρ− ρo)/ρo = −g (ρR + ρ′)/ρo = bR + b′. (57.6)

Likewise, we decompose pressure so that

p = po(z) + pR(z) + p′(x, t), (57.7)

1See Section 51.2 for more on how we interpret the quasi-compressible properties of the Boussinesq ocean.
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where
dpo(z)/dz = −ρo g and dpR(z)/dz = −ρR(z) g, (57.8)

so that po and pR are both hydrostatic base state pressures given by

po(z) = −ρo g z and pR(z) = g

ˆ 0

z
ρR(z

′) dz′. (57.9)

The corresponding pressure and gravity contributions to the velocity equation (57.1a) take the
form

−∇p− ρ g ẑ = −ρo∇φ′ − ρ′ g ẑ = −ρo (∇φ′ − b′ ẑ), (57.10)

where we introduced the normalized dynamic pressure (with dimensions of squared velocity)

φ′ = p′/ρo. (57.11)

Introducing the reference state into the velocity equation (57.1a) and density equation (57.1c)
leads to

∂tv + (v · ∇)v + fo ẑ × v = −∇φ′ + b′ ẑ decomposed velocity equation (57.12a)

(∂t + v · ∇) b′ = −wN2
R decomposed buoyancy equation. (57.12b)

In the buoyancy equation we introduced the reference state’s squared buoyancy frequency

N2
R = − g

ρo

dρR

dz
. (57.13)

It is notable that the velocity equation (57.12a) is mathematically identical to the original
velocity equation (57.1a). However, the fluctuating buoyancy equation (57.12b) is distinct from
the original buoyancy equation (57.1c). Namely, the reference state squared buoyancy frequency
couples to the vertical velocity to provide a source, −wN2

R , for the material evolution of the
perturbation buoyancy.

57.2.3 Buoyancy frequency compared to surface gravity waves

As revealed in this chapter, the buoyancy frequency of the background state, NR, sets the time
scale for the internal gravity wave motions. To garner a sense for its scale, we compare this
frequency to that found for the deep water surface gravity waves studied in Section 52.5.5.
Making use of equation (52.123a) for deep water gravity waves leads to the ratio

N2
R

ω2
dww

=
N2

R

g |k|dww

=

∣∣∣∣ gρo dρR

dz

Λdww

2π g

∣∣∣∣ = ∣∣∣∣ ∆ρR

2π ρo

∣∣∣∣ . (57.14)

In the final step we took the deep water wave length, Λdww, as the vertical scale over which
to measure the vertical density difference, ∆ρR. Now the deep water wavelength is just a few
meters, which means that |∆ρR|≪ ρo. We conclude that the buoyancy frequency is much less
than the frequency of deep water surface gravity waves. We can understand this result by noting
that the gravitational restoring force acting on deep water surface waves is far stronger than the
reduced gravity acting on internal waves, so we expect the deep water waves to oscillate much
faster.

Now consider the same calculation for shallow water surface gravity waves by making use of
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the dispersion relaation (52.123b) to yield

N2
R

ω2
sww

=
N2

R

|k|2sww c
2
grav

=

∣∣∣∣ gρo dρR

dz

Λsww

2π |k|sww g H

∣∣∣∣ = ∣∣∣∣∆ρR

ρo

1

2π |k|swwH

∣∣∣∣ . (57.15)

In this case the density difference, ∆ρR, is computed over a vertical length scale equal to the
wavelength, Λsww. But since |k|swwH ≪ 1 for shallow water gravity waves, we take ∆ρR over the
full depth of the ocean. Even so, the density ratio remains small, ∆ρR/ρo ≪ 1. Yet now this
ratio is divided by the small number 2π |k|swwH = (2π)2H/Λsww ≪ 1. We thus find that the
internal gravity wave frequency can be on the order of the shallow water gravity wave frequency.
So although the shallow water waves feel the full gravitational acceleration, just like deep water
gravity waves, the huge scale for shallow water waves leads to far slower wave motion than the
deep water gravity waves. As a result, the frequency for shallow water waves is on the order of
that for internal waves.

57.2.4 Linearization around the background state of rest

The second of the density inequalities (57.5) implies the buoyancy inequality

|b′| ≪ bR. (57.16)

Evidently, fluctuations in the buoyancy field, which can be positive or negative, are far smaller
in magnitude than the reference state buoyancy. These small fluctuations in buoyancy lead to
correspondingly small fluctuations in dynamic pressure, φ′, and small fluctuations in the velocity,
v′. The linearized velocity equation (57.12a) and buoyancy equation (57.12b) are obtained by
dropping nonlinear product of fluctuating fields

∂tu
′ + fo ẑ × u′ = −∇hφ′ linearized horizontal velocity equation (57.17a)

∂tw
′ = −∂zφ′ + b′ linearized vertical-velocity equation (57.17b)

∂tb
′ = −w′N2

R linearized buoyancy equation (57.17c)

∇ · v′ = 0 continuity for velocity fluctuations. (57.17d)

The final equation expresses the non-divergent nature of the fluctuating velocity field.2 These
three linear equations are the linearized governing equations used in this chapter.

57.2.5 Energetics

We studied the energetics of the nonlinear equation set (57.1a)-(57.1d) in Section 29.6. We here
revisit that discussion and then derive energetics for the linearized equations (57.17a)-(57.17d).

Adiabatic inviscid Boussinesq ocean

The kinetic energy per volume and potential energy per volume in a Boussinesq ocean are given
by

ρo K = ρo v · v/2 and ρΦ = ρ g z, (57.18)

where we introduced the kinetic energy per mass and potential energy per mass (i.e., the
geopotential)

K = v · v/2 and Φ = g z. (57.19)

2The velocity has been decomposed into its background state flow, vR, which is assumed here to be zero, plus
a fluctuation around the background flow, v′. Since ∇ · v = 0 and vR = 0, we see that ∇ · v′ = 0.
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Material evolution of the kinetic energy is derived by making use of the velocity equation (57.1a),
in which

ρo DK/Dt = −∇ · (v p)− ρ g w. (57.20)

Material evolution of the potential energy per volume for an adiabatic Boussinesq ocean is given
by

D(ρΦ)/Dt = g ρw. (57.21)

We are thus led to the mechanical energy equation for the adiabatic and inviscid Boussinesq
ocean

ρo DK/Dt+ ρDΦ/Dt = −∇ · (v p), (57.22)

so that mechanical energy following a fluid element is modified by convergence of the pressure
flux. We thus identify v p as the flux of mechanical energy in the Boussinesq ocean.

Linearized adiabatic inviscid Boussinesq ocean

In the process of deriving the linearized equation set (57.17a)-(57.17d), we gave no attention to
the energetic balances. Hence, it is not a priori clear that a sensible energetic balance exists
for these linear equations. However, as we now show, there is indeed an energetic balance that
manifests a physically relevant exchange of mechanical energy between its kinetic and potential
forms. For the kinetic energy per mass, K′ = v′ · v′/2, use of the velocity equation (57.17a)
readily yields

∂tK
′ = −∇ · (v′ φ′) + w′ b′. (57.23)

The potential energy is a bit less straightforward. Namely, multiplying the linear buoyancy
equation (57.17c) by b′ readily finds

∂tA
′ = −w′ b′ with A′ = (b′/NR)

2/2. (57.24)

Recall the discussion in Section 29.9.4, where A is identified as a measure of the available
potential energy contained in small amplitude fluctuations of buoyancy surfaces.3 Evidently, the
linearized Boussinesq ocean has a mechanical energy budget given by

∂t(K
′ +A′) = −∇ · (v′ φ′). (57.25)

Hence, a time tendency for the sum of the kinetic energy plus the available potential energy is
driven by convergences in the dynamic pressure flux, v′ φ′.

57.3 Buoyancy oscillations
As a starting point to studying small amplitude flow features emerging from the linearized
Boussinesq ocean equations (57.17a)-(57.17d), consider Ω = 0 (flow in a non-rotating reference
frame), in which the buoyancy equation and vertical velocity equation are

∂tb
′ + w′N2

R = 0 and ∂tw
′ = −∂zφ′ + b′. (57.26)

The time derivative of the velocity equation and use of the buoyancy equation, along with the
complement operations, yield

(∂tt +N2
R )w

′ = −∂tzφ′ and (∂tt +N2
R ) b

′ = N2
R ∂zφ

′. (57.27)

3In Section 57.5.14 we offer a further interpretation of the available potential energy as it appears for an
internal gravity wave.
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Each of these equations describes a forced oscillator with angular frequency given by the buoyancy
frequency, NR. We determine the forcing by determining the pressure, which satisfies the Poisson
equation

−∇2φ′ = −∂zb′, (57.28)

along with boundary conditions specific to the domain. As studied in Sections 29.3 and 30.11,
this pressure equation results from taking the divergence of the velocity equation (57.17a) (with
Ω = 0) and using the continuity equation, ∇ · v′ = 0. In the absence of any vertical structure to
the buoyancy (i.e., ∂zb

′ = 0), the pressure satisfies Laplace’s equation, ∇2φ′ = 0, which renders
a zero pressure fluctuation in the absence of boundary effects.

57.3.1 Unforced buoyancy oscillations
Ignoring the pressure forcing in the forced oscillator equations (57.27) leads to free oscillations
for the buoyancy and vertical velocity

(∂tt +N2
R )w

′
free = 0 and (∂tt +N2

R )b
′
free = 0. (57.29)

Evidently, both the vertical velocity and the buoyancy exhibit simple harmonic oscillations with
angular frequency, NR. Such free oscillations occur when the pressure field has zero vertical
gradient, ∂zφ

′ = 0, in which case there is no resistance to free oscillations in the vertical.

By ignoring the pressure fluctuations, we are in effect ignoring the impact of the buoyancy
fluctuation on pressure. This approach is not dynamically self-consistent. However, it is a
common approach, sometimes referred to as the parcel method, whereby we consider the motion of
a test fluid element that is assumed to have no impact on the surrounding fluid.4 We considered
the pros and cons of this approach when studying Archimedean buoyancy in Section 30.4 and
effective buoyancy in Section 30.11.

As seen in Section 57.5.11, fluid particles exhibit free oscillations when they move in directions
that parallel the surfaces of constant phase for internal gravity waves if the phase surfaces are
not horizontal. On constant phase surfaces the pressure is spatially constant so that the only
force acting on the fluid particle arises from gravity in a vertically stratified fluid; i.e., buoyancy.
We return to this conceptual picture in Section 57.5.11 as it is fundamental to the forces acting
within an internal gravity wave.

57.3.2 The lack of oscillations with horizontal homogeneity
When discussing buoyancy oscillations one sometimes finds it convenient to consider a horizontally
homogenous fluid and conceive of the oscillations moving horizontal stratification surfaces up
and down. However, there are caveats to this conceptual picture that offer further hints at the
physics of gravity waves.

Horizontal homogeneity means that the horizontal pressure gradient vanishes, and thus the
horizontal velocity vanishes (remember we are assuming a non-rotating reference frame so that
Ω = 0). To maintain continuity for the Boussinesq ocean requires ∂zw

′ = 0, which means, with
zero horizontal motion, that w′ = 0 throughout the domain. It follows that for a Boussinesq
ocean there can be no buoyancy fluctuation with v′ = 0. Although this conclusion might be clear
enough, we step through the details to further support an undestanding of the linear equations.

A vanishing vertical velocity in the forced oscillator equation (57.27) means that the vertical
pressure gradient is time independent, ∂t(∂zφ

′) = 0. Furthermore, horizontal homogeneity for
the pressure equation (57.28) means that

∂z(∂zφ
′ − b′) = 0, (57.30)

4See Sections 17.2.5 and 30.4 for more on test fluid elements.
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so that ∂zφ
′ − b′ = B(t), where B is an arbitrary function of time. Taking a time derivative,

and using ∂t(∂zφ
′) = 0, leads to ∂tb

′ = −∂tB, which means that the buoyancy fluctuation is
vertically independent. A vertically independent buoyancy in the forced buoyancy oscillator
equation (57.27) means that N2

R ∂zφ
′ is also vertically independent, which can be satisfied if

∂zφ
′ = 0. But then w′ = 0 and ∂zφ

′ = 0 in the vertical velocity equation (57.29) then means
that b′ = 0. We are thus led to conclude that the horizontally homogeneous linear Boussinesq
system is dynamically consistent only with the trivial solution: v′ = 0 and b′ = 0. That is,
horizontal homogeneity means exact hydrostatic balance in which, for a Boussinesq fluid, there
is zero motion and zero buoyancy oscillations.5

As we see in the following sections, the study of internal gravity waves leads to fluctuations
that have both horizontal and vertical spatial variations, thus allowing for nontrivial wave
motions. Now a surface of constant phase for a plane wave has homogeneous flow properties, in
which case fluid particles exhibit free buoyant oscillations along these surfaces.6 Yet as seen in
the following, such buoyancy oscillations exist only if the phase surfaces are sloped relative to the
horizontal plane, thus allowing the background buoyancy to produce buoyancy oscillations along
the phase surfaces. No internal gravity waves occur if the phase surface is strictly horizontal,
with this result consistent with the above arguments. We further detail this physical picture in
Section 57.5.11.

57.4 The linear Boussinesq ocean with f = 0

We here study properties of the linearized Boussinesq equations (57.17a)-(57.17d) in a non-
rotating reference frame

∂tv
′ = −∇φ′ + b′ ẑ linearized Ω = 0 velocity equation (57.31a)

∂tb
′ = −w′N2

R linearized buoyancy equation (57.31b)

∇ · v′ = 0 continuity for velocity fluctuations. (57.31c)

57.4.1 Relative vorticity

Taking the curl of the velocity equation (57.31a) leads to the evolution equation for the relative
vorticity7

∂t(∇× v′) = ∇× b′ ẑ =⇒ ∂tω
′ = −ẑ ×∇b′. (57.32)

The right hand side is the baroclinicity vector (40.152) for a Boussinesq fluid. Hence, in the
linearized Boussinesq equations for a fluid in a non-rotating reference frame, relative vorticity
has a local time tendency driven by baroclinicity. In the absence of a buoyancy gradient, the
vorticity vector in the linear theory is static and remains zero if initialized to zero.

As noted in Section 40.7.2, baroclinicity in a Boussinesq fluid only affects vorticity in the

5A non-Boussinesq fluid can exhibit vertical motion even if the fluid has its density modified in a manner that
does not introduce horizontal density gradients. For example, a horizontally homogeneous heating in an ocean
with constant salinity will reduce the density and expand the water column, without introducing any horizontal
inhomogeneities. This expansion results from the divergent nature of the flow field in a non-Boussinesq fluid.
However, this expansion is not represented by a Boussinesq ocean. Namely, the Boussinesq ocean has a prognostic
flow field that is non-divergent, so that a uniform heating is not directly felt by the flow. In Section 72.7.6 we
discuss implications of this limitation of the Boussinesq ocean for the study of global mean sea level.

6This conclusion follows since internal gravity waves in a Boussinesq ocean are transverse waves, so that fluid
particles move along constant phase surfaces.

7Be careful to distinguish the relative vorticity vector, ω′ = ∇× v′, from the angular frequency, ω, of a plane
wave, and from the vertical component of the velocity vector, v = x̂u+ ŷ v + ẑw.
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horizontal directions, here seen for the linearized vorticity equation (57.32) since

ẑ · (ẑ ×∇b′) = 0. (57.33)

One interpretation of internal gravity waves is that they arise from oscillations of the baroclinicity
vector that leads to an oscillation of the horizontal components of the relative vorticity.8 Since
the vertical component to the vorticity is unaffected by baroclinicity, in the linear theory the
vertical vorticity is locally static

∂tζ
′ = 0 with ζ ′ = ẑ · (∇× v′). (57.34)

So if the flow starts with a zero vertical vorticity, then the linearized Boussinesq ocean maintains
ζ ′ = 0. In Section 55.5.1 we also found a static vertical component of relative vorticity holds for
the shallow water gravity waves in a non-rotating reference frame (see equation (55.72)).

57.4.2 Wave equation for the vertical velocity
In Section 57.3 we derived the forced harmonic oscillator equation (57.27) for the vertical velocity

(∂tt +N2
R )w

′ = −∂tzφ′. (57.35)

We find it useful to derive a wave equation solely in terms of w′, which is then used to derive
the dispersion relation for internal gravity waves. To eliminate pressure, start by taking the
horizontal divergence of the horizontal components to the velocity equation (57.31a)

∂t(∇h · u′) = −∇2
h φ

′, (57.36)

where we introduced the horizontal gradient operator and horizontal Laplacian operator

∇h = x̂ ∂x + ŷ ∂y and ∇2
h = ∇h · ∇h = ∂xx + ∂yy. (57.37)

Equation (57.36) says that time evolution of the horizonal velocity divergence is driven by
the negative horizontal Laplacian acting on the dynamic pressure. Since the full velocity is
non-divergent, ∇ · v′ = ∇h · u′ + ∂zw

′ = 0, equation (57.36) becomes an equation for the vertical
divergence of the vertical velocity

∂t(∂zw
′) = ∇2

h φ
′. (57.38)

Taking the horizontal Laplacian of the forced oscillator equation (57.35) (recall NR = NR(z))
yields

(∂tt +N2
R )∇2

h w
′ = −∂tz∇2

h φ
′, (57.39)

and then using equation (57.38) leads to the wave equation for the vertical velocity

(∂tt∇2 +N2
R ∇2

h )w
′ = 0. (57.40)

There is anisotropy in this equation due to the gravity force that distinguishes the vertical
direction from the horizontal. The anisotropy manifests by the fully three dimensional Laplacian,
∇2, in the first term in equation (57.40), whereas just the horizontal Laplacian, ∇2

h , appears in
the second term. We furthermore observe that the wave equation (57.40) shares features with
the wave equation (53.27) satisfied by the inertial waves in a homogeneous fluid in a constantly
rotating reference frame. Gravity, coupled to nonzero density gradients, breaks symmetry in the
Boussinesq ocean by introducing the buoyancy acceleration that then supports internal gravity
waves. Analogously, a rotating reference frame breaks symmetry of the homogeneous fluid by

8For example, see the 16 minute mark of this video from Prof. Long.
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introducing the Coriolis acceleration that then supports inertial waves.

57.4.3 Linearized boundary conditions

For much of this chapter, we study freely traveling internal inertia-gravity waves in the absence
of boundaries. However, we do have occasions to study waves within a bounded or semi-bounded
domain, in which case we need to apply boundary conditions. Hence, we here formulate the
linearized boundary conditions for these cases. To be specific, we orient the domain with z = 0
the vertical position of a resting upper free surface boundary, such as for a resting ocean domain.
However, when studying waves generated by bottom topography in Section 58.2, we place z = 0
at the position of a flat bottom domain.

Kinematic boundary conditions

Since the reference flow is assumed to vanish, the kinematic no-normal flow boundary condition
holds for the fluctuating flow

v′ · n̂ = 0 at solid boundaries. (57.41)

At a moving material boundary (Section 19.6.2), such as the ocean free surface at z = η(x, y, t),
the kinematic boundary condition (19.66)

(∂t + u · ∇)η = w′ at z = η (57.42)

is linearized to
∂tη = w′ at z = η. (57.43)

In fact, we must go one step further to fully linearize this boundary condition. The reason is that
w(η) is nonlinear, as seen by a Taylor expansion about the resting z = 0 free surface position

w′(z = η) ≈ w′(z = 0) + η ∂zw
′. (57.44)

The term, η ∂zw
′, and all higher order terms, are nonlinear and so are dropped for the linear

theory. We are thus led to the linearized surface kinematic boundary condition

∂tη = w′ at z = 0. (57.45)

We made use of this same boundary condition linearization in Section 52.3.4 when studying
linear surface gravity waves and surface capillary waves, in which we also evaluate boundary
terms at z = 0 rather than z = η.

Dynamic boundary condition for pressure

Following our treatment of stresses acting at an interface in Section 25.10, we make use of
Newton’s third law to set the pressure boundary condition at the free surface. Namely, pressure,
in the absence of surface tension (which we ignore here), is continuous across the free surface. We
find it useful to determine a boundary condition for the pressure written as the decomposition
(57.7)

p(x, t) = po(z) + pR(z) + p′(x, t) = −ρo g z + g

ˆ 0

z
ρR(z

′) dz′ + p′(x, t). (57.46)
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Assuming the atmospheric pressure applied on the free surface is a constant, which we take to
be zero without loss of generality, leads to

0 = −ρo g η + g

ˆ 0

η
ρR(z

′) dz′ + p′(x, y, z = η, t). (57.47)

Since the free surface height is small for linear waves, we Taylor expand the reference density
around z′ = 0 so that the integral becomes

ˆ 0

η
ρR(z

′) dz′ ≈
ˆ 0

η

[
ρR(0) + (dρR/dz)z=0 z

′]dz′ = −η ρR(0)− (η2/2) (dρR/dz)z=0. (57.48)

Dropping the term η2 since it is nonlinear then leads to the boundary condition for the dynamic
pressure evaluated at the free surface

φ′(x, y, z = η, t) = g η [ρo + ρR]/ρo at z = η. (57.49)

We fully linearize by evaluating the pressure at z = 0 and note that ρR ≪ ρo so that the boundary
condition becomes

φ′ = g η at z = 0. (57.50)

Evidently, the dynamic pressure at the ocean surface is determined by the free surface height.
This boundary condition is identical to that used for the surface gravity waves as derived in
Sections 52.3.2 and 52.3.3. Here, we needed to work a bit harder than for surface gravity waves.
The reason is that here the fluid is stratified whereas we studied surface gravity waves at the
surface of a homogeneous ocean that resulted in irrotational motion, and thus a rather simple
expression of Bernoulli’s theorem (Section 52.3).

Vertical velocity boundary condition

We further combine the pressure boundary condition (57.50) with the linearized surface kinematic
boundary condition (57.45) to eliminate the free surface in favor of the vertical velocity

∂tφ
′ = g w′ at z = 0. (57.51)

When studying vertical normal modes in an ocean domain in Section 57.7, we find it more
convenient to have a boundary condition just for the vertical velocity. To eliminate the pressure we
take the divergence of the horizontal velocity equation, ∂tu

′ = −∇hφ′, and use the non-divergence
condition on the velocity to yield

∂tzw
′ = ∇2

h φ
′. (57.52)

Taking another time derivative and evaluating the expression at z = 0 yields

∂ttzw
′ = ∇2

h ∂tφ
′ =⇒ ∂ttzw

′ = g∇2
h w

′ at z = 0, (57.53)

where we used the boundary condition (57.51) to eliminate pressure in favor of the vertical
velocity.

57.5 Free internal gravity waves with constant stratification
Thus far we have assumed that the reference state buoyancy frequency is a function of the
vertical direction. We now specialize to the case of a constant frequency, NR, in which case we
study free plane internal gravity waves. We return in Section 58.4 to the more realistic case of
vertically varying buoyancy frequency, NR(z), which requires the WKBJ approximation.
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57.5.1 Plane wave ansatz

To examine the physics of internal gravity waves in a fluid with constant buoyancy frequency,
we introduce a traveling plane wave ansatz for the velocity, dynamic pressure, and buoyancy

v′ = ṽ ei (k·x−ω t) and φ′ = φ̃ ei (k·x−ω t), and b′ = b̃ ei (k·x−ω t), (57.54)

where the amplitudes, ṽ, φ̃, and b̃, are generally complex numbers, and where we write the three
dimensional and horizontal wavevectors as

k = kx x̂+ ky ŷ + kz ẑ and kh = kx x̂+ ky ŷ. (57.55)

Substitution of the ansatz (57.54) into the linearized Boussinesq equations (57.31a)-(57.31c)
allows us to determine relations between the velocity, pressure, and buoyancy for a traveling
plane wave. These relations are referred to as polarization relations. Furthermore, as part of
developing polarization relations we derive the dispersion relation (Section 57.5.7) that connects
the wavevector, k, to the wave angular frequency, ω.

57.5.2 Transverse nature of internal gravity waves

The non-divergence condition holding for the Boussinesq ocean flow, ∇ · v′ = 0, means that
internal gravity waves are transverse, so that the velocity amplitude satisfies

k · ṽ = kh · ũ+ kz w̃ = 0. (57.56)

Consequently, fluid particles within a plane internal gravity wave move within the planes defined
by constant phase, and these planes are perpendicular to the wavevector. Recall from Chapter
53 that plane inertial waves are also transverse.

57.5.3 Relative vorticity

The relative vorticity vector satisfies equation (57.32), which for a plane wave takes on the form

ω k × ṽ = −i b̃ (ẑ × k) =⇒ k × (ω ṽ − i ẑ b̃) = 0. (57.57)

Evidently, the vector, ω ṽ − i ẑ b̃, is parallel to the wavevector. Taking the dot product of the
k-space relative vorticity equation (57.57) with ẑ leads to

ẑ · (k × ṽ) = 0, (57.58)

which is the k-space expression for a zero vertical component to the relative vorticity, ζ ′ = 0. This
constraint means that the plane waves maintain ζ ′ = 0 since the horizontal velocity amplitudes
are related by

kx ṽ = ky ũ. (57.59)

57.5.4 Amplitude of pressure fluctuations

Substitution of the plane wave ansatz into the pressure equation (57.28) renders

φ̃/b̃ = −i kz/|k|2. (57.60)

Hence, the pressure and buoyancy in the plane wave are π/2 radians out of phase. Observe that
the pressure amplitude vanishes for a horizontal wavevector, in which kz = 0. We expect this
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result for a free wave since vertical structure in the fluctuating buoyancy (i.e., kz ̸= 0) provides
the source for pressure fluctuations as per the pressure Poisson equation (57.28).

57.5.5 Vertical velocity component
For the vertical velocity component, make use of the forced oscillator equation (57.35) to render
a relation between the vertical velocity amplitude and amplitude of the dynamic pressure

w̃/φ̃ = − kz ω

N2
R − ω2

. (57.61)

We can also relate the vertical velocity amplitude to the buoyancy amplitude through use of the
pressure equation (57.60)

w̃/b̃ =
i k2z ω

|k|2 (N2
R − ω2)

. (57.62)

Evidently, the vertical velocity is either in phase or π radians out of phase with the pressure
(depending on the sign of kz), whereas the vertical velocity is π/2 out of phase with buoyancy.

57.5.6 Horizontal velocity
The horizontal portion of the velocity equation (57.31a) leads to the relation satisfied by the
plane wave

ω kh · ũ = φ̃ |kh|2 = −i b̃ kz |kh|2/|k|2, (57.63)

where we used the pressure equation (57.60) for the second equality. Equivalently, we can use
the transverse nature of the wave as per equation (57.56) to write

ω kh · ũ = −ω kz w̃ = − i k3z ω
2 b̃

|k|2 (N2
R − ω2)

, (57.64)

where we used equation (57.62) for the vertical velocity.

57.5.7 Dispersion relation
Equating equations (57.63) and (57.64) yields the dispersion relation for internal gravity waves

ω2 = |kh|2N2
R /|k|2 = N2

R cos2 γ =⇒ 0 ≤ ω ≤ NR. (57.65)

In the second equality we introduced the angle between the wavevector and the horizontal plane

cos γ = |kh|/|k|, (57.66)

with the geometry illustrated in Figure 57.1. An alternative means to write the dispersion
relation (57.65) is given by

N2
R − ω2

ω2
=

k2z
|kh|2

= tan2 γ. (57.67)

This expression makes it clear that internal gravity waves with maximum frequency, ω = NR,
correspond to a horizontal phase velocity, kz = 0 and γ = 0. Conversely, the angular frequency
goes to zero when γ = π/2 whereby the waves have a purely vertical phase velocity, kh = 0.

The dispersion relation (57.65) can be directly derived from the wave equation (57.40)
satisfied by the vertical velocity

(∂tt∇2 +N2
R ∇2

h )w
′ = 0 =⇒ ω2 |k|2 −N2

R |kh|2 = 0. (57.68)
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Furthermore, note that if we only extract the horizontal and time harmonic portion of w′, so
that

w′ =W (z) ei (kh·x−ω t), (57.69)

then the vertical structure function, W (z), satisfies the ordinary differential equation[
d2

dz2
+
|kh|2 (N2

R − ω2)

ω2

]
W = 0 =⇒

[
d2

dz2
+ k2z

]
W = 0. (57.70)

This equation is satisfied if W = ei kz z, which is what we use for the constant NR case now
being studied. However, in Section 58.4 we find that equation (57.70) is generalized for the case
with the background buoyancy frequency a function of the vertical, NR = NR(z), in which case
W ̸= ei kz z.

57.5.8 Concerning the upper limit on the frequency

The internal gravity wave dispersion relation (57.65) says that no internal gravity waves exist
with angular frequency greater than the buoyancy frequency of the background reference state,
ω ≤ NR. What happens if a stratified fluid is agitated at a frequency ωsource > NR? In this case,
fluid particles do not have time to exhibit buoyancy oscillations. Instead, the fluid particles
follow whatever displacements are forced on them by the external forcing, and with fluid particles
in phase with the forcing. No propagating internal gravity waves are formed, and any energy
imparted to the fluid stays local to the agitation. Indeed, with enough agitation the fluid becomes
a forced turbulent soup.9 For a mechanical analog, consider a forced linear pendulum where the
forcing frequency is greater than the pendulum’s natural frequency. In this case, the forcing
fails to generate a natural oscillation, but instead it causes an incoherent and non-periodic back
and forth motion of the pendulum.

57.5.9 Unpacking the dispersion relation

The angular frequency for an internal gravity wave only depends on the buoyancy frequency and
the cosine of the angle the wavevector makes with the horizontal plane, whereas it is independent
of the wavenumber, |k|, and thus of the wavelength, 2π/|k|. Furthermore, the angular frequency
possesses rotational (azimuthal) symmetry around the vertical direction. As such, the angular
frequency is the same along the surface of a cone for wavevectors extending out from the origin
along the ẑ axis in either direction. Figure 57.1 provides an illustration for the two cones
associated with a particular γ. The upper cone has kz > 0 and so waves on this code have an
upward phase velocity, whereas waves on the lower cone, with kz < 0, have a downward phase
velocity.

57.5.10 Group velocity

The dispersion relation (57.65) leads to the group velocity, cg = ∇kϖ(k), which for internal
gravity waves is given by

cg =
NR kz
|k|3 |kh|

(kz kh − |kh|2 ẑ). (57.71)

In this section we identify a number of properties satisfied by the group velocity and summarize
these properties in Figure 57.2.

9See Section 13.2 of Cushman-Roisin and Beckers (2011) for further discussion on this point.
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<latexit sha1_base64="scbxO2ooVTzKipjdSM0l+xcznd0=">AAACM3icbVDLSgNBEOzxGeMr0YMHL4tB8BR2xdcx6MVjBPOAZAmzk9lkzMzsMjMrhCX/4FX/w48Rb+LVf3CS7EGTLWgoqrrp7gpizrRx3Q+0srq2vrFZ2Cpu7+zu7ZfKB00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHd1G89U6VZJB/NOKa+wAPJQkawsVKzO8BC4F6p4lbdGZxl4mWkAhnqvTI66vYjkggqDeFY647nxsZPsTKMcDopdhNNY0xGeEA7lkosqPbT2bkT59QqfSeMlC1pnJn6dyLFQuuxCGynwGaoF72pmOtRzaTJdQKRJ3cSE974KZNxYqgk88vChDsmcqZhOX2mKDF8bAkmitnnHDLEChNjI81ZXSzaKL3F4JZJ87zqXVUvHy4qtdss1AIcwwmcgQfXUIN7qEMDCDzBC7zCG3pHn+gLfc9bV1A2cwj/gH5+AT0wqgw=</latexit>�

<latexit sha1_base64="3hGDLE7lbK2UbtcPSNnhDBntnxM=">AAACNHicbVDLSgMxFE3qq46vVhcu3ASL4KrMiK9l0Y3LCvYB7VAyaaYNk2SGJCOUoR/hVv/DfxHciVu/wbSdhbZz4MLhnHu5954g4Uwb1/2ApbX1jc2t8razs7u3f1CpHrZ1nCpCWyTmseoGWFPOJG0ZZjjtJopiEXDaCaL7md95pkqzWD6ZSUJ9gUeShYxgY6VO1g8EiqaDSs2tu3OgVeLlpAZyNAdVeNwfxiQVVBrCsdY9z02Mn2FlGOF06vRTTRNMIjyiPUslFlT72fzeKTqzyhCFsbIlDZqrfycyLLSeiMB2CmzGetmbiYUe1UyaQicQRXIvNeGtnzGZpIZKsrgsTDkyMZqlhYZMUWL4xBJMFLPPITLGChNjMy1Y7Tg2Sm85uFXSvqh71/Wrx8ta4y4PtQxOwCk4Bx64AQ3wAJqgBQiIwAt4BW/wHX7CL/i9aC3BfOYI/AP8+QXyEKpl</latexit>

k

<latexit sha1_base64="Hb33PuPrPBXwhezyAt9Gg/RBquA=">AAACR3icbVDJSgNBEO2JWxy3RA8KXhqD4CnMiNsx6MVjBLNAJoSeTidp0t0zdNeIYRi/xqv+h5/gV3gTj3aWgyZ5UPB4r4qqemEsuAHP+3RyK6tr6xv5TXdre2d3r1Dcr5so0ZTVaCQi3QyJYYIrVgMOgjVjzYgMBWuEw7ux33hi2vBIPcIoZm1J+or3OCVgpU7hKA1CiWnWSQMZRs9pAFyNcD/LOoWSV/YmwIvEn5ESmqHaKTqHQTeiiWQKqCDGtHwvhnZKNHAqWOYGiWExoUPSZy1LFZHMtNPJCxk+tUoX9yJtSwGeqH8nUiKNGcnQdkoCAzPvjcWlHjNcwVInlMvkVgK9m3bKVZwAU3R6WS8RGCI8DhB3uWYUxMgSQjW3z2E6IJpQsDEvWe26Nkp/PrhFUj8v+1fly4eLUuV2FmoeHaMTdIZ8dI0q6B5VUQ1R9IJe0Rt6dz6cL+fb+Zm25pzZzAH6h5zzC9g5sUE=</latexit>cg
<latexit sha1_base64="3hGDLE7lbK2UbtcPSNnhDBntnxM=">AAACNHicbVDLSgMxFE3qq46vVhcu3ASL4KrMiK9l0Y3LCvYB7VAyaaYNk2SGJCOUoR/hVv/DfxHciVu/wbSdhbZz4MLhnHu5954g4Uwb1/2ApbX1jc2t8razs7u3f1CpHrZ1nCpCWyTmseoGWFPOJG0ZZjjtJopiEXDaCaL7md95pkqzWD6ZSUJ9gUeShYxgY6VO1g8EiqaDSs2tu3OgVeLlpAZyNAdVeNwfxiQVVBrCsdY9z02Mn2FlGOF06vRTTRNMIjyiPUslFlT72fzeKTqzyhCFsbIlDZqrfycyLLSeiMB2CmzGetmbiYUe1UyaQicQRXIvNeGtnzGZpIZKsrgsTDkyMZqlhYZMUWL4xBJMFLPPITLGChNjMy1Y7Tg2Sm85uFXSvqh71/Wrx8ta4y4PtQxOwCk4Bx64AQ3wAJqgBQiIwAt4BW/wHX7CL/i9aC3BfOYI/AP8+QXyEKpl</latexit>

k

<latexit sha1_base64="JWaCyQHFn/LXTohOBuQF6nGftWM=">AAACR3icbVDJSgNBEO2JWxy3RA8KXhqD4CnMiNsx6MVjBLNAJoSeTidp0t0zdNeIYRi/xqv+h5/gV3gTj3aWgyZ5UPB4r4qqemEsuAHP+3RyK6tr6xv5TXdre2d3r1Dcr5so0ZTVaCQi3QyJYYIrVgMOgjVjzYgMBWuEw7ux33hi2vBIPcIoZm1J+or3OCVgpU7hKA1CiYdZJw1kGD2nAXA1woMs6xRKXtmbAC8Sf0ZKaIZqp+gcBt2IJpIpoIIY0/K9GNop0cCpYJkbJIbFhA5Jn7UsVUQy004nL2T41Cpd3Iu0LQV4ov6dSIk0ZiRD2ykJDMy8NxaXesxwBUudUC6TWwn0btopV3ECTNHpZb1EYIjwOEDc5ZpRECNLCNXcPofpgGhCwca8ZLXr2ij9+eAWSf287F+VLx8uSpXbWah5dIxO0Bny0TWqoHtURTVE0Qt6RW/o3flwvpxv52famnNmMwfoH3LOL+jlsUo=</latexit>

kh

<latexit sha1_base64="scbxO2ooVTzKipjdSM0l+xcznd0=">AAACM3icbVDLSgNBEOzxGeMr0YMHL4tB8BR2xdcx6MVjBPOAZAmzk9lkzMzsMjMrhCX/4FX/w48Rb+LVf3CS7EGTLWgoqrrp7gpizrRx3Q+0srq2vrFZ2Cpu7+zu7ZfKB00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHd1G89U6VZJB/NOKa+wAPJQkawsVKzO8BC4F6p4lbdGZxl4mWkAhnqvTI66vYjkggqDeFY647nxsZPsTKMcDopdhNNY0xGeEA7lkosqPbT2bkT59QqfSeMlC1pnJn6dyLFQuuxCGynwGaoF72pmOtRzaTJdQKRJ3cSE974KZNxYqgk88vChDsmcqZhOX2mKDF8bAkmitnnHDLEChNjI81ZXSzaKL3F4JZJ87zqXVUvHy4qtdss1AIcwwmcgQfXUIN7qEMDCDzBC7zCG3pHn+gLfc9bV1A2cwj/gH5+AT0wqgw=</latexit>�

<latexit sha1_base64="2Pr+nGRR+/PCWPklwQ/bsxYqjFE=">AAACNXicbVDLSgMxFE3qq46vVhcu3ASL6KrMiK9l0Y3LCvYB7VAyaaYNTTJDkimUoT/hVv/Db3HhTtz6C6btLLSdAxcO59zLvfcEMWfauO4HLKytb2xuFbednd29/YNS+bCpo0QR2iARj1Q7wJpyJmnDMMNpO1YUi4DTVjB6mPmtMVWaRfLZTGLqCzyQLGQEGyu1024g0Hh63itV3Ko7B1olXkYqIEO9V4bH3X5EEkGlIRxr3fHc2PgpVoYRTqdON9E0xmSEB7RjqcSCaj+dHzxFZ1bpozBStqRBc/XvRIqF1hMR2E6BzVAvezMx16OaSZPrBCJP7iQmvPNTJuPEUEkWl4UJRyZCs7hQnylKDJ9Ygoli9jlEhlhhYmyoOasdx0bpLQe3SpqXVe+mev10VandZ6EWwQk4BRfAA7egBh5BHTQAARy8gFfwBt/hJ/yC34vWAsxmjsA/wJ9fc42qoQ==</latexit>

v0

<latexit sha1_base64="Zhj5Uotsr/KfF7r8HE1wQCoWxj0=">AAACYXicbVHJSgNBEO2Me9xiPHjIpTEInuJMcLsIQS8eFYwJZELo6XSSJr0M3TVimMx/+DVe9Rc8+yN2FsQlDwoe71XRXa+iWHALvv+R85aWV1bX1jfym1vbO7uFveKj1YmhrE610KYZEcsEV6wOHARrxoYRGQnWiIY3E7/xxIzlWj3AKGZtSfqK9zgl4KROoRpSbcM+kZLgKzxOw0jiYdZJQxnp5zQErkZ4kGXjk29v3CmU/Yo/Bf5PgjkpoznuOnu5g7CraSKZAiqIta3Aj6GdEgOcCpblw8SymNAh6bOWo4pIZtvpdLkMHzmli3vauFKAp+rPiZRIa0cycp2SwMD+9SbiQo9ZrmChE8lFciuB3mU75SpOgCk6+1kvERg0nkSLu9wwCmLkCKGGu+UwHRBDKLgDLHg6n3dRBn+D+08eq5XgvHJ2f1quXc9DXUcldIiOUYAuUA3dojtURxS9oFf0ht5zn96GV/CKs1YvN5/ZR7/glb4Ai1K4uw==</latexit>

cos � = |kh|/|k|

<latexit sha1_base64="1ybwK/E9LNrjgfxFyLkavYa2TL0=">AAACaHicbZHLSgMxFIbT8V5vrS6KuAkWQVDKjHhdCEU3LitYLXTKkElTG5pkhuSMWId5Fp/Gra59BZ/CtJ2F1h4IfPz/OSTnTxgLbsB1vwrO3PzC4tLySnF1bX1js1TeejBRoilr0khEuhUSwwRXrAkcBGvFmhEZCvYYDm5G/uMz04ZH6h6GMetI8qR4j1MCVgpKl6kfSjzI8BXOKUh9GUYvqQ9cDXE/y/Ah9vsExvZrhv0jPAjS1ywoVd2aOy78H7wcqiivRlAuVPxuRBPJFFBBjGl7bgydlGjgVLCs6CeGxYQOyBNrW1REMtNJxztmeN8qXdyLtD0K8Fj9PZESacxQhrZTEuibaW8kzvSY4QpmOqGcJbcT6F10Uq7iBJiik5f1EoEhwqOEcZdrRkEMLRCquV0O0z7RhIL9hxlXF4s2Sm86uP/wcFzzzmqndyfV+nUe6jLaRXvoAHnoHNXRLWqgJqLoDb2jD/RZ+HZKTsXZmbQ6hXxmG/0pZ+8Hv5C6hw==</latexit>

k = kh + ẑ kz
<latexit sha1_base64="PQ5gLVV2hfEncP9897kzjL6/bkg=">AAACSXicbVDLSgMxFM20Pmp9tboQdBMsoqsyI742QtGNywr2AZ1SMmnahiaZIblTKEPBr3Gr/+EX+BnuxJVpOwutPXDh5Jx7yb0niAQ34LofTia7srq2ntvIb25t7+wWint1E8aashoNRaibATFMcMVqwEGwZqQZkYFgjWB4P/UbI6YND9UTjCPWlqSveI9TAlbqFA4TP5B4NDnFPu2GgGfP4QTfYrdTKLlldwb8n3gpKaEU1U7ROfC7IY0lU0AFMabluRG0E6KBU8EmeT82LCJ0SPqsZakikpl2Mjtigk+s0sW9UNtSgGfq74mESGPGMrCdksDALHpTcanHDFew1AnkMrkVQ++mnXAVxcAUnW/WiwWGEE8jxF2uGQUxtoRQze1xmA6IJhRs0Eu+zudtlN5icP9J/bzsXZUvHy9Klbs01Bw6QsfoDHnoGlXQA6qiGqLoGb2gV/TmvDufzpfzPW/NOOnMPvqDTPYHDUOwKA==</latexit>

v0 · k = 0

<latexit sha1_base64="+ATvS5xkjjGKontIXp0bB1hiqAU=">AAACVXicbVDLahtBEJxdv+WXbB9yyGWIsPFJ7Bq/LgaTXHIKdohsg1aI3lFLHjSPZabXWCz6A3+Nr8l/mHxMICNZh8RWQUNR1U13V14o6SlJfkfxwuLS8srqWm19Y3Nru76ze+Nt6QS2hFXW3eXgUUmDLZKk8K5wCDpXeJsPv0z82wd0Xlrzg0YFdjQMjOxLARSkbv0gsxoHwC/4t26V6dw+VhlJM+Lfx2OeCeuzAWgN3XojaSZT8PcknZEGm+GquxN9yHpWlBoNCQXet9OkoE4FjqRQOK5lpccCxBAG2A7UgEbfqaYPjfl+UHq8b10oQ3yq/jtRgfZ+pPPQqYHu/VtvIs710EtDc51cz5PbJfXPO5U0RUloxOtl/VJxsnwSJ+9Jh4LUKBAQTobnuLgHB4JC6HNW12ohyvRtcO/JzVEzPW2eXB83Lj/PQl1lH9kndshSdsYu2Vd2xVpMsCf2zH6yX9FL9CdejJdfW+NoNrPH/kO8/Rdo/rRk</latexit>

! = NR cos �

<latexit sha1_base64="mg/jp9ZbSUDuuGpz1ZBRrwN8tGk=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGbEM/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6ehmnk=</latexit>

x̂
<latexit sha1_base64="mg/jp9ZbSUDuuGpz1ZBRrwN8tGk=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGbEM/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6ehmnk=</latexit>

x̂

<latexit sha1_base64="st5C0/ftaTlBXKfKk8b7kehvhIk=">AAACCXicbVDLSgMxFM3UV62vqks3wSK4KjMi1WXRjcsK9gEzQ8mkmTY0jyHJCMPQL3DtVr/Bnbj1K/wE/8K0HcS2HggczrmXc3OihFFtXPfLKa2tb2xulbcrO7t7+wfVw6OOlqnCpI0lk6oXIU0YFaRtqGGklyiCeMRINxrfTv3uI1GaSvFgsoSEHA0FjSlGxkp+MEImDyIOs0m/WnPr7gxwlXgFqYECrX71OxhInHIiDGZIa99zExPmSBmKGZlUglSTBOExGhLfUoE40WE+O3kCz6wygLFU9gkDZ+rfjRxxrTMe2UmOzEgve1PxP89PTXwd5lQkqSECz4PilEEj4fT/cEAVwYZlliCsqL0V4hFSCBvb0kJKxH8DbDfechOrpHNR9xr1xv1lrXlTtFQGJ+AUnAMPXIEmuAMt0AYYSPAMXsCr8+S8Oe/Ox3y05BQ7x2ABzucPqT2aeg==</latexit>

ŷ
<latexit sha1_base64="st5C0/ftaTlBXKfKk8b7kehvhIk=">AAACCXicbVDLSgMxFM3UV62vqks3wSK4KjMi1WXRjcsK9gEzQ8mkmTY0jyHJCMPQL3DtVr/Bnbj1K/wE/8K0HcS2HggczrmXc3OihFFtXPfLKa2tb2xulbcrO7t7+wfVw6OOlqnCpI0lk6oXIU0YFaRtqGGklyiCeMRINxrfTv3uI1GaSvFgsoSEHA0FjSlGxkp+MEImDyIOs0m/WnPr7gxwlXgFqYECrX71OxhInHIiDGZIa99zExPmSBmKGZlUglSTBOExGhLfUoE40WE+O3kCz6wygLFU9gkDZ+rfjRxxrTMe2UmOzEgve1PxP89PTXwd5lQkqSECz4PilEEj4fT/cEAVwYZlliCsqL0V4hFSCBvb0kJKxH8DbDfechOrpHNR9xr1xv1lrXlTtFQGJ+AUnAMPXIEmuAMt0AYYSPAMXsCr8+S8Oe/Ox3y05BQ7x2ABzucPqT2aeg==</latexit>

ŷ

<latexit sha1_base64="2SbWIr6OdXCT0bmaHZjfdId8Imc=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGaEO/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6rZmns=</latexit>

ẑ

<latexit sha1_base64="2SbWIr6OdXCT0bmaHZjfdId8Imc=">AAACCXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FaYDiWTZtrQZDIkGaEO/QLXbvUb3Ilbv8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9oaZkqQptEcqnuQ6wpZzFtGmY4vU8UxSLktB0Oryd++4EqzWR8Z0YJDQTuxyxiBBsr+Z0BNlknFOhx3C1X3Ko7BVomXk4qkKPRLX93epKkgsaGcKy177mJCTKsDCOcjkudVNMEkyHuU9/SGAuqg2x68hidWKWHIqnsiw2aqn83Miy0HonQTgpsBnrRm4j/eX5qossgY3GSGhqTWVCUcmQkmvwf9ZiixPCRJZgoZm9FZIAVJsa2NJcSit8A24232MQyaZ1VvVq1dnteqV/lLRXhCI7hFDy4gDrcQAOaQEDCM7zAq/PkvDnvzsdstODkO4cwB+fzB6rZmns=</latexit>

ẑ

<latexit sha1_base64="3hGDLE7lbK2UbtcPSNnhDBntnxM=">AAACNHicbVDLSgMxFE3qq46vVhcu3ASL4KrMiK9l0Y3LCvYB7VAyaaYNk2SGJCOUoR/hVv/DfxHciVu/wbSdhbZz4MLhnHu5954g4Uwb1/2ApbX1jc2t8razs7u3f1CpHrZ1nCpCWyTmseoGWFPOJG0ZZjjtJopiEXDaCaL7md95pkqzWD6ZSUJ9gUeShYxgY6VO1g8EiqaDSs2tu3OgVeLlpAZyNAdVeNwfxiQVVBrCsdY9z02Mn2FlGOF06vRTTRNMIjyiPUslFlT72fzeKTqzyhCFsbIlDZqrfycyLLSeiMB2CmzGetmbiYUe1UyaQicQRXIvNeGtnzGZpIZKsrgsTDkyMZqlhYZMUWL4xBJMFLPPITLGChNjMy1Y7Tg2Sm85uFXSvqh71/Wrx8ta4y4PtQxOwCk4Bx64AQ3wAJqgBQiIwAt4BW/wHX7CL/i9aC3BfOYI/AP8+QXyEKpl</latexit>

k

<latexit sha1_base64="Hb33PuPrPBXwhezyAt9Gg/RBquA=">AAACR3icbVDJSgNBEO2JWxy3RA8KXhqD4CnMiNsx6MVjBLNAJoSeTidp0t0zdNeIYRi/xqv+h5/gV3gTj3aWgyZ5UPB4r4qqemEsuAHP+3RyK6tr6xv5TXdre2d3r1Dcr5so0ZTVaCQi3QyJYYIrVgMOgjVjzYgMBWuEw7ux33hi2vBIPcIoZm1J+or3OCVgpU7hKA1CiWnWSQMZRs9pAFyNcD/LOoWSV/YmwIvEn5ESmqHaKTqHQTeiiWQKqCDGtHwvhnZKNHAqWOYGiWExoUPSZy1LFZHMtNPJCxk+tUoX9yJtSwGeqH8nUiKNGcnQdkoCAzPvjcWlHjNcwVInlMvkVgK9m3bKVZwAU3R6WS8RGCI8DhB3uWYUxMgSQjW3z2E6IJpQsDEvWe26Nkp/PrhFUj8v+1fly4eLUuV2FmoeHaMTdIZ8dI0q6B5VUQ1R9IJe0Rt6dz6cL+fb+Zm25pzZzAH6h5zzC9g5sUE=</latexit>cg

<latexit sha1_base64="a6fSyJBRaYFjjr6n9j5S+Oa2In4=">AAACY3icbVHLSgMxFE3Hd33Vx04KwSK4qjMi6kYounGpYFXolHInvW3DJJkhySh12pVf41a/xg/wP0xrF2p7IXA451xOchKlghvr+58Fb25+YXFpeaW4ura+sVna2r43SaYZ1lkiEv0YgUHBFdYttwIfU40gI4EPUXw10h+eUBueqDvbT7Epoat4hzOwjmqVyqHhioZdkBLoBY1b+cvwaJCHkaTxcNAqVfyqPx46DYIJqJDJ3LS2CtWwnbBMorJMgDGNwE9tMwdtORM4LIaZwRRYDF1sOKhAomnm43cM6YFj2rSTaHeUpWP290YO0pi+jJxTgu2Z/9qInKU1Mts5b+ZcpZlFxX6COpmgNqGjUmiba2RW9B0Aprm7K2U90MCsq+5PSiRnhmdpVyPGM7V2ZlmPgXCiSJ5RM/dddGRzXNE1HPzvcxrcH1eD0+rp7UmldjnpepnskX1ySAJyRmrkmtyQOmHklbyRd/JR+PJWvW1v98fqFSY7O+TPeOVvm7u49Q==</latexit>

sin ω = kz/|k|

Figure 57.1: Left panel: A sample wavevector, k = kh + ẑ kz, for a plane internal gravity wave. The wave
is transverse so that the velocity of fluid particles is orthogonal to the wavevector, k · v′ = 0. The dispersion
relation, ω = NR cos γ, is independent of the wavenumber, |k|, but instead only depends on the cosine of the angle
made with the horizontal plane, cos γ = |kh|/|k|. Right panel: another depiction of the dispersion relation. The
angular frequency is the same for all wavevectors on the surface of an ω-cone extending from the origin along the
ẑ axis and with arbitrary magnitude. Correspondingly, with the phase velocity given by cp = k̂ (ω/|k|), higher
wavenumber waves along a particular ω-cone have slower phase speeds than lower wavenumber waves. Cones with
kz > 0 correspond to internal gravity waves with an upward phase velocity, and those with kz < 0 are downward.
The group velocity, cg = ∇kϖ(k), points in the k-space direction of steepest ascent for the angular frequency,
and so it is orthogonal to surfaces of constant ω. For internal gravity waves, the group velocity is orthogonal
to the phase velocity (cg · k̂ = 0), and the group velocity points towards the horizontal plane (i.e., smaller |γ|)
since that is the direction of increasing angular frequency. Hence, waves with an upward phase velocity have a
downward group velocity, and downward phase velocity waves have an upward group velocity. Evidently, internal
wave energy is directed away from the inside of the ω-cone and thus toward the horizontal plane.

Group velocity is orthogonal to the phase velocity

The internal wave group velocity (57.71) is orthogonal to the phase velocity

cg · cp = 0, (57.72)

where the phase velocity is
cp = (ω/|k|) k̂. (57.73)

Hence, the group velocity is aligned parallel to constant phase surfaces, as with motion of fluid
particles within an internal gravity wave. Recall that these properties also hold for inertial waves
discussed in Section 53.3.3.

We geometrically understand the orientation of the phase and group velocities as follows.
The phase velocity is aligned with the wavevector, k. All wavevectors emanating from the origin
that make an angle, γ, have the same angular frequency and so form points along a particular
ω-cone (Figure 57.1). Consequently, surfaces of constant angular frequency are parallel to all
these wavevectors. Now the group velocity, cg = ∇kϖ(k), points in the k-space direction of
steepest ascent for the angular frequency, so that the group velocity is normal to surfaces of
constant angular frequency. Hence, the group velocity points in a direction normal to the ω-cone,
and as such it is orthogonal to the phase velocity, cp · cg = 0.
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Figure 57.2: An example elliptical packet of internal gravity waves, with the packet moving down to the right
according to the group velocity, cg, whereas phase lines move upward to the right. The packet moves parallel to
the phase lines, with the phase velocity, cp, directed up and to the right.

The phase velocity and group velocity have opposing vertical components

The vertical component to the group velocity has the opposite sign of the vertical component to
the phase velocity, which is seen by

(cp · ẑ) (cg · ẑ) = −
ω kz
|k|2

NR kz |kh|
|k|3 = −ω

2 sin2 γ

|k|2 < 0. (57.74)

The phase velocity is directed away from the γ = 0 horizontal plane, whereas the group velocity
is directed toward the horizontal plane. This property is depicted in Figures 57.1 and 57.4.
Evidently, the internal gravity wave energy, which is fluxed in the direction of the group velocity,
is directed away from the inside of the ω-cone and towards the horizontal plane.

The group velocity magnitude

The squared magnitude of the group velocity is given by

cg · cg =
N2

R k
2
z

|k|4 =
N2

R sin2 γ

|k|2 where sin γ = kz/|k|. (57.75)

To help understand this expression it is useful to consider two extreme cases.

The group velocity vanishes when the wavevector is horizontal (kz = 0 and γ = 0). As a
result, no wave energy is propagated when the wavevector is horizontal.10 When the wavevector
is horizontal, all fluid particle motion in the wave is vertical, with fluid particles exhibiting
vertical buoyancy oscillations at the maximum allowable gravity wave frequency, ω = NR. So
even though the wave has energy when it has a horizontal phase velocity, the wave energy is not
propagated since cg = 0. Rather, the wave energy is stationary as fluid particles exhibit vertical
buoyancy oscillations.

At the opposite extreme, when the phase velocity is vertical, so that kh = 0 and γ = π/2,
the fluid particles move along a horizontal plane in an arbitrary horizontal direction. The group
velocity is also horizontal and takes the form

cg = (NR/|kz|) k̂h with kh = 0, (57.76)

where k̂h is any horizontal direction. The angular frequency (57.65) vanishes (ω = 0) so that the
wave is stationary; i.e., phase lines do not move when γ = π/2.

10In Section 57.5.14 we see that the mechanical energy flux of an internal gravity wave is proportional to the
group velocity, which is the case for any linear waves (see Chapter 50).
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Relating the dispersion relation for internal gravity waves and inertial waves

The internal gravity wave dispersion relation (57.65) shares features with that for inertial waves,
whose dispersion relation is given by equation (53.33), so that we have

ω2
igw = N2

R cos2 γ and ω2
inertial = f2 sin2 γ. (57.77)

Both dispersion relations are independent of the wavenumber, depending only on the wave’s
orientation. For the gravity wave, the vertical is a special direction since it is the direction of
the gravitational acceleration, whereas for the inertial wave, the horizontal direction is special
since is the direction of the Coriolis acceleration. Indeed, the switch from cos2 γ to sin2 γ arises
since gravitation acts in the vertical whereas the Coriolis acts in the horizontal.11 Both angular
frequencies have an upper bound, with inertial waves having angular frequencies no larger than
the Coriolis frequency, |f |, and internal gravity waves having angular frequencies no larger than
the buoyancy frequency, NR.

57.5.11 Force balance within an internal gravity wave
To help further understand the internal gravity wave dispersion relation (57.65), consider a test
fluid element that moves with the wave in the transverse direction; i.e., parallel to surfaces of
constant phase. As discussed in Section 17.2.5, a test fluid element is assumed to have zero
impact on the surrounding fluid, in particular it has no impact on the pressure. This assumption
is broken when considering real fluid elements, since all fluid elements affect the surrounding
fluid. However, the pressure is spatially constant along a constant phase direction. Hence, for a
particle displaced in this direction it only feels the change in buoyancy. So our critique of the
test fluid elements in Section 57.3.1 is tempered when considering motion along directions that
parallel phase surfaces. In the following, we refer to the test fluid element as a fluid particle
both for brevity and to accord with the literature.

Fluid particle displacement vector
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Figure 57.3: Depicting the displacement of a fluid particle along a direction transverse to a constant phase
surface for a plane internal gravity wave whose wavevector makes an angle γ with the horizontal. We write the
displacement vector as ξ(x, t) = δl t̂, with the local tangent vector, t̂, pointing in a transverse direction orthogonal
to the wavevector, k. The displacement of the fluid particle from point A to point B occurs over a distance, δl,
with a corresponding change in vertical position given by δz = δl cos γ.

As depicted in Figure 57.3, we measure a fluid particle’s position relative to its equilibrium
position through a displacement field,

ξ(x, t) = x̂ δx+ ŷ δy + ẑ δz. (57.78)

11We discuss the force balances for an internal gravity wave in Section 57.5.11 and then for an intertia-gravity
wave in Section 57.9.3.
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The displacement field vanishes when the fluid particle is at its equilibrium position, and it has
a time tendency that equals to the velocity of a fluid particle12

∂tξ(x, t) = v
′(x, t). (57.79)

Evidently, since the plane wave is transverse,

v′ · k = (∂tξ) · k = 0. (57.80)

If the fluid particle moves in the vertical, it moves through the background reference density
field, ρR(z). Referring to Figure 57.3, assume the fluid particle starts at point A with local
buoyancy equal to the reference buoyancy. As it rises an infinitesimal amount to point B, its
buoyancy referenced to the local environment is negative since it started from a denser level. As
such, the fluid particle wants to return to its deeper level. We can express the locally referenced
buoyancy anomaly felt at point B in terms of the particle displacement

b′ = −ξ · ∇bR = −δz (dbR/dz) = −δz N2
R . (57.81)

As a check on this expression, we find that if δz > 0, so that the fluid particle rises, then the
buoyancy anomaly is negative, b′ < 0, since it started from a deeper level where the density is
larger. Hence, there is a buoyant acceleration back to the deeper level. Also observe that the
time derivative of equation (57.81) leads to

∂tb
′ = −w′N2

R , (57.82)

which is the linearized buoyancy equation (57.17c).

Equation of motion

We now make use of the result (57.81) in the equation of motion (57.31a). More precisely, we
project that equation onto the transverse direction, t̂. This direction is fixed in time for a plane
wave so that we have

∂t(t̂ · v′) = t̂ · (−∇φ′ + b′ ẑ). (57.83)

As noted above, there is no spatial gradient of flow properties along a constant phase surface.
Hence, the tangential component of the pressure gradient vanishes

t̂ · ∇φ′ = 0, (57.84)

which means pressure has no affect on fluid particles moving in the direction transverse to the
wavevector. We write δl for the displacement along the phase surface, so that

t̂ · v′ = ∂t(δl), (57.85)

which brings the equation of motion (57.83) to the form

∂tt(δl)− ẑ · t̂ b′ = 0. (57.86)

12We make use of a one dimensional displacement field in Section 51.3 when considering acoustic waves using a
Lagrangian perspective. We also make use of fluid particle displacement vectors when studying the generalized
Lagrangian mean in Section 70.2, as well as for tracer kinematics in Section 70.3. The present discussion is
heuristic and skims over details explored in these other sections. We can afford some degree of informality since
all perturbations here are small.
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Noting that ẑ · t̂ = cos γ and making use of equation (57.81) for the buoyancy anomaly leads to

∂tt(δl) + cos γ N2
R δz = 0. (57.87)

Finally, we set δz = δl cos γ to render the simple harmonic oscillator equation for displacements
along the constant phase line

(∂tt +N2
R cos2 γ) δl = 0. (57.88)

The angular frequency of the oscillations, NR cos γ, is precisely that arising from the internal
gravity wave dispersion relation (57.65).

Summary of the physical picture for internal gravity waves

The above analysis suggests the following physical picture for internal gravity waves. Namely,
the waves consist of fluid particle motion in directions that parallel the constant phase surfaces,
which accords with the property of all transverse waves. As the particles move along the
transverse direction, t̂, they sample the background buoyancy field and thus experience buoyancy
accelerations that act to return the particle to its neutral buoyancy position. The buoyancy force
acting on the particles only depends on the angle of the phase lines relative to the horizontal.
Oscillatory motion arises from over-shooting the neutral buoyancy position, with the oscillations
having an angular frequency, NR cos γ. The oscillations have their maximum angular frequency
when the angle, γ = 0, which arises since the particles are moving vertically and thus fully
sampling the background buoyancy field. In contrast, there are no oscillations when the particles
move along a horizontal phase surface (γ = π/2 so that k̂ = ẑ) since horizontal surfaces sample
the same background buoyancy. The vanishing of oscillations with γ = π/2 accords with our
discussion in Section 57.3.2. The force balance dependence on the angle, γ, explains the geometry
of the ω-cones in Figure 57.1, which, in turn, explains why the group velocity is perpendicular
to the phase velocity.

We emphasize that although the fluid particles are moving in a direction that parallels the
constant phase surfaces, they are not moving with those surfaces. Rather, the fluid particles are
oscillating in the transverse direction, and it is their oscillation that gives rise to the wave itself
and thus to the movement of the phase surfaces through the fluid.

57.5.12 Forced internal gravity wave packets

A further remark about the dispersion relation written as in equation (57.67) concerns the
case where we know the frequency of the wave and the buoyancy frequency, in which case the
angle γ is specified. For example, consider a local source (say an oscillating disk) with angular
frequency, ωsource, moving with a small amplitude in a stratified fluid with ωsource < NR. This
source preferentially forces internal waves of angular frequency ω = ωsource. Consequently, the left
hand side of the dispersion relation (57.67) is specified.

Gravity wave packets extend outward from the oscillating source and define the group velocity
direction (not the phase velocity direction). Consequently, the group velocity extends outward
from the source at an angle π/2−γ from the horizontal. The reason the source defines the group
velocity is that energy is input to the wave field by the oscillating source, and the wave energy
propagates along the group velocity direction with the wave packets (we discuss internal gravity
wave energy in Section 57.5.14). The phase velocity is directed perpendicular to the group
velocity and it makes an angle γ with the horizontal. Hence, as the source angular frequency
approaches the buoyancy frequency, γ approaches zero so that the group velocity “cross” pattern
steepens toward the vertical axis. Figure 57.4 provides a schematic of the experiment along with
links to videos illustrating the remarkable wave patterns in a laboratory setting as well as a
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numerical simulation.13
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<latexit sha1_base64="ltkiU1hnGFMstBTEdseKugIDjWY=">AAACanicbZHLSgMxFIbT8Vbrra0LETfBKrgqM+INRBDduFSwWuiUkknTGprLkJwRh2Eexqdxq0vfwYcwrV1onQOBn/87h+T8iWLBLfj+Z8mbm19YXCovV1ZW19Y3qrX6g9WJoaxFtdCmHRHLBFesBRwEa8eGERkJ9hiNrsf88ZkZy7W6hzRmXUmGig84JeCsXvU8CyOJad7LQhnplywErlIc5zkOaV8DLsRDhy+w36s2/KY/KfxfBFPRQNO67dVKW2Ff00QyBVQQazuBH0M3IwY4FSyvhIllMaEjMmQdJxWRzHazyZY53ndOHw+0cUcBnri/JzIirU1l5DolgSc7y8ZmIWOWKygkkSyyOwkMzroZV3ECTNGflw0SgUHjcca4zw2jIFInCDXcLYfpEzGEgvuJgqsrFRdlMBvcf/Fw2AxOmsd3R43Lq2moZbSDdtEBCtApukQ36Ba1EEWv6A29o4/Sl1f3tr2dn1avNJ3ZRH/K2/sGbPC8TA==</latexit>

cp · cg = 0

<latexit sha1_base64="J8EoyyI0aXkA4ijwAWoATt8xglM=">AAACOXicbVDLSgMxFM3UVx1frS5cuAkWwY11pvhaFt24rGAf0BlKJs20wSQTkoxQSn/Drf6HX+LSnbj1B0zbWWg7By4czrmXe++JJKPaeN6HU1hZXVvfKG66W9s7u3ul8n5LJ6nCpIkTlqhOhDRhVJCmoYaRjlQE8YiRdvR0N/Xbz0RpmohHM5Ik5GggaEwxMlYKAknPa2fBAHGOeqWKV/VmgMvEz0gFZGj0ys5h0E9wyokwmCGtu74nTThGylDMyMQNUk0kwk9oQLqWCsSJDsezoyfwxCp9GCfKljBwpv6dGCOu9YhHtpMjM9SL3lTM9YimwuQ6Ec+Tu6mJb8IxFTI1ROD5ZXHKoEngNDLYp4pgw0aWIKyofQ7iIVIIGxtszmrXtVH6i8Etk1at6l9VLx8uKvXbLNQiOALH4BT44BrUwT1ogCbAQIIX8ArenHfn0/lyvuetBSebOQD/4Pz8AlOJrAs=</latexit>

⇡/2� �
<latexit sha1_base64="J8EoyyI0aXkA4ijwAWoATt8xglM=">AAACOXicbVDLSgMxFM3UVx1frS5cuAkWwY11pvhaFt24rGAf0BlKJs20wSQTkoxQSn/Drf6HX+LSnbj1B0zbWWg7By4czrmXe++JJKPaeN6HU1hZXVvfKG66W9s7u3ul8n5LJ6nCpIkTlqhOhDRhVJCmoYaRjlQE8YiRdvR0N/Xbz0RpmohHM5Ik5GggaEwxMlYKAknPa2fBAHGOeqWKV/VmgMvEz0gFZGj0ys5h0E9wyokwmCGtu74nTThGylDMyMQNUk0kwk9oQLqWCsSJDsezoyfwxCp9GCfKljBwpv6dGCOu9YhHtpMjM9SL3lTM9YimwuQ6Ec+Tu6mJb8IxFTI1ROD5ZXHKoEngNDLYp4pgw0aWIKyofQ7iIVIIGxtszmrXtVH6i8Etk1at6l9VLx8uKvXbLNQiOALH4BT44BrUwT1ogCbAQIIX8ArenHfn0/lyvuetBSebOQD/4Pz8AlOJrAs=</latexit>

⇡/2� �<latexit sha1_base64="scbxO2ooVTzKipjdSM0l+xcznd0=">AAACM3icbVDLSgNBEOzxGeMr0YMHL4tB8BR2xdcx6MVjBPOAZAmzk9lkzMzsMjMrhCX/4FX/w48Rb+LVf3CS7EGTLWgoqrrp7gpizrRx3Q+0srq2vrFZ2Cpu7+zu7ZfKB00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHd1G89U6VZJB/NOKa+wAPJQkawsVKzO8BC4F6p4lbdGZxl4mWkAhnqvTI66vYjkggqDeFY647nxsZPsTKMcDopdhNNY0xGeEA7lkosqPbT2bkT59QqfSeMlC1pnJn6dyLFQuuxCGynwGaoF72pmOtRzaTJdQKRJ3cSE974KZNxYqgk88vChDsmcqZhOX2mKDF8bAkmitnnHDLEChNjI81ZXSzaKL3F4JZJ87zqXVUvHy4qtdss1AIcwwmcgQfXUIN7qEMDCDzBC7zCG3pHn+gLfc9bV1A2cwj/gH5+AT0wqgw=</latexit>�

<latexit sha1_base64="1g2FC2vEm6gGMTnD0R1MB87vx5g=">AAACY3icbVHLahsxFJUnaZtM+rCTQhYhIGoKXZmZ4LZZZGHSTVfBLbEd8Bijka9tYT0G6U6JGeZH8jXZJn/QD8h/RH4s8vABweGce690j9JMCodR9L8SbG2/eftuZzfce//h46dqbb/rTG45dLiRxl6lzIEUGjooUMJVZoGpVEIvnf1a+L1/YJ0w+hLnGQwUm2gxFpyhl4bVZpEYBRNWDotEpea6SFDoOV3NL0t6RsOL59bfshxW61EjWoK+JvGa1Mka7WGtcpiMDM8VaOSSOdePowwHBbMouIQyTHIHGeMzNoG+p5opcINiuV5Jv3plRMfG+qORLtWnHQVTzs1V6isVw6l76S3EjR44oXGjk6pNcj/H8emgEDrLETRfvWycS4qGLsKlI2GBo5x7wrgVfjnKp8wyjv4LNlwdhj7K+GVwr0n3pBH/aHz/06y3zteh7pAj8oV8IzH5SVrkN2mTDuHkhtySO3JfeQj2gv3g86o0qKx7DsgzBMePQXW6BA==</latexit>

!source < NR
<latexit sha1_base64="T0JHdqd9zBbRw6FZ1zq0jjQ/Zuw=">AAAConichVHLahsxFNVM09ZxH3GaRRfZiLqFbmpmQl+bQkg2pYuSR50ELNfckTWOiB6DdKfEiPnQfE0iPxZJbOgFweGce7lX5xSVkh6z7CZJn2w8ffa8tdl+8fLV663O9pszb2vHRZ9bZd1FAV4oaUQfJSpxUTkBulDivLg6nOnn/4Tz0po/OK3EUMPEyFJywEiNOp4hmL9hr2ET0BroD8pKBzz8nnGjwHRhrwNDaab0pGnoJ8qsFhNYVRcXNU0T/tsx6nSzXjYvugryJeiSZR2NtpO3bGx5rYVBrsD7QZ5VOAzgUHIlmjarvaiAX8FEDCI0oIUfhrk7Df0QmTEtrYvPIJ2z9ycCaO+nuoidGvDSP9Zm5FpNeGlwrVLodfSgxvL7MEhT1SgMX1xW1oqipbNs6Fg6wVFNIwDuZPwc5ZcQ48CY4JrV7Xa0Mn9s3Co42+vlX3tfjj939w+WprbILnlHPpKcfCP75Cc5In3CyQ25TVrJZvo+/ZUep6eL1jRZzuyQB5WyO6ju0oY=</latexit>

tan2 � =
N2

R � !2
source

!2
source

<latexit sha1_base64="9z8AnXvP58Vs345VqrBEwr8qyZ4=">AAACBHicbVDLSgMxFL3js9ZX1aWbYBFclRmR6rLoxmUF+4B2KHfSTBubzAxJRiilW9du9RvciVv/w0/wL0zbQWzrgcDhnHs5NydIBNfGdb+cldW19Y3N3FZ+e2d3b79wcFjXcaooq9FYxKoZoGaCR6xmuBGsmSiGMhCsEQxuJn7jkSnN4+jeDBPmS+xFPOQUjZXq7R5KiZ1C0S25U5Bl4mWkCBmqncJ3uxvTVLLIUIFatzw3Mf4IleFUsHG+nWqWIB1gj7UsjVAy7Y+m147JqVW6JIyVfZEhU/Xvxgil1kMZ2EmJpq8XvYn4n9dKTXjlj3iUpIZFdBYUpoKYmEy+TrpcMWrE0BKkittbCe2jQmpsQXMpgfwNsN14i00sk/p5ySuXyncXxcp11lIOjuEEzsCDS6jALVShBhQe4Ble4NV5ct6cd+djNrriZDtHMAfn8we6CphS</latexit>�<latexit sha1_base64="9z8AnXvP58Vs345VqrBEwr8qyZ4=">AAACBHicbVDLSgMxFL3js9ZX1aWbYBFclRmR6rLoxmUF+4B2KHfSTBubzAxJRiilW9du9RvciVv/w0/wL0zbQWzrgcDhnHs5NydIBNfGdb+cldW19Y3N3FZ+e2d3b79wcFjXcaooq9FYxKoZoGaCR6xmuBGsmSiGMhCsEQxuJn7jkSnN4+jeDBPmS+xFPOQUjZXq7R5KiZ1C0S25U5Bl4mWkCBmqncJ3uxvTVLLIUIFatzw3Mf4IleFUsHG+nWqWIB1gj7UsjVAy7Y+m147JqVW6JIyVfZEhU/Xvxgil1kMZ2EmJpq8XvYn4n9dKTXjlj3iUpIZFdBYUpoKYmEy+TrpcMWrE0BKkittbCe2jQmpsQXMpgfwNsN14i00sk/p5ySuXyncXxcp11lIOjuEEzsCDS6jALVShBhQe4Ble4NV5ct6cd+djNrriZDtHMAfn8we6CphS</latexit>�

Figure 57.4: A small amplitude oscillating source in a stratified fluid with angular frequency, ωsource < NR. If the
source has small amplitude then it generates linear internal gravity waves with ω = ωsource. These waves radiate
wave packets with group velocity, cg, away from the source and with an angle, π/2− γ, from the horizontal. The
angle, γ, is determined by the dispersion relation through tan2 γ = (N2

R − ω2
source)/ω

2
source. The group velocity is

parallel to lines of constant phase and perpendicular to the phase velocity so that cp · cg = 0. Furthermore, the
phase and group velocities are oriented so that (cg · ẑ) (cp · ẑ) < 0, so that if the group velocity is directed upward
then the phase velocity is directed downward, and vice versa. As the source angular frequency approaches the
buoyancy frequency, γ approaches zero so that the group velocity “cross” pattern steepens toward the vertical
axis. The pattern is sometimes referred to as St. Andrew’s cross. This video and this video, both from the
geophysical fluids laboratory at The Australian National University, as well as this video from Prof. Rhines’ lab at
the University of Washington, illustrate the phenomena in a laboratory settings, whereas this animation from Prof.
Durran’s website at the University of Washington illustrates the phenomena in a numerical simulation. Sutherland
(2010) in his Chapter 5 works through the boundary value problems arising from both an oscillating cylinder and
a sphere, thus illustrating the analytical methods available to solve for the generated internal gravity wave fields.

Internal gravity waves have an angular frequency that is bounded above by the buoyancy
frequency: 0 ≤ ω ≤ NR. There are no internal gravity waves with frequency larger than the
buoyancy frequency of the background reference state. This limit exists since internal gravity
waves are coherent patterns of buoyancy oscillations, with the angular frequency of that oscillation
taken from the background stratification (see Section 57.5.11 for more on this perspective).

57.5.13 Polarization relations and structure of a plane wave

We now piece together the polarization relations to provide expressions for the velocity, pressure,
and buoyancy within a wave. We first express all fields in terms of the buoyancy amplitude, b̃,
and then in terms of the pressure amplitude, φ̃. These amplitudes are related via the pressure
equation from Section 57.5.4, whereby

φ̃/b̃ = −i kz/|k|2 = −i sin γ/|k|. (57.89)

Neither is more fundamental, and yet one amplitude might be more readily available than the
other so it is useful to provide both expressions.

13It is notable that this video from Prof. Rhines’ lab shows both a St. Andrew’s cross, which is well described
by linear theory, as well as horizontal phase lines indicative of γ = π/2 vertical phase propagation and horizontal
group propagation. Paraphrasing from an email discussion with Prof. Rhines, the horizontal phase lines are in
part the result of mixing (a nonlinear process) at the oscillating circular cylinder, which affects the background
buoyancy frequency enough to alter the linear waves a bit. This mixing causes a diffusive drift away from the
source that excites low frequency internal waves, which move rapidly ahead of the turbulently mixed fluid.
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57.5. FREE INTERNAL GRAVITY WAVES WITH CONSTANT STRATIFICATION

Vertical velocity component

The dispersion relation in the form of equation (57.67) brings the vertical velocity expressions
(57.61) and (57.62) into the tidy forms

w̃/φ̃ = − kz ω

N2
R − ω2

= −|kh|2
ω kz

(57.90a)

w̃/b̃ =
i k2z ω

|k|2 (N2
R − ω2)

=
i |kh|2
ω |k|2 =

i cos γ

NR

. (57.90b)

Notice how the vertical velocity and pressure are in phase (or π out of phase), whereas the
vertical velocity and buoyancy are π/2 out of phase.

Horizontal velocity

For the horizontal velocity we use the transverse nature of the wave (Section 57.5.2) to relate
the horizontal components to the vertical

kh · ũ = −kz w̃, (57.91)

as well as the zero vertical component of the relative vorticity (Section 57.5.3) so that

kx ṽ = ky ũ. (57.92)

These two relations, along with the vertical velocity amplitude equations (57.90a) and (57.90b),
lead to

ũ = − i b̃kh sin γ

NR |kh|
. (57.93)

As for the vertical velocity, we here find that the horizontal velocity is π/2 out of phase with the
buoyancy.

Wave solutions in terms of the buoyancy amplitude

Bringing the previous results together allows us to express the solutions for the velocity, pressure,
and buoyancy within a freely propagating internal gravity wave. The solutions in terms of a real
buoyancy amplitude, b̃, are given by

b′ = b̃ cos(k · x− ω t) (57.94a)

φ′ =
b̃ sin γ

|k| sin(k · x− ω t) (57.94b)

u′ =
b̃kh sin γ

NR |kh|
sin(k · x− ω t) (57.94c)

w′ = − b̃ cos γ
NR

sin(k · x− ω t) (57.94d)

v′ =
cg b̃ |k|2
N2

R kz
sin(k · x− ω t). (57.94e)

Equation (57.94e) for v′ made use of equation (57.71) for the group velocity, thus exposing the
parallel nature of the particle velocity and group velocity for plane internal gravity waves. Note
that the buoyancy is π/2 out of phase with the pressure along with the three components of the
velocity.
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Wave solutions in terms of the pressure amplitude

An alternative suite of wave solutions arises when assuming a real pressure amplitude, φ̃, which
leads to

φ′ = φ̃ cos(k · x− ω t) (57.95a)

b′ = − φ̃ |k|
2

kz
sin(k · x− ω t) (57.95b)

u′ =
φ̃kh

ω
cos(k · x− ω t) (57.95c)

w′ = − φ̃ |kh|2
ω kz

cos(k · x− ω t) (57.95d)

v′ =
cg φ̃ |k|4
N2

R k2z
cos(k · x− ω t). (57.95e)

57.5.14 Energetics of a plane internal gravity wave
In Section 57.2.5 we derived the energetics for the linearized Boussinesq ocean equations and
were led to the energy equation (57.25)

∂t(K
′ +A′) = −∇ · (v′ φ′) with K′ = v′ · v′/2 and A′ = (b′/NR)

2/2, (57.96)

where K′ is the kinetic energy per mass of the linear fluctuation, and A′ is the corresponding
available potential energy per mass. We only consider energetics of a plane internal wave. This
idealized physical system has rather trivial energetics since for a plane wave there is no spatial
convergence of the phase averaged energy flux, which means that the phase averaged energy is
fixed in time. Even so, it is useful to work through the maths to gain practice in developing the
phase averaged energy relations.

Interpreting the available potential energy

We saw in Section 57.2.5 that A′ = (b′/NR)
2/2 measures the available potential energy per mass

arising from the small amplitude buoyancy fluctuation. When those fluctuations are part of a
plane wave we can introduce the fluid particle displacement as in equation (57.81), in which

A′ = (b′/NR)
2/2 = (δz NR)

2/2. (57.97)

This expression is identical to the potential energy (15.131) that we encountered for a point
mass connected to a spring, where here the spring constant per mass equals to N2

R .

Mechanical energy in the wave field

Assuming the small amplitude fluctuations are given by the wave relations (57.95a)-(57.95d)
leads to

K′ =
φ̃2 |k|4
2N2

R k2z
cos2(k · x− ω t) (57.98a)

A′ =
φ̃2 |k|4
2N2

R k2z
sin2(k · x− ω t), (57.98b)

so that

K′ +A′ =
φ̃2 |k|4
2N2

R k2z
=
φ̃2 |kh|2 |k|2

2ω2 k2z
. (57.99)
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It is notable that the wave’s mechanical energy, K′ +A′, is independent of the space and time
position. Furthermore, the phase averaged kinetic energy equals to that of the available potential
energy

⟨K′⟩ = ⟨A′⟩, (57.100)

which manifests equipartition for the wave field.14 We can relate the total mechanical energy to
the phase average of the squared vertical velocity through use of equation (57.95d), which yields

K′ +A′ = ⟨w′w′⟩ |k|2/|kh|2 = ⟨w′w′⟩/ cos2 γ. (57.101)

Note that the first expression in equation (57.99) indicates that for vertical waves, where γ = π/2,
the sum K′ +A′ is non-singular since (w′)2 vanishes. More precisely, we set kh = 0 in equation
(57.99) and find that a vertical phase velocity wave has mechanical energy

K′ +A′ =
φ̃2 k2z
2N2

R

if kh = 0. (57.102)

Energy flux and group velocity

The flux of mechanical energy can be written as

v′ φ′ =
φ̃2 cos2(k · x− ω t)

kz ω
(kz kh − ẑ |kh|2) =

cg φ̃
2|k|4 cos2(k · x− ω t)

N2
R k2z

, (57.103)

where we used equation (57.71) for the group velocity. Taking the phase average then leads to

⟨v′ φ′⟩ = cg φ̃
2|k|4

2N2
R k2z

= cg (K
′ +A′). (57.104)

We thus confirm that the phase averaged flux of mechanical energy contained in an internal
gravity wave equals to the group velocity times the total mechanical energy. This result accords
with both the group velocity and the particle velocity being parallel to lines of constant phase
and hence perpendicular to the wavevector

cg · k = v′ · k = 0. (57.105)

Energetics in terms of buoyancy amplitude

The above energetics made use of the polarization relations (57.95a)-(57.95e), written in terms
of the pressure amplitude, φ̃. Here we briefly expose the results making use of equations
(57.94a)-(57.94e), in which we write the fields in terms of the buoyancy amplitude, b̃. For this
purpose we write for the kinetic energy

K′ =
cg · cg b̃2 |k|4

2N4
R k2z

sin2(k · x− ω t) = b̃2

2N2
R

sin2(k · x− ω t), (57.106)

where we used equation (57.75) for cg · cg. The corresponding available potential energy is

A′ = (b′/NR)
2/2 =

b̃2

2N2
R

cos2(k · x− ω t), (57.107)

14See Section 12.7.3 for the underlying reason for the equipartition of energy within linear waves, which is
related to the virial theorem of classical mechanics.
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so that the total mechanical energy is

K′ +A′ =
b̃2

2N2
R

, (57.108)

and the phase averaged energy flux is

⟨v′ φ′⟩ = cg b̃
2

2N2
R

= cg (K
′ +A′). (57.109)

57.6 Reflection of gravity waves
In Section 54.4.3 we studied the reflection of planetary Rossby wave packets from a smooth solid
surface. That approach made use of some methods from geometric optics, in which we assume
the waves reflect from the boundary without dissipation. Consequently, we only need to invoke
the kinematic boundary condition to derive relations between incident and reflected waves. Here
we pursue a similar study for internal gravity waves. Rossby waves (and many other waves such
as acoustic waves and electromagnetic waves) exhibit specular reflection, whereby the angle
the incident wave packet makes with the surface is preserved upon reflection. In contrast, the
dispersion relation for internal gravity waves leads to a distinctly non-specular property. Namely,
the angle the wave makes with the horizontal plane remains unchanged, rather than the angle
the wave makes with the surface of reflection. Correspondingly, we encounter a particularly
striking ability for the internal gravity wave, hitting the plane surface at a critical angle, to have
an unbounded (infinite) wavenumber upon reflection.

57.6.1 Reflection conditions
Consider a packet of internal gravity waves with group velocity, cgi, that is incident on a plane
solid boundary, with the boundary making an angle, β, with the horizontal (see Figure 57.5).
Let the carrier wave in the wave packet have an angular frequency, ωi, and wavevector, ki, with
cgi · ki = 0. Since the velocity of fluid particles is parallel to the group velocity for internal waves,
we write the velocity of fluid particles in the carrier wave as

v′i = cgiAi cos(ki · x− ωi t), (57.110)

with the amplitude,
Ai = Ai(ki) (57.111)

a shorthand for the amplitudes in either equation (57.94e) or (57.95e). As such, Ai is a function
of the incident wavevector, ki, and the buoyancy frequency, NR. The same considerations hold
for the velocity of fluid particles in the reflected wave, so that

v′r = cgrAr cos(kr · x− ωr t), (57.112)

with Ar = Ar(kr), kr, and ωr, the amplitude, wavevector, and angular frequency of the velocity
of the reflected wave.

Now consider a steady state situation in which there are both incident and reflected waves,
so that the fluid velocity at any given point in the fluid is given by the sum15

v′ = v′i + v
′
r . (57.113)

15Recall that steady state does not mean static. Here, we assume steady state in the sense that the incident
and reflected waves are fully established, so that our concern is not with the initial value problem. Instead, we are
concerned with the boundary value problem.
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The no-normal flow boundary condition at a solid boundary couples the incident and reflected
wave properties, in which case

v′ · n̂ = (v′i + v
′
r) · n̂ = 0 at x = xw. (57.114)

In these equations, n̂ is the outward normal on the solid boundary and xw = |xw| t̂ is a point on
the boundary with t̂ the unit vector pointing tangent to the boundary so that n̂ · t̂ = 0.

As for Rossby wave reflection considered in Section 54.4.3, the boundary condition (57.114)
leads to the reflection conditions for the angular frequency and wavevectors

ωi = ωr and (ki − kr) · t̂ = 0. (57.115)

These conditions hold so long as the velocity amplitude and the group velocity satisfy

Ai cgi · n̂ = −Ar cgr · n̂. (57.116)

57.6.2 Specializing to internal gravity waves

The wavevector condition in equation (57.115) means that there is an equal projection onto
the tangent direction of the incident and reflected wavevectors. This same condition holds for
other waves, such as we found when studying Rossby wave reflection in Section 54.4.3 and as
found for inertial waves in Exercise 57.1. Even so, the angular frequency condition, ωi = ωr,
when coupled to the internal gravity wave dispersion relation (57.65), leads to non-specular
wave reflection. The reason is that specification of the angular frequency and the background
buoyancy frequency fixes the angle of the gravity wave relative to the horizontal plane. Hence,
the angle that a reflected internal gravity wave makes relative to the solid boundary is generally
different from the angle made by the incident wave. To prove this result requires trigonometry
based on the boundary conditions (57.115), with details provided in Figure 57.5.

Non-specular nature of internal gravity wave reflection

For internal gravity waves, the frequency condition in equation (57.115) means that the angle
the wavevector makes with the horizontal, γ, remains unchanged upon reflection

ωi = ωr = NR cos γ. (57.117)

This relation holds no matter what angle, β, the solid wall makes with the horizontal. This
identity is depicted in Figure 57.5, where the angle αi, which is the angle the incident packet
makes with the horizontal, equals to the reflected angle, αr. It follows that the angle that the
wave packet makes relative to the solid surface is different for the incident and reflected waves.
This property is referred to as non-specular. For the example of Figure 57.5, the reflected wave
is more nearly parallel to the solid boundary than the incident wave. Reversing the sense for the
wave packet provides an example of a reflected packet that is less aligned with the boundary
than the incident packet.

Basic identities for internal gravity wave reflection

The frequency identity (57.117), the wavevector relation (57.115), along with some basic vector
and trigonometric analysis, lead to the following identities

t̂ = ĥ cosβ + ẑ sinβ (57.118a)

k̂i = ĥ cos γ + ẑ sin γ (57.118b)
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<latexit sha1_base64="F1vTwE6REY1lqFBfFLqZ1IETyZc=">AAACR3icbVDJSgNBEO2JWxy3RA8KXhqD4CnMiNsx6MVjBLNAJoSeTidp0t0zdNeIYRi/xqv+h5/gV3gTj3aWgyZ5UPB4r4qqemEsuAHP+3RyK6tr6xv5TXdre2d3r1Dcr5so0ZTVaCQi3QyJYYIrVgMOgjVjzYgMBWuEw7ux33hi2vBIPcIoZm1J+or3OCVgpU7hKA1CiYdZJw1kGD2nAXA1wjrLOoWSV/YmwIvEn5ESmqHaKTqHQTeiiWQKqCDGtHwvhnZKNHAqWOYGiWExoUPSZy1LFZHMtNPJCxk+tUoX9yJtSwGeqH8nUiKNGcnQdkoCAzPvjcWlHjNcwVInlMvkVgK9m3bKVZwAU3R6WS8RGCI8DhB3uWYUxMgSQjW3z2E6IJpQsDEvWe26Nkp/PrhFUj8v+1fly4eLUuV2FmoeHaMTdIZ8dI0q6B5VUQ1R9IJe0Rt6dz6cL+fb+Zm25pzZzAH6h5zzC/rdsVQ=</latexit>

kr

<latexit sha1_base64="jsFDPZPE9ndvKycsdytidJb0ZT4=">AAACNHicbVDLSgMxFE3qq46vVhcu3ASL4KrMiK9l0Y3LCvYB7VAyaaYNTTJDkhHK0I9wq//hvwjuxK3fYKadhbZz4MLhnHu5954g5kwb1/2ApbX1jc2t8razs7u3f1CpHrZ1lChCWyTikeoGWFPOJG0ZZjjtxopiEXDaCSb3md95pkqzSD6ZaUx9gUeShYxgY6VOf4SFwM6gUnPr7hxolXg5qYEczUEVHveHEUkElYZwrHXPc2Pjp1gZRjidOf1E0xiTCR7RnqUSC6r9dH7vDJ1ZZYjCSNmSBs3VvxMpFlpPRWA7BTZjvexlYqFHNZOm0AlEkdxLTHjrp0zGiaGSLC4LE45MhLK00JApSgyfWoKJYvY5RMZYYWJspgWrnSxKbzm4VdK+qHvX9avHy1rjLg+1DE7AKTgHHrgBDfAAmqAFCJiAF/AK3uA7/IRf8HvRWoL5zBH4B/jzC3anqiA=</latexit>�

<latexit sha1_base64="UhKUPejpGc8qrFP/GDHXmR3QAFQ=">AAACOHicbVDJSgNBEO2JW4xbogcPXhqD4CnMiNsx6MVjBLPAzBB6Oj1Jk+6eobtGCEM+w6v+h3/izZt49QvsLAdN8qDg8V4VVfWiVHADrvvhFNbWNza3itulnd29/YNy5bBlkkxT1qSJSHQnIoYJrlgTOAjWSTUjMhKsHQ3vJ377mWnDE/UEo5SFkvQVjzklYCU/GBDIg0hiGHfLVbfmToGXiTcnVTRHo1txjoNeQjPJFFBBjPE9N4UwJxo4FWxcCjLDUkKHpM98SxWRzIT59OYxPrNKD8eJtqUAT9W/EzmRxoxkZDslgYFZ9CbiSo8ZrmClE8lVsp9BfBvmXKUZMEVnl8WZwJDgSWK4xzWjIEaWEKq5fQ7TAdGEgs11xepSyUbpLQa3TFoXNe+6dvV4Wa3fzUMtohN0is6Rh25QHT2gBmoiihL0gl7Rm/PufDpfzvesteDMZ47QPzg/v4CBrC8=</latexit>

t̂
<latexit sha1_base64="A9pflnNSJy6L3ZKkPRKCWcAY/3U=">AAACWXicbVDLSgMxFM2Mrzq+Wrtw4SZYBHFRZsTXsujGZQWrQqeUTJq2oXkMyR2xDPMPfo1b/Q3xZ0wfC7U9EDiccy439ySp4BbC8MvzV1bX1jdKm8HW9s7uXrmy/2h1ZihrUS20eU6IZYIr1gIOgj2nhhGZCPaUjG4n/tMLM5Zr9QDjlHUkGSje55SAk7rl0zxOJB4V3TyWiX7NY+BqjHlR4Jj2NOB4SGAagaJbroX1cAq8SKI5qaE5mt2KdxD3NM0kU0AFsbYdhSl0cmKAU8GKIM4sSwkdkQFrO6qIZLaTT48q8LFTerivjXsK8FT9PZETae1YJi4pCQztf28iLvWY5QqWOolcJrcz6F93cq7SDJiis5/1M4FB40mluMcNoyDGjhBquDsO0yExhIIrfsnqIHBVRv+LWySPZ/Xosn5xf15r3MxLLaFDdIROUISuUAPdoSZqIYre0Dv6QJ/et+/5JT+YRX1vPlNFf+BXfwDTF7WY</latexit>

ki · t̂

<latexit sha1_base64="TTGfgOpwjjk8BvRbkY3yFuwLYW0=">AAAChnicbVHLSgMxFE3HVx1fVRcu3ASL4KrMiLVuhKIblwrWCp1SMmnahuYxJHfEMsyn+SGu3eo/mD4W2s6BwOGcc7nJSZwIbiEIPkve2vrG5lZ529/Z3ds/qBwevVidGspaVAttXmNimeCKtYCDYK+JYUTGgrXj8f3Ub78xY7lWzzBJWFeSoeIDTgk4qVdpZ1Es8TjvZZGM9XsWAVcTzPMcR7SvAUcjArMI5PjWLwybonCvUg1qwQx4lYQLUkULPPYOSydRX9NUMgVUEGs7YZBANyMGOBUs96PUsoTQMRmyjqOKSGa72ayBHJ87pY8H2rijAM/UvxMZkdZOZOySksDILntTsdBjlisodGJZJHdSGNx0M66SFJii85sNUoFB42n/uM8NoyAmjhBquHscpiNiCAX3SwWrfd9VGS4Xt0peLmvhda3+dFVt3i1KLaNTdIYuUIgaqIke0CNqIYo+0Bf6Rj9e2at5da8xj3qlxcwx+gev+QuIjscZ</latexit>

ki · t̂ = kr · t̂

<latexit sha1_base64="oZvqHrwXytpZ8gqHTk7PZ8yxp50=">AAACWXicbVDLSgMxFM2Mrzq+Wrtw4SZYBHFRZsTXsujGZQWrQqeUTJq2oXkMyR2xDPMPfo1b/Q3xZ0wfC7U9EDiccy439ySp4BbC8MvzV1bX1jdKm8HW9s7uXrmy/2h1ZihrUS20eU6IZYIr1gIOgj2nhhGZCPaUjG4n/tMLM5Zr9QDjlHUkGSje55SAk7rl0zxOJB4V3TyWiX7NY+BqjE1R4Jj2NOB4SGAagaJbroX1cAq8SKI5qaE5mt2KdxD3NM0kU0AFsbYdhSl0cmKAU8GKIM4sSwkdkQFrO6qIZLaTT48q8LFTerivjXsK8FT9PZETae1YJi4pCQztf28iLvWY5QqWOolcJrcz6F93cq7SDJiis5/1M4FB40mluMcNoyDGjhBquDsO0yExhIIrfsnqIHBVRv+LWySPZ/Xosn5xf15r3MxLLaFDdIROUISuUAPdoSZqIYre0Dv6QJ/et+/5JT+YRX1vPlNFf+BXfwDj5bWh</latexit>

kr · t̂
<latexit sha1_base64="cNZV3+1wjaW7QovGnBCdTFLYjak=">AAACqHichVHPa9swGJXdZk29rUm6Qw+7iIXB2CHYpb8uhbBddkxhaTriECRFSUT0w0ifS43xH9pT/5Xabg5daugDweO97yHpfTSRwkEYPnr+3n7rw0H7MPj46fNRp9s7vnUmtYyPmZHG3lHiuBSaj0GA5HeJ5URRySd087vyJ/fcOmH0X8gSPlNkpcVSMAKlNO9meUwV3hTzPFbUPOQxCJ1hURQ4ZgsDuLbZjr2q/GscNGbtO1lbZ8Ng3u2Hg7AGfkuiLemjLUbznncSLwxLFdfAJHFuGoUJzHJiQTDJiyBOHU8I25AVn5ZUE8XdLK87KvD3UlngpbHl0YBr9XUiJ8q5TNFyUhFYu12vEhs97oSGRoeqJnmawvJqlgudpMA1e3nZMpUYDK42hBfCcgYyKwlhVpSfw2xNLGFQ7rHh6qCqMtot7i25PR1EF4Pzm7P+8Ne21Db6ir6hHyhCl2iI/qARGiOGnryWd+R1/J/+yJ/4/15GfW+b+YL+g0+fAaZ10d4=</latexit>

ki · cgi = kr · cgr = 0
<latexit sha1_base64="ENUJKxyxDN7UsVF2lBIlGB6/o0Q=">AAACgnicbZHLThsxFIadgXIZKE3oggUbqxESaqVoplzKopUQbFhS0QBSJorOOE5ixZeRfQY1jObB+iis2MJb4IRQbjmSpV//d47s8zvNpHAYRTeVYG7+w8Li0nK4svpx7VO1tn7uTG4ZbzIjjb1MwXEpNG+iQMkvM8tBpZJfpMPjMb+44tYJo//gKONtBX0teoIBeqtTPUsGgEWSKjosO0WiUvO3SFDoERVlSX/R8D8flDRhxtGkD0oBDb89o2uPnNBPqFOtR41oUvS9iKeiTqZ12qlVNpKuYbniGpkE51pxlGG7AIuCSV6GSe54BmwIfd7yUoPirl1Mti/plne6tGesPxrpxH05UYBybqRS36kAB+4tG5szGfc74UySqll2K8feQbsQOsuRa/b4sl4uKRo6zp52heUM5cgLYFb45SgbgAWG/odmXB2GPsr4bXDvxfn3Rrzf2Pu9Wz88moa6RDbJF7JNYvKDHJITckqahJF/5JbckftgPvgaxMHOY2tQmc58Jq8q+PkA0T7DWw==</latexit>

k̂i = ĥ cos � + ẑ sin �
<latexit sha1_base64="ED+vX5QLAOoJQXajmluVtZ1esjU=">AAACgnicbZHLThsxFIadKdfhlpQFi24sIiSERDRDS+kCJAQblqASQMpE0RnHSaz4MrLPVKSjeTAepatu27fACSnlkiNZ+vV/58g+v9NMCodR9KsSfJibX1hcWg5XVtfWN6q1jzfO5JbxJjPS2LsUHJdC8yYKlPwusxxUKvltOjwf89sf3Dph9DWOMt5W0NeiJxigtzrV78kAsEhSRYdlp0hUau6LBIUeUVuW9ISGz3xQ0oQZR5M+KAU03P+PfnrkhP6HOtV61IgmRd+LeCrqZFqXnVplK+kaliuukUlwrhVHGbYLsCiY5GWY5I5nwIbQ5y0vNSju2sVk+5LueKdLe8b6o5FO3JcTBSjnRir1nQpw4N6ysTmTcb8TziSpmmW3cux9axdCZzlyzZ5e1sslRUPH2dOusJyhHHkBzAq/HGUDsMDQ/9CMq8PQRxm/De69uDloxF8bh1df6qdn01CXyCeyTXZJTI7IKbkgl6RJGHkgv8kf8jeYC/aCOPj81BpUpjOb5FUFx4/nH8Nm</latexit>

k̂r = ĥ cos � � ẑ sin �
<latexit sha1_base64="vuXY13/uTZQFKlP9v097yKz3Jsc=">AAACanicbZHLSgMxFIbT8V5vbV2IdBOsgiCUGfEGIohuXCpYFTqlZNJTG5pkhuSMUIc+jE/jVpe+gw9hWou39kDgz/fnkJw/USKFRd9/z3lT0zOzc/ML+cWl5ZXVQrF0a+PUcKjxWMbmPmIWpNBQQ4ES7hMDTEUS7qLuxcC/ewRjRaxvsJdAQ7EHLdqCM3SoWTgJOwyzMFIU+/SUfu86fRry2IYRIKO7P/zJcSv0kDcLFb/qD4uOi2AkKmRUV81ibj1sxTxVoJFLZm098BNsZMyg4BL6+TC1kDDeZQ9Qd1IzBbaRDafs021HWrQdG7c00iH93ZExZW1PRe6kYtix/70BnOiBGwgnOpGahOspto8bmdBJiqD518vaqaQY00HGtCUMcJQ9Jxg3wg1HeYcZxtH9xISr83kXZfA/uHFxu1cNDqsH1/uVs/NRqPOkTDbJDgnIETkjl+SK1Agnz+SFvJK33IdX8ja88tdRLzfqWSN/ytv6BE9Tuz0=</latexit>

t̂ = ĥ cos� + ẑ sin�

<latexit sha1_base64="+4o+WpCwY8mjdBKlhlo7PoXj7ks=">AAACkHicbVFNTxsxEHW2tKXpB4EeeujFalSJqmq0W/WDS1VKL4gTlRpAykbR2JkQK7Z3Zc8iomV/H7+BH8GVXnHCHmjYkSw9vTdP43kjcq08xfFVK3q09vjJ0/Vn7ecvXr7a6GxuHfmscBL7MtOZOxHgUSuLfVKk8SR3CEZoPBaz3wv9+AydV5n9S/MchwZOrZooCRSoUQcuylQYPqtGZWpEdl6mpOycq6q64KlXdjsFnU+Bf+SpQIIP/AdvdrhVx6faMep04168LP4QJDXosroOR5utN+k4k4VBS1KD94MkzmlYgiMlNVbttPCYg5zBKQ4CtGDQD8tlFhV/H5gxn2QuPEt8yd53lGC8nxsROg3Q1K9qC7JRw7AbNSrCNNGDgiY7w1LZvCC08u5nk0JzyvjiEnysHErS8wBAOhWW43IKDiSFezWMbrdDlMlqcA/B0ede8q339c+X7u5eHeo6e8vesW2WsO9sl+2zQ9Znkl2ya3bD/kVb0U70M/p11xq1as9r9l9FB7fm/soR</latexit>

|ki| sin(↵+ �) = |kr| sin(↵� �)

<latexit sha1_base64="SRBbsw/ojiYykuTBNJZih1XzcPg=">AAACRnicbVDJSgNBEK2JW4xb1EMOXhqD4CnMiNtR9OIxglEhM4SeTsc0dvcM3TViGOZrvOp/+Av+hDfxamc5uMyDgsd7VVTVi1MpLPr+u1eZm19YXKou11ZW19Y36ptbNzbJDOMdlsjE3MXUcik076BAye9Sw6mKJb+NHy7G/u0jN1Yk+hpHKY8UvddiIBhFJ/XqjZDKdEh7eaji5CkPUegREUXRqzf9lj8B+U+CGWnCDO3eptcI+wnLFNfIJLW2G/gpRjk1KJjkRS3MLE8pe6D3vOuoporbKJ98UJA9p/TJIDGuNJKJ+nMip8rakYpdp6I4tH+9sVjqcSs0ljqxKpO7GQ5Oo1zoNEOu2fSyQSYJJmScH+kLwxnKkSOUGeGeI2xIDWXoUi5ZXau5KIO/wf0nNwet4Lh1dHXYPDufhVqFHdiFfQjgBM7gEtrQAQYFPMMLvHpv3of36X1NWyvebGYbfqEC3zXssPU=</latexit>↵i
<latexit sha1_base64="Q8s/EpsKBNX81FrYA9c2umoebII=">AAACRnicbVDJSgNBEK2JW4xb1EMOXhqD4CnMiNtR9OIxglEhM4SeTsc0dvcM3TViGOZrvOp/+Av+hDfxamc5uMyDgsd7VVTVi1MpLPr+u1eZm19YXKou11ZW19Y36ptbNzbJDOMdlsjE3MXUcik076BAye9Sw6mKJb+NHy7G/u0jN1Yk+hpHKY8UvddiIBhFJ/XqjZDKdEh7eaji5CkPUegRMUXRqzf9lj8B+U+CGWnCDO3eptcI+wnLFNfIJLW2G/gpRjk1KJjkRS3MLE8pe6D3vOuoporbKJ98UJA9p/TJIDGuNJKJ+nMip8rakYpdp6I4tH+9sVjqcSs0ljqxKpO7GQ5Oo1zoNEOu2fSyQSYJJmScH+kLwxnKkSOUGeGeI2xIDWXoUi5ZXau5KIO/wf0nNwet4Lh1dHXYPDufhVqFHdiFfQjgBM7gEtrQAQYFPMMLvHpv3of36X1NWyvebGYbfqEC30YYsP4=</latexit>↵r

<latexit sha1_base64="e6FoejgKE64EnbZSuPKJypZL5GY=">AAACcXicbZHLSgMxFIbT8VbrrepCxE2wCIJYZ8TbRii6calgVeiUciZN29AkMyRnxDL0fXwat+pz+AKml4WXORD4+b9zSM6fKJHCou9/FryZ2bn5heJiaWl5ZXWtvL7xYOPUMF5nsYzNUwSWS6F5HQVK/pQYDiqS/DHqX4/44zM3VsT6HgcJbyroatERDNBZrfJVCDLpQSsLVRS/ZCEKPaBiOKSXNI+YCUnE0TE9pGEXlIJWueJX/XHR/yKYigqZ1m1rvbAVtmOWKq6RSbC2EfgJNjMwKJjkw1KYWp4A60OXN5zUoLhtZuNlh3TPOW3aiY07GunY/TmRgbJ2oCLXqQB79i8bmbmMW6Exl0Qqz26k2LloZkInKXLNJi/rpJJiTEdR07YwnKEcOAHMCLccZT0wwNB9SM7VpZKLMvgb3H/xcFwNzqqndyeV2tU01CLZIbtknwTknNTIDbkldcLIK3kj7+Sj8OVte9TbnbR6henMJvlV3sE3ddq+dw==</latexit>

↵i = ↵r = ⇡/2� �

<latexit sha1_base64="IZhslIqoriiG+DVJk0sqmT5gyro=">AAACOHicbVDJSgNBEO2JW4xbogcPXhqD4CnMiNsx6MVjBLPAzBB6Oj1Jk+6eobtGCEM+w6v+h3/izZt49QvsLAdN8qDg8V4VVfWiVHADrvvhFNbWNza3itulnd29/YNy5bBlkkxT1qSJSHQnIoYJrlgTOAjWSTUjMhKsHQ3vJ377mWnDE/UEo5SFkvQVjzklYCU/GBDIg0jiwbhbrro1dwq8TLw5qaI5Gt2Kcxz0EppJpoAKYozvuSmEOdHAqWDjUpAZlhI6JH3mW6qIZCbMpzeP8ZlVejhOtC0FeKr+nciJNGYkI9spCQzMojcRV3rMcAUrnUiukv0M4tsw5yrNgCk6uyzOBIYETxLDPa4ZBTGyhFDN7XOYDogmFGyuK1aXSjZKbzG4ZdK6qHnXtavHy2r9bh5qEZ2gU3SOPHSD6ugBNVATUZSgF/SK3px359P5cr5nrQVnPnOE/sH5+QVq/awj</latexit>

ĥ
<latexit sha1_base64="//BohXhlJ5LncRENf3BdR6D8ppE=">AAACkXicbVHLihNBFK20r7F9TMZZuHBTGIQRMXSLz4UQdCO4GcHMDKRDuFW5yRSpR1N1Www9/X/+gj/hVpdWYgua6QMFh3PuoarOFaVWgbLsey+5cvXa9Rt7N9Nbt+/c3e8f3DsJrvISx9Jp588EBNTK4pgUaTwrPYIRGk/F6v3GP/2CPihnP9O6xKmBpVULJYGiNOuLi7oQhq+aWV0Y4b7WBSm75qppLnghXTgqlmAM8Ke8EEjwmL9NuxN+N/Hkb2LWH2TDbAt+meQtGbAWx7OD3v1i7mRl0JLUEMIkz0qa1uBJSY1NWlQBS5ArWOIkUgsGw7TeltHwR1GZ84Xz8VjiW/XfRA0mhLURcdIAnYddbyN2ehiUpU5HmC55UtHi9bRWtqwIrfzzskWlOTm+WQWfK4+S9DoSkF7Fz3F5Dh4kxYV1XJ2mscp8t7jL5OTZMH85fPHp+WD0ri11jz1gD9kRy9krNmIf2DEbM8m+sR/sJ/uVHCZvklHSzia9NnPI/kPy8TcfgMoV</latexit>

|ki| cos(� � �) = |kr| cos(� + �)

Figure 57.5: Depicting the reflection of an internal gravity wave packet as viewed within the geometrical optics
approximation. Here the packet reflects from a planar inclined solid boundary that makes an angle, β, with the
horizontal direction, ĥ. The downward incident wave packet has a group velocity, cgi, and an upward carrier
wavevector, ki, with cgi · ki = 0. The incident group velocity makes an angle, αi = π/2− γ, with the horizontal,
whereas ki makes an angle, γ, with the horizontal. The upward reflected wave packet has group velocity, cgr,
and a downward carrier wavevector, kr, with cgr · kr = 0. The angular frequency of the incident carrier wave is
the same as the reflected wave, ωi = ωr = ω = NR cos γ, which then means that kr makes an angle, γ, with the
horizontal. Consequently, the reflected group velocity makes an angle αr = π/2 − γ, which is the same as the
incident wave, αr = αi. The projection of the incident wavevector onto the surface tangent direction equals to
that of the reflected wavevector, ki · t̂ = kr · t̂, which means that |ki| cos(γ − β) = |kr| cos(γ + β), or equivalently,
|ki| sin(α + β) = |kr| sin(α − β). For this example, the reflected wave has a larger wavenumber, |kr|, than the
incident wave, |ki|, since α − β is smaller than α + β. Indeed, for a packet with incident group velocity angle
equal to the boundary angle, α = β, then the reflected wave has an infinite wavenumber, which is an indication
that the linear theory breaks down. To the right of the schematic we list the basic relations between the incident
and reflected waves.

k̂r = ĥ cos γ − ẑ sin γ (57.118c)

k̂i · t̂ = cos γ cosβ + sin γ sinβ = cos(γ − β) = sin(α+ β) (57.118d)

k̂r · t̂ = cos γ cosβ − sin γ sinβ = cos(γ + β) = sin(α− β), (57.118e)

where ĥ is a unit vector in the horizontal. With these results we find that the wavevector
boundary condition, ki · t̂ = kr · t̂, (equation (57.115)) leads to the equivalent relations

|ki| cos(γ − β) = |kr| cos(γ + β) (57.119a)

|ki| sin(α+ β) = |kr| sin(α− β). (57.119b)

Critical reflection of internal gravity waves

The identity (57.119b) makes it clear that a most remarkable result holds when the incident
packet hits the boundary at an angle that equals to the solid wall angle, α = β. In this case the
reflected wavenumber, |kr|, is unbounded, which means that the reflected waves have arbitrarily
small wavelength. In a real fluid such small wavelength waves will eventually feel the impacts
from viscous dissipation (e.g., Section 25.8), and/or they will break. In either case, such critical
reflection of internal gravity waves provides an important mechanism for the transfer of energy
from large to small scales, with the small scale features more prone to dissipative mixing.

57.6.3 Comments and further reading
Figure 57.5 provides an example where the reflected wave has a higher wavenumber than the
incident wave. We can reverse all vectors to provide an example where a reflected wave has
a smaller wavenumber than the incident wave. However, in a real fluid the reflections are not
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generally reversible since higher wavenumber waves are more subject to irreversible mixing,
either through viscous dissipation or breaking. These, and other, wave-induced ocean mixing
processes are reviewed in MacKinnon et al. (2013), MacKinnon et al. (2017), and Buijsman
et al. (2019).

57.7 Vertical normal modes
We here look for gravity waves in an ocean domain that is bounded below by a flat bottom at
z = −H and free surface at z = η. Since the bottom is flat we assume the waves are traveling
only in the horizontal, in which we consider an ansatz of the form

w′ =W (z) ei (kx x+ky y−ω t). (57.120)

Plugging this ansatz into the wave equation (57.40) for the vertical velocity leads to the eigenvalue
problem for the vertical structure function[

d2

dz2
+
|kh|2 (N2

R − ω2)

ω2

]
W = 0 −H < z < 0 (57.121a)

W = 0 at z = −H (57.121b)

ω2dW/dz = g |kh|2W at z = 0, (57.121c)

where we used the flat bottom kinematic boundary condition at z = −H, and the upper ocean
boundary condition (57.53) for equation (57.121c).

INCOMPLETE.

57.8 Linear Boussinesq ocean on an f -plane
We here establish some general properties of the linear Boussinesq ocean on an f -plane as
described by equations (57.17a)-(57.17d)

∂tu
′ + f ẑ × u′ = −∇hφ′ horizontal velocity equation (57.122a)

∂tw
′ = −∂zφ′ + b′ vertical velocity equation (57.122b)

∂tb
′ = −w′N2

R buoyancy equation (57.122c)

∇ · v′ = 0 continuity equation. (57.122d)

Since we are only concerned with f -plane motion, Rossby waves are not included in the physical
system. As we see, the discussion reveals many forced oscillator equations satisfied by the linear
fields, thus providing insight into the workings of the inertia-gravity waves discussed in Section
57.9. These oscillator equations also prove of use when developing the polarization relations for
the plane inertia-gravity wave in Section 57.9.5.

57.8.1 Forced oscillator equation for horizontal velocity
Taking the time derivative of the horizontal velocity equation (57.122a) and back-substituting
in the horizontal velocity tendency leads to

(∂tt + f2)u′ = f ẑ ×∇hφ′ − ∂t(∇hφ′). (57.123)

This equation takes the form of a forced harmonic oscillator with natural angular frequency, f ,
and with forcing from the horizontal pressure gradient. Evidently, if we know the horizontal
pressure gradient then that is sufficient to determine the horizontal velocity. Note that this is

CHAPTER 57. INTERNAL INERTIA-GRAVITY WAVES page 1627 of 2158



57.8. LINEAR BOUSSINESQ OCEAN ON AN f -PLANE

the same forced oscillator equation as (53.17) found for inertial oscillations in a homogeneous
fluid.

57.8.2 Vertical component to the relative vorticity
Evolution of the vertical component to the relative vorticity is derived by taking the curl of the
horizontal velocity equation (57.122a) and projecting onto the vertical, in which we find

∂tζ
′ = f ∂zw

′. (57.124)

Hence, relative vorticity evolves when there is vertical stretching in the presence of planetary
rotation. This property accords with the more general understanding of vortex mechanics studied
in Section 40.7.3. It also reduces to the f = 0 case, in which ζ ′ is static since f = 0 (Section
57.4.1). Finally, we can derive a forced oscillator equation for relative vorticity by taking the
curl of the velocity equation (57.123) to find

(∂tt + f2) ζ ′ = f ∇2
h φ

′. (57.125)

Evidently, the relative vorticity exhibits forced inertial oscillations, with the forcing proportional
to the horizontal Laplacian of the pressure field as weighted by the Coriolis parameter.

57.8.3 Forced oscillator and free wave equations for vertical velocity
Taking the divergence of the horizontal velocity equation (57.122a), and then using the continuity
equation (57.122d), leads to

∂t(∇h · u′)− f ζ ′ = −∇2
h φ

′ =⇒ ∂tzw
′ + f ζ ′ = ∇2

h φ
′. (57.126)

Now taking a time derivative and using the relative vorticity stretching equation (57.124) leads
to the forced inertial oscillator equation for the vertical derivative of the vertical velocity

(∂tt + f2)∂zw
′ = ∂t∇2

h φ
′. (57.127)

This equation says that when the horizontal flow has a nonzero divergence in the presence of
rotation, then it experiences a forced inertial oscillation. Notice that if the pressure is constant
in the horizontal direction, then the inertial oscillations are unforced.

We can derive another forced oscillator equation, this one for w′. To do so, take the time
derivative of the vertical velocity equation (57.122b) and then use the linearized buoyancy
equation (57.122c), which yields the forced buoyancy oscillator equation

∂ttw
′ = −∂tzφ′ + ∂tb

′ =⇒ (∂tt +N2
R )w

′ = −∂tzφ′. (57.128)

We already encountered this equation in Section (57.3) when studying buoyancy oscillations. It
says that vertical motion in the presence of a buoyancy field leads to forced buoyancy oscillations.
Furthermore, if the pressure is constant in the vertical then the buoyancy oscillations are
unforced.

Just like in the case of a non-rotating reference frame in Section 57.4.2, we can derive a
free wave equation for w′ by taking the vertical derivative of equation (57.127), the horizontal
Laplacian of equation (57.128), and then adding to cancel the pressure contribution

(∂tt∇2 +N2
R ∇2

h + f2 ∂zz)w
′ = 0. (57.129)

This is the fundamental wave equation for internal inertia-gravity waves. The build-up to this
equation offers signatures of the forces acting within these waves. Namely, ∂zw

′ exhibits forced
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inertial oscillations with natural angular frequency f (equation (57.127)). Such oscillations are
associated, through continuity, with horizontally diverging flow that feels the Coriolis acceleration.
Likewise, w′ exhibits forced buoyancy oscillations with natural angular frequency NR (equation
(57.128)). These oscillations are associated with vertical motion that feels the effects from the
background vertical stratification and associated buoyancy. By eliminating the pressure forcing
the two complementary modes of oscillation, we reveal a free wave equation for w′. The free wave
equation exposes the roles for Coriolis and buoyancy accelerations, yet hides the intermediate
role of pressure accelerations that force the oscillations.

57.8.4 Forced oscillator equation for buoyancy

Since the flow is non-divergent at each time instant, we know that

∇ · ∂tv′ = ∂t∇ · v′ = 0. (57.130)

Hence, taking the divergence of the horizontal velocity equation (57.122a) and adding to the
vertical derivative of the vertical velocity equation (57.122b) leads to the pressure equation

−∇2φ′ = −(f ζ ′ + ∂zb
′). (57.131)

Evidently, a source for the dynamic pressure arises from vertical buoyancy gradients along with
relative vorticity. We characterized the phyics of these sources in Section 29.3.4 when studying
the pressure equation in a Boussinesq ocean.

Taking the time derivative of the pressure equation (57.131) and using the stretching relative
vorticity equation (57.124) leads to

f2 ∂zw
′ = ∂t(∇2φ′ − ∂zb′). (57.132)

One more time derivative and use of the vertical velocity equation (57.122b) yields the forced
inertial oscillator equation for the vertical derivative of buoyancy

(∂tt + f2) ∂zb
′ = (∂tt∇2 + f2 ∂zz)φ

′. (57.133)

57.8.5 An equation for pressure

We now consider an equation for pressure that is based on taking the time derivative of the
forced inertial oscillator equation (57.133) for ∂zb

′. Focusing on the left hand side we find

∂t[(∂tt + f2) ∂zb
′] = ∂z[(∂tt + f2) ∂tb

′] swap ∂z and ∂t (57.134a)

= −∂z[(∂tt + f2)w′N2
R ] equation (57.122c) (57.134b)

= −∂zN2
R (∂tt + f2)w′ −N2

R (∂tt + f2) ∂zw
′ product rule (57.134c)

= −∂zN2
R (∂tt + f2)w′ −N2

R ∂t∇2
h φ

′ equation (57.127) (57.134d)

Combining with the time derivative on the right hand side of equation (57.133) leads to the
pressure equation

∂t[(∂tt∇2 + f2 ∂zz +N2
R ∇2

h )φ
′] = −∂zN2

R (∂tt + f2)w′. (57.135)

In the special case of a constant background stratification we find

∂t[(∂tt∇2 + f2 ∂zz +N2
R ∇2

h )φ
′] = 0 if ∂zNR = 0, (57.136)
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which is nearly the same as the free wave equation (57.129) for w′.16

57.8.6 Potential vorticity
Although inertia-gravity waves modify relative vorticity, we here show they retain the linearized
potential vorticity unchanged. For this purpose, use the relative vorticity equation (57.124) and
the buoyancy equation (57.122c) to find17

∂t[ζ
′ + f ∂z(b

′/N2
R )] = 0 =⇒ ∂tQ

′ = 0 with Q′ = ζ ′ + f ∂z(b
′/N2

R ). (57.137)

Hence, an inertia-gravity wave does not alter the potential vorticity, at least to linear order.
This means that any vortical portion of the flow (i.e., flow with Q′ ̸= 0), such as a background
static geostrophic flow, can exist without either the waves or the background flow affecting one
another. Furthermore, we observe that the linearized potential vorticity (57.137) accords with
the relative vorticity and buoyancy contribution to the quasi-geostrophic potential vorticity
(45.53). In the present case, however, we are concerned with the f -plane rather than the β-plane
considered for quasi-geostrophy. Another difference is that the potential vorticity (57.137) is
locally static, ∂tQ

′ = 0, whereas the quasi-geostrophic potential vorticity remains constant when
following the geostrophic flow.

Potential vorticity and layer thickness

For yet another way to interpret the linear potential vorticity (57.137), write the buoyancy
fluctuation in terms of the particle displacement as in equation (57.81)

δz = −b′/N2
R , (57.138)

which brings the linearized potential vorticity to the form

Q′ = ζ ′ + f ∂z(b
′/N2

R ) = ζ ′ − f ∂z(δz). (57.139)

Since Q′ is a static field, the presence of ∂z(δz) leads in a rotating reference frame to a compen-
sating relative vorticity. In an internal gravity wave, δz measures the periodic compression and
expansion of the vertical distance between constant buoyancy surfaces. This layer interpretation
of potential vorticity accords with our understanding of potential vorticity from shallow water
theory in Section 39.3, as well as potential vorticity in isopycnal/buoyancy coordinate models in
Section 66.3.

Connection to pressure and buoyancy

The various harmonic oscillator equations established thus far in this section are not satisfied by
Q′ since it is a static field. However, we can derive an expression for Q′ in terms of pressure and
buoyancy through the following manipulations

(∂tt + f2)Q′ = f2Q′ (57.140a)

= (∂tt + f2)[ζ ′ + f ∂z(b
′/N2

R )] (57.140b)

= f ∇2
h φ

′ +N−2
R (∂tt∇2 + f2 ∂zz)φ

′ + ∂z(N
−2
R ) (∂tt + f2) b′, (57.140c)

16See Lecture 11 in Pedlosky (2003) for connection between the pressure equation (57.136) to the potential
vorticity equation in the case of constant NR.

17Note that in this chapter we define potential vorticity with dimensions of inverse time, T−1, as for the
continuously stratified quasi-geostrophic potential vorticity in Section 45.3.7. In contrast, in our study of shallow
water waves in Chapter 55, we defined Q′ in Section 55.3.3 to have dimensions of L−1 T−1.
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where equation (57.140a) follows since ∂tQ
′ = 0, equation (57.140b) used the definition of Q′

from equation (57.137), and equation (57.140c) used the forced harmonic oscillator equations
(57.125) and (57.127). Multiplying by N2

R leads to

f N2
R Q

′ = (∂tt∇2 +N2
R ∇2

h + f2 ∂zz)φ
′ +N2

R ∂z(N
−2
R ) (∂tt + f2) b′. (57.141)

Decomposing vortical and divergent motions for constant vertical stratification

In the special case of a constant NR, we see that the potential vorticity can be written entirely
in terms of the pressure

f N2
R Q

′ = (∂tt∇2 +N2
R ∇2

h + f2 ∂zz)φ
′ if ∂zNR = 0. (57.142)

Evidently, for constant background stratification the static nature of the potential vorticity is
equivalent to the wave equation (57.136)

∂tQ
′ = 0 =⇒ ∂t[(∂tt∇2 +N2

R ∇2
h + f2 ∂zz)φ

′] = 0 if ∂zNR = 0. (57.143)

We found the same connection between the potential vorticity equation and the wave equation
in Section 55.8.2 when studying shallow water inertia-gravity waves (see equation (55.153)).
As for the shallow water, we conclude that for the case of constant stratification the vortical
motions associated with f -plane geostrophy (hence with zero vertical velocity) are decoupled
from the divergent motions associated with inertia-gravity waves. Hence, we can describe the
fluid motion by a static potential vorticity whose non-zero value is set by f -plane geostrophic
(vortical) flow, plus a zero potential vorticity flow arising from inertia-gravity waves. In the
linear theory, and for constant vertical stratification, there is no exchange of potential vorticity
between the vortical flow and divergent waves. As a practical matter, one often has knowledge of
the static potential vorticity arising from the geostrophic motion. We can obtain the associated
geostrophic pressure field from inverting the elliptic operator in equation (57.142).

57.9 Free inertia-gravity waves

In this section we study the free inertia-gravity waves that arise under small amplitude fluctuations
in a continuously stratified fluid on an f -plane. To enable plane wave solutions we assume the
stratification is constant.

57.9.1 Dispersion relation

Returning to the wave equation (57.129) for w′

(∂tt∇2 +N2
R ∇2

h + f2 ∂zz)w
′ = 0, (57.144)

we take the plane wave ansatz
w′ = w̃ ei (k·x−ω t) (57.145)

which readily leads to the dispersion relation

ϖ2(k) =
N2

R |kh|2 + f2 k2z
|k|2 . (57.146)

Just like the case of internal gravity waves studied in Section 57.5, the dispersion relation is only
a function of the wave direction. To manifest this property we introduce the angle, γ, between
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the wavevector and the horizontal plane

ϖ2(k) = N2
R cos2 γ + f2 sin2 γ = (N2

R − f2) cos2 γ + f2 = N2
R − (N2

R − f2) sin2 γ. (57.147)

The dispersion relation reduces to that for internal gravity waves when f = 0 given as by
equation (57.65).

57.9.2 Near-inertial waves

In stably stratified geophysical fluids we typically find the squared buoyancy frequency is larger
than the squared Coriolis frequency, N2

R > f2. In this case the plane inertia-gravity wave angular
frequency is bounded by

f2 ≤ ω2 ≤ N2
R when N2

R > f2. (57.148)

Indeed, in many cases we have f2 ≪ N2
R . Even so, there are weakly stratified regions with

N2
R < f2, in which case the opposite frequency range holds whereby N2

R ≤ ω2 ≤ f2. In the limit
with NR = 0, then the inertia-gravity waves reduce to the inertial waves studied in Chapter 53,
which are waves appearing for motion on the f -plane within a fluid with homogeneous density
(NR = 0).

Inertia-gravity waves typically have horizontal scales much larger than vertical, in which case
|kh|2 ≪ k2z . As discussed in Exercise 57.2, such waves satisfy hydrostatic scaling in which

vertical scales in the waves

horizontal scales in the waves
=
|kh|
|kz|
≪ 1⇐= hydrostatic motion. (57.149)

The reason for this anisotropy in the waves is related to the processes forcing the waves. In
particular, for the ocean the forcing by winds occurs with large horizontal patterns characteristic
of the atmosphere. With |kh|2 ≪ k2z , the phase velocity for the waves is nearly vertical so that
γ ≈ π/2. We thus find that the dominant forcing frequency for inertia-gravity waves is near that
of the Coriolis frequency

ω2 = f2 + (N2
R − f2) cos2 γ ≳ f2. (57.150)

Such waves are referred to as near-inertial waves.

57.9.3 Force balance in an inertia-gravity wave

In Section 57.5.11 we studied the buoyancy forces acting on a fluid particle that moves transverse
to the constant phase surfaces in a gravity wave. We pursue the same analysis here with the
added feature of the Coriolis acceleration. This analysis offers a force balance interpretation of
the dispersion relation (57.147).

For a phase surface that has a nonzero slope in the vertical, the displaced fluid particle
moving parallel to the phase surface feels the effects from buoyancy forces. Likewise, when
including the Coriolis acceleration on an f -plane, a horizontal displacement of a fluid particle
induces a Coriolis acceleration. Given the nature of the Coriolis acceleration, the particle turns
in the horizontal. Hence, a fluid particle moving in the direction of contant phase surfaces feels
the effects of the buoyant acceleration when it moves vertically plus the Coriolis acceleration
when it moves horizontally. For small amplitude motion, these forces give rise to simple harmonic
oscillator motion, and they represent the essential features of an an inertia-gravity wave. We
here detail the mechanics of this motion.
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Particle displacements and Coriolis acceleration

Following the approach in Section 57.5.11, we make use of the fluid particle displacement field,
ξ(x, t), whose time derivative yields the velocity of the fluid particle in a small amplitude wave

∂tξ(x, t) = v
′(x, t). (57.151)

To understand the role of the Coriolis acceleration, consider an inertial particle that satisfies the
equation of motion

∂tv
′ + f ẑ × v′ = 0 =⇒ ∂t (∂tξ + f ẑ × ξ) = 0. (57.152)

Hence, in terms of particle displacements, the inertial particle satisfies

∂tξ + f ẑ × ξ = constant, (57.153)

with the constant determined by initial conditions, which can be set to zero without loss of
generality. Evidently, an inertial particle in a rotating reference frame, displaced in a direction
perpendicular to the rotation axis (horizontal direction here), induces a time tendency for motion
in the orthogonal horizontal direction

∂tξ = −f ẑ × ξ. (57.154)

Particle displacements with buoyancy and Coriolis

The linearized equation of motion that includes the effects from pressure, Coriolis, and buoyancy,
is given by

∂tv
′ + f ẑ × v′ = −∇φ′ + b′ ẑ. (57.155)

Focusing on a fluid particle in the presence of a transverse wave, we project the equation of
motion onto the transverse direction, t̂, with this direction static for a plane wave. Doing so
eliminates the pressure gradient since it is constant along a surface of constant phase, so that
fluid particle motion in the transverse direction satisfies

∂t(t̂ · v′) + f t̂ · (ẑ × v′) = b′ t̂ · ẑ. (57.156)

Introducing the particle displacement yields

t̂ · v′ = ∂t(t̂ · ξ) = ∂tδl (57.157a)

b′ t̂ · ẑ = −N2
R δz cos γ = −N2

R δl cos
2 γ, (57.157b)

with the buoyancy expression in equation (57.157b) following from equation (57.81) derived
when studying internal gravity waves (f = 0). For the Coriolis acceleration we make use of
equation (57.154) to write

f t̂ · (ẑ × v′) = f v′ · (t̂× ẑ) (57.158a)

= f ∂tξ · (t̂× ẑ) (57.158b)

= −f2 (ẑ × ξ) · (t̂× ẑ) (57.158c)

= f2 δl sin2 γ, (57.158d)

where we used the vector identity (1.73c) and set ẑ · t̂ = sin γ.

Bringing the above results together leads to the equation of motion for particle displacements

(∂tt +N2
R cos2 γ + f2 sin2 γ) δl = 0. (57.159)
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This is an equation for a simple harmonic oscillator with angular frequency

ω2 = N2
R cos2 γ + f2 sin2 γ, (57.160)

which is the dispersion relation derived in Section 57.9.1 through use of the plane wave ansatz.
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Figure 57.6: An extension of Figure 57.3 to now allow for a fluid particle to feel accelerations from both buoyancy
and Coriolis as it moves in the direction transverse to the plane waves. The wavevector makes an angle, γ, with
the horizontal. We show a view in the x-z plane with the particle displacement vector, ξ(x, t) = δl t̂. The local
transverse unit vector, t̂, points in a direction that is orthogonal to the wavevector, k. The displacement of
the fluid particle from point A and point B occurs over a distance, δl, with a corresponding change in vertical
position given by δz = δl cos γ and horizontal position changes by δx = −δl sin γ. This displacement causes the
fluid particle to experience accelerations from both buoyancy and Coriolis.

57.9.4 Group velocity
The wavevector gradient of the dispersion relation (57.160) yields the group velocity for inertia-
gravity waves

cg =
(N2

R − f2) kz
|k|4 ω (kz kh − |kh|2 ẑ). (57.161)

As for internal gravity waves in equation (57.71), we find that the group velocity is perpendicular
to the phase velocity (cp = k̂ω/|k|)

cg · cp = 0. (57.162)

We also find that

(cg · ẑ) (cp · ẑ) = −
(N2

R − f2) k2z |kh|2
|k|4 ω , (57.163)

so that

(cg · ẑ) (cp · ẑ) < 0 if f2 < N2
R (57.164a)

(cg · ẑ) (cp · ẑ) > 0 if f2 > N2
R . (57.164b)

The usual case for the atmosphere and ocean finds f2 < N2
R , so that if the group velocity is

upward then the phase velocity is downward, and vice versa. However, if f2 > N2
R , as for inertial

waves where NR = 0 (Chapter 53, Exercise 57.1), or more generally for inertia-gravity waves in
very weak vertical stratification, then the group and phase velocities have the same orientation
with respect to the vertical.

57.9.5 Polarization relations for a plane wave
We now make use of the plane wave ansatz (57.54) to derive the polarization relations that
determine the structure of a plane wave. For this purpose we make use of the various forced
harmonic oscillator equations from Section 57.8 to express the velocity and buoyancy in terms
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of a real pressure amplitude, φ̃, where pressure is assumed to take the form

φ′ = φ̃ cos(k · x− ω t). (57.165)

We also make use of the dispersion relation (57.147) to write the polarization relations in a
variety of forms. In the limit with f = 0, each of the expressions below reduce to the gravity
wave polarization relations (57.90a)-(57.90b) derived in Section 57.5.13.

Buoyancy

Buoyancy satisfies the forced oscillator equation (57.133), which for a plane wave takes the form

(−ω2 + f2) i kz b̃ = (ω2 |k|2 − f2 k2z) φ̃. (57.166)

Various forms of the dispersion relation given in Section 57.9.1 lead to the identities

ω2 |k|2 − f2 k2z = N2
R |kh|2 (57.167a)

ω2 − f2 = (N2
R − f2) |kh|2/|k|2 = (N2

R − ω2) |kh|2/k2z (57.167b)

so that the ratio of amplitudes can be written in the equivalent manners

b̃/φ̃ =
i (ω2 |k|2 − f2 k2z)
kz (ω2 − f2) =

iN2
R |kh|2

kz (ω2 − f2) =
iN2

R |k|2
kz (N2

R − f2)
=

iN2
R kz

N2
R − ω2

, (57.168)

which means that the real buoyancy wave is given by

b′/φ̃ = −N
2
R |kh|2 sin(k · x− ω t)

kz (ω2 − f2) = −N
2
R kz sin(k · x− ω t)

N2
R − ω2

. (57.169)

Vertical velocity component

From Section 57.8.3 we know that the vertical velocity satisfies the two forced oscillator equations
(57.127) and (57.128)

(∂tt + f2)∂zw
′ = ∂t∇2

h φ
′ and (∂tt +N2

R )w
′ = −∂tzφ′. (57.170)

For a plane wave these equations lead to

w̃/φ̃ = − ω |kh|2
kz (ω2 − f2) = − ω kz

N2
R − ω2

= − ω |k|2
kz (N2

R − f2)
, (57.171)

so that the real wave takes on the form

w′/φ̃ = −ω |kh|2 cos(k · x− ω t)
kz (ω2 − f2) = −ω kz cos(k · x− ω t)

N2
R − ω2

= −ω |k|
2 cos(k · x− ω t)
kz (N2

R − f2)
. (57.172)

Horizontal velocity

Equation (57.123) for the horizontal velocity leads to the relation for the plane wave amplitude

ũ/φ̃ =
ω kh − i f (ẑ × kh)

ω2 − f2 , (57.173)
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so that the real plane wave polarization relation is given by

u/φ̃ =
ω kh cos(k · x− ω t) + f (ẑ × kh) sin(k · x− ω t)

ω2 − f2 , (57.174)

which compares directly to the shallow water polarization relation (55.174a).

57.9.6 Energetics of a plane inertia-gravity wave

We here extend the energetic analysis of plane internal gravity waves in Section 57.5.14 to the
case of plane inertia-gravity waves, making use of the polarization relations from Section 57.9.5.
Each of the expressions found here reduce to the internal gravity waves case when taking f = 0.

Instantaneous energetics

The plane inertia-gravity wave has squared velocity components

u′ · u′/φ̃2 =
ω2 |kh|2 cos2(k · x− ω t) + f2 |kh|2 sin2(k · x− ω t)

(ω2 − f2)2 (57.175a)

(w′)2/φ̃2 =
ω2 |kh|4 cos2(k · x− ω t)

k2z (ω
2 − f2)2 , (57.175b)

so that the wave’s kinetic energy is

K′ =
φ̃2 |kh|2

2 (ω2 − f2)2
[
ω2 (1 + |kh|2/k2z) cos2(k · x− ω t) + f2 sin2(k · x− ω t)

]
, (57.176)

which can be written in the more tidy form through use of the dispersion relation (57.147)

K′ =
φ̃2 |kh|2[f2 + (N2

R cot2 γ) cos2(k · x− ω t)]
2 (ω2 − f2)2 , (57.177)

where we set
cot γ = |kh|/kz. (57.178)

Likewise, the available potential energy is given by

A′ =
φ̃2 (|kh|2N2

R cot2 γ) sin2(k · x− ω t)
2 (ω2 − f2)2 . (57.179)

Taking the sum leads to the total mechanical energy in a plane inertia-gravity wave

K′ +A′ =
φ̃2 |kh|2 (f2 k2z +N2

R |kh|2)
2 k2z (ω

2 − f2)2 (57.180)

Time independence of mechanical energy for the plane inertia-gravity wave accords with the
result (57.99) for the plane internal gravity wave.

Phase averaged energetics

Taking the phase averages on the kinetic energy and available potential energy leads to

⟨K′⟩ = φ̃2 |kh|2 (ω2 |k|2 + f2 k2z)

4 k2z (ω
2 − f2)2 and ⟨A′⟩ = φ̃2N2

R |kh|4
4 k2z (ω

2 − f2)2 , (57.181)
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whose sum is

⟨K′ +A′⟩ = φ̃2 |kh|2 (ω2 |k|2 + f2 k2z +N2
R k

2
h )

4 k2z (ω
2 − f2)2 =

φ̃2 |kh|2 (f2 k2z +N2
R k

2
h )

2 k2z (ω
2 − f2)2 (57.182)

and ratio is
⟨K′⟩
⟨A′⟩ = 1 + 2 (f/NR)

2 tan2 γ =
ω2 |k|2 + f2 k2z

N2
R |kh|2

. (57.183)

It is notable that the ratio is bounded below by unity, so that the kinetic energy is never less
than the available potential energy. The ratio is unity when the phase velocity is horizontal
(γ = 0), in which fluid particles have vertical trajectories and thus exhibit purely vertical
buoyancy oscillations. This equipartition of kinetic and available potential energies (again,
holding withγ = 0) was found for the internal gravity wave in Section 57.5.14. When the phase
velocity is vertical, so that γ = π/2, the plane waves have no available potential energy since the
fluid particles are exhibiting horizontal inertial oscillations and do not sample the background
buoyancy field.

Phase averaged mechanical energy flux

The phase averaged mechanical energy flux is given by

⟨v′ φ′⟩
φ̃2

=
ω (kz kh − ẑ |kh|2)
2 kz (ω2 − f2) (57.184a)

=
ω2 |k|4 cg

2 k2z (N
2
R − f2) (ω2 − f2) (57.184b)

=
cg |kh|2 (f2 k2z +N2

R |kh|2)
2 k2z (ω

2 − f2)2 , (57.184c)

where we made use of the inertia-gravity wave group velocity (57.161). Now the phase averaged
mechanical energy is given by equation (57.182), so that the plane inertia-gravity waves exhibit
the group velocity property also found for internal gravity waves in equation (57.104)

⟨v′ φ′⟩ = cg (K′ +A′). (57.185)

That is, a plane inertia-gravity wave has a phase averaged mechanical energy flux equal to the
group velocity times the phase averaged mechanical energy.

57.9.7 Comments
The inertial waves studied in Chapter 53 are the NR = 0 limit of inertia-gravity waves studied
in the present section. It is notable that in the presence of any nonzero vertical stratification,
the squared angular frequency of propagating inertia-waves is super-inertial, ω2 ≥ f2, whereas
when NR = 0 the waves are sub-inertial, ω2 ≤ f2. If an inertial wave from an unstratified region,
with ω2 ≤ f2, encounters stratification, then this low frequency wave cannot propagate into the
stratified region.

57.10 Exercises
exercise 57.1: Reflection conditions for inertial waves
Inertial waves studied in Chapter 53 are the N2 = 0 limit of inertia-gravity waves from Section
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57.9. Emulating the analysis in Section 57.6.2 for internal gravity waves, determine the reflection
conditions for packets of plane inertial waves. Figure 57.5 is drawn for internal gravity waves.
Redraw this figure for inertial waves.

exercise 57.2: Inertia-gravity waves in a hydrostatic fluid
Throughout this chapter we studied inertia-gravity waves as they appear in a non-hydrostatic
flow that satisfies the linear Boussineseq equations (57.17a)-(57.17d). However, inertia-gravity
waves also exist in flows maintaining an approximate hydrostatic balance, and in this exercise
we derive their dispersion relation and discuss the relation to the non-hydrostatic waves. Hint:
see Section 57.9.2 as well as page 280 of Vallis (2017).

(a) Write the hydrostatic version of the linear Boussinesq equations (57.17a)-(57.17d).

(b) Following the methods from Section 57.9, derive the free wave equation satisfied by the
vertical velocity, w′, in a hydrostatic flow. That is, derive the hydrostatic version of
equation (57.129). Show all steps.

(c) Derive the dispersion relation for inertia-gravity waves in a hydrostatic flow with a constant
reference buoyancy frequency, NR.

(d) Start from the dispersion relation for inertia-gravity waves in a non-hydrostatic flow.
Discuss the maths and physics of the length scale limiting process that results in the
dispersion relation for inertia-gravity waves in a hydrostatic flow.

(e) What does the hydrostatic limit say about the angular frequency of inertia-gravity waves
relative to non-hydrostatic inertia-gravity waves?
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Chapter 58

INTERNAL GRAVITY WAVES: CASE STUDIES

In this chapter we consider some case studies that help further our understanding of internal
gravity waves as they appear in geophysical fluids. Sections 58.2 and 58.3 consider the generation
of internal gravity waves via flow over topography, thus giving rise to mountain waves. Mountain
waves arise when stratified fluid flows over topography in both the atmosphere (hence their
name) and the ocean. We limit the analysis to stationary waves, which are time independent in
the rest frame. Doing so allows us to avoid some of the more mathematical questions of transient
adjustment. Even so, the discussion exposes us to some mathematical methods commonly
used to study waves. It also deepens our understanding of gravity wave mechanics within a
geophysical context.

Section 58.4 examines gravity waves within a gently varying stratification, making use of the
ray theory presented in Chapter 50.

reader’s guide to this chapter
This chapter is a natural extension of material studied in Chapter 57. Further resources for

this chapter can be found in Lighthill (1978), Pedlosky (2003), Sutherland (2010), Cushman-
Roisin and Beckers (2011), Kundu et al. (2016), Vallis (2017), and Buijsman et al. (2019). The
second half of this video offers some pedagogical visualizations of stratified flow phenomena,
and this video provides more visualizations from simulations and laboratory tank experiments.
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58.4.5 Wave packets within a wave guide . . . . . . . . . . . . . . . . . 1658
58.4.6 Comments and further study . . . . . . . . . . . . . . . . . . . . 1659
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58.1 Loose threads

• Work through the examples Legg notes, as well as material from Vallis (2017).

• Expand the ray theory in Section 58.4. Follow elements from Chapter 6 of Sutherland
(2010).

58.2 Gravity waves from a sinusoidal mountain range
Following the discussion for inertial waves in Section 53.5.2, and for shallow water inertia-gravity
waves in Section 56.2, we here consider a prescribed and fixed constant horizontal reference
(background) flow on a stratified f -plane that moves over small amplitude topography (e.g.,
mountains) in an otherwise unbounded domain. The flow over a non-flat bottom provides a
forcing of vertical motion as imposed by the bottom kinematic boundary condition, with a
vertically moving fluid parcel sampling the continuously stratified reference buoyancy. As such,
flow over topography in a continuously stratified fluid serves as a forcing for internal inertia-
gravity waves. Those waves that propagate do so both vertically and horizontally throughout
the domain. The horizontal wavenumber of the waves is set by the horizontal wavenumber of
the topography. The angular frequency of stationary waves is fully determined by the Doppler
shift from the moving reference flow, which is set by the wavevector of the topography and
the flow speed. The vertical wavenumber of stationary waves is determined by the dispersion
relation. As for surface gravity waves in Chapter 52, waves with high horizontal wavenumber
are exponentially trapped near the mountains, whereas waves with lower horizontal wavenumber
propagate vertically. The transition between evanescence and propagation is set by the ratio of
the reference stratification to the reference flow.

The mountain waves studied in this section represent a rich area of geophysical fluid
mechanics of primary importance for waves and mixing in the ocean and atmosphere. For the
ocean, barotropic (depth independent) tidal motions offers an important source for the reference
flow, with barotropic tidal motions generating internal waves that are referred to as internal
tides. Our goal is to introduce some of the richness of this geophysical system by mathematically
formulating the generation of linear internal waves and studying their properties. For simplicity,
we focus on the stationary waves that arise from a fully developed wave field.1 Some of the
formulation in this section is analogous to that of the shallow water in Section 56.2, yet with
two key distinctions. First, the fluid here is continuously stratified, and second, the flow is
non-hydrostatic. Both of these properties support a rich wave field that is not constrained by
the columnar motion found in hydrostatic shallow water layers.

58.2.1 Linearized equations with constant reference flow

Figure 58.1 depicts the physical system studied in this section, in which we consider a reference
flow whose velocity is given by

v = uR + v
′, (58.1)

1Recall from Section 49.2 that stationary waves have no time dependence in the rest frame. We here encounter
stationary waves as the steady solution to the propagating internal gravity wave equations. The initial value
problem requires more mathematical machinery beyond our scope.
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where uR is a prescribed space-time constant horizontal reference flow, and v′ is the space-time
dependent flow relative to this reference. Furthermore, we assume that the steady reference flow
is in geostrophic balance with a prescribed reference pressure field

fo ẑ × uR = −∇φR. (58.2)

Alternatively, for the case with fo = 0, we simply assume the reference flow is down the prescribed
gradient of the reference pressure. In either case we have no concern for how the reference
pressure field is maintained, only that it supports the steady reference flow.
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w→ = uR ·→ω→b

Figure 58.1: Schematic of a constant reference flow, uR, moving over small amplitude monochromatic bottom
topography, z = ηb + η′b(x, y) = 0 + ηo e

kb·x, where we assume ηb = 0, and with ηo a real amplitude, and kb a
horizontal wavevector. We choose to orient the topography wavevector so that uR · kb < 0, which is based on
noting that the reference flow, uR, when viewed in the rest frame, is equivalent to topography moving in the
direction opposite to uR when viewed in the boosted frame. We assume the topography has a small amplitude in
the sense that ηo |kb| ≪ 1, thus ensuring that the generated waves are linear. There is no upper boundary nor
side boundary, so waves generated by flow over the bottom are free to propagate horizonally and vertically. At
the bottom, the full flow must satisfy the kinematic boundary condition, w = u · ∇ηb. Linearizing this boundary
condition brings about its evaluation at z = ηb = 0 rather than at z = ηb(x, y). Additionally, with η′b of small
amplitude, the linearized bottom boundary condition is w′ = uR · ∇η′b = i (uR · kb) η

′
b at z = 0.

Following the steps in Section 57.2, we decompose the density and pressure according to

ρ(x, t) = ρo + ρR(x) + ρ′(x, t), (58.3)

where the reference density, ρR, is a function of all three spatial coordinates, and where we
consider two static pressures, po and pR, that are in hydrostatic balance with their corresponding
densities

dpo
dz

= −ρo g and
∂pR
∂z

= −ρR g. (58.4)

Inserting this density and pressure decomposition in the Boussinesq equations (57.1a)-(57.1d),
and then linearizing, leads to the linearized governing equations

(∂t + uR · ∇)u′ + fo ẑ × u′ = −∇hφ′ linear horizontal velocity equation (58.5a)

(∂t + uR · ∇)w′ = −∂zφ′ + b′ linear vertical velocity equation (58.5b)

(∂t + uR · ∇)b′ = −w′N2
R linear buoyancy equation (58.5c)

∇ · v′ = 0 continuity for velocity fluctuations, (58.5d)

which reduce to equations (57.17a)-(57.17d) when uR = 0.

58.2.2 Bottom topography and bottom boundary condition

As for the shallow water case studied in Section 56.2 (in particular, see Section 56.2.4), we consider
the domain to be bounded from below with monochromatic bottom topography undulations
given by

η′b(x, y) = ηoe
ikb·x, (58.6)
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such as depicted in Figure 58.1. In this expression, ηo is the real and constant amplitude of the
topography and kb is a horizontal wave number that specifies the direction and wavelength of
the topography. Linearity of the waves generated by the topography is ensured by assuming

ηo |kb| ≪ 1, (58.7)

so that the amplitude of the topography is small on the length scale set by the topography’s
wavelength.

We orient the topography’s wavevector, kb, to be opposite that of the reference flow, so that

ωR = −uR · kb ≥ 0, (58.8)

where ωR is an angular frequency of the bottom boundary forcing induced by the flow over the
topography. As discussed in Section 56.2.5 when studying shallow water waves generated by
topography, the sign for the inequality (58.8) reflects the fact that topography is stationary in
the rest frame but it moves in the direction opposite to the reference flow when viewed in the
frame following the reference flow. This inequality can be considered a causality condition and
it is central to the phase functions encountered in the following.2

The no-flow bottom kinematic boundary condition for the full nonlinear flow takes the form
(Section 19.6.1)

w = u · ∇ηb at z = ηb(x, y). (58.9)

Inserting the velocity decomposition (58.1) and the bottom topography,

z = ηb + η′b(x, y), (58.10)

leads to
w′ = (u′ + uR) · ∇(ηb + η′b) = (u′ + uR) · ∇η′b ≈ uR · ∇η′b at z = 0, (58.11)

where the approximation arises from dropping the relatively small term, u′ · ∇η′b.

58.2.3 Galilean transformation to the moving flow’s reference frame
Following the shallow water case from Section 56.2.2, we transform to the moving frame of the
constant reference flow by introducing the boosted (moving reference frame) coordinates

t = t and x = x− uR t and v = v − uR. (58.12)

Observers in the rest frame see the topography at rest and the reference flow moving with
velocity, uR. In contrast, observers in the boosted reference frame see the topography moving
with velocity −uR whereas the reference flow is at rest. Since the flow is constant in space and
time, the two observers are inertial, so the transformation between the two reference frames is
Galilean (Section 17.5). Following the discussion in Section 17.5, the Galilean transformation
(58.12) leads to the transformed differential operators

∂t = ∂t + uR · ∇ and ∇ = ∇, (58.13)

and the corresponding transformation of the linearized governing equations (58.5a)-(58.5d)

∂tu
′ + fo ẑ × u′ = −∇hφ′ (58.14a)

2We are considering the steady state flow where one generally has time symmetry. However, keeping in mind
the transient situation where time symmetry is broken, we here break time symmetry through acknowledging
a directionality to the reference flow (left to right) and by insisting that the forcing angular frequency, ωR, is
positive.

page 1642 of 2158 geophysical fluid mechanics



58.2. GRAVITY WAVES FROM A SINUSOIDAL MOUNTAIN RANGE

∂tw
′ = −∂zφ′ + b′ (58.14b)

∂tb
′ = −w′N2

R (58.14c)

∇ · v′ = 0. (58.14d)

Notice how transformation to the moving frame removed advection by the reference flow from
the horizontal velocity equation.

58.2.4 Free space dispersion relation with moving reference flow

Before considering the case of a lower boundary, we here establish some basic results for waves
moving in a uniform flow in free space. For that purpose, note that equations (58.14a)-(58.14d)
are mathematically identical to the linear equations (57.17a)-(57.17d) that apply to the case of
zero reference flow, only here with the time derivative computed in the boosted reference frame,
∂t, rather than the rest frame time derivative, ∂t. Consequently, when assuming a constant
reference state buoyancy frequency, the equation for the vertical velocity in the boosted reference
frame is given by equation (57.144) with boosted coordinates

(∂tt∇
2
+N2

R ∇2
h + f2 ∂zz)w

′ = 0. (58.15)

In the absence of any boundaries, the phase function for linear waves is written3

k · x− ω t = k · (x+ uR t)− ω t = k · x− (ω − uR · k) t = k · x− ω t, (58.16)

where the final equality introduced4

ω = ω − uR · k, (58.17)

which relates the angular frequency in the boosted frame, ω, to that in the rest frame, ω. The
frequency shift, −uR ·k, is known as the Doppler shift, which vanishes when the phase is directed
orthogonal to the reference flow, uR ·k = 0. Furthermore, the boosted frame’s angular frequency,
ω, vanishes for waves whose Doppler shift satisfies ω = uR · k. For these waves, the boosted
reference frame rides along a fixed wave and so there is no propagation within this reference
frame.

Critical levels

Plugging the free wave ansatz,
w′ = w̃ ei (k·x−ω t), (58.18)

into the vertical velocity equation (58.15) leads to the dispersion relation

ω2 = (ω − uR · k)2 = N2
R cos2 γ + f2o sin2 γ = [(NR kh)

2 + (fo kz)
2]/|k|2. (58.19)

This is a straightforward extension of the frequency from the rest frame value, ω, to the moving
frame.

3Throughout this book we are working with particle and wave speeds that are far smaller than the speed of
light, thus enabling the use of Galilean space-time rather than Lorentz space-time. Hence, we do not encounter
the special relativistic effects from length contraction, and so there are no changes to the wavelength when moving
to the Galilean boosted reference frame. Consequently, movement to the Galilean boosted reference frame leaves
the wavevector, k, unchanged.

4We introduced the same angular frequency relation in equation (56.38) for shallow water waves generated by
flow over topography.
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Wave energy propagates according to the group velocity, which we compute from the
wavevector gradient

∇kω
2 = 2ω∇kω = 2ω (∇kω − uR) = 2ω (cg − uR), (58.20)

where cg = ∇kω is the group velocity (57.161) as measured in the rest frame, and cg − uR is
that in the moving frame. Computing ∇kω

2 yields

cg − uR =
(N2

R − f2) kz
ω |k|4 (kz kh − |kh|2 ẑ). (58.21)

It is particularly revealing to consider gravity waves with fo = 0, in which we find the vertical
component to the group velocity

ẑ · cg = −(ω − uR · k) kz/|k|2. (58.22)

The group velocity slows down, and halts, as the wave frequency approaches uR · k. Although
derived here for a constant reference flow, this equation holds to leading order for gently varying
reference flows using WKBJ methods as in Section 58.4. In such cases we can find the vertical
component of the group velocity vanish at certain critical levels, which are levels where waves
can deposit their energy to the mean flow.

58.2.5 Wavenumbers for stationary inertial-gravity waves

Now consider the case of a monochromatic bottom (mountains) as depicted in Figure 58.1, with
bottom topography of the form

η′b = ηo e
ikb·x = ηo e

i (kb·x−ωR t). (58.23)

The topography is static in the rest frame, whereas it is a traveling plane wave in the boosted
frame with angular frequency ωR = −uR · kb ≥ 0 given from equation (58.8). In the presence of
topography, the waves are not free in all three directions. Rather, they must satisfy the bottom
boundary condition (58.11), which takes on the following form for a monochromatic mountain
range

w′(z = 0) = uR · ∇η′b = i (uR · kb) η
′
b = −iωR η

′
b. (58.24)

For waves that are stationary in the rest frame (ω = 0 so that ω = ωR), we satisfy the boundary
condition (58.24) by setting the vertical velocity to

w′ = −iωR ηo e
i (kb·x+kz z−ωR t) = −iωR ηo e

i (kb·x+kz z), (58.25)

which has a real part given by

w′ = ωR ηo sin(kb · x+ kz z). (58.26)

Notably, the horizontal wavevector is set by the topography,

kh = kb. (58.27)

With constant NR, we can use the stationary form of the dispersion relation (58.19),

ω2 = ω2
R = (uR · k)2 = N2

R cos2 γ + f2o sin2 γ = [(NR |kh|)2 + (fo kz)
2]/|k|2, (58.28)

to find the squared vertical wavenumber for the stationary inertia-gravity waves (again, kh = kb
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via equation (58.27))

k2z =
|kb|2 (N2

R − ω2
R)

ω2
R − f2o

, (58.29)

with the vertical wavenumber either real or imaginary according to

k2z =

 < 0 if ω2
R < f2o

> 0 if f2o < ω2
R < N2

R

< 0 if ω2
R > N2

R .
(58.30)

The cases with k2z < 0 lead to stationary waves that are oscillating in the horizontal yet
exponentially trapped in the vertical, much like the surface gravity waves studied in Chapter 52
or the edge waves studied in 54.5. In contrast, with k2z > 0 there are stationary waves extending
throughout the vertical. The regime of vertically extended stationary waves is given by

2π/NR < Λb/U < 2π/fo, (58.31)

where
Λb = 2π/|kb| (58.32)

is the topography’s wavelength. In the atmosphere, typical values for the reference state are
NR = 10−2 s−1, U = 10 m s−1, and fo = 10−4 s−1, in which case there are vertically extended
inertia-gravity waves for mountains having wavelengths within the range

2π U/NR < Λb < 2π U/fo =⇒ 2π × 103 m < Λb < 2π × 105 m. (58.33)

For the deep ocean we take NR = 10−3 s−1, U = 10−1 m s−1 (barotropic tidal speeds), and
fo = 10−4 s−1, so that there are vertically extended stationary inertia-gravity waves for undersea
mountains having wavelengths within the range

2π × 102 m < Λb < 2π × 103 m. (58.34)

These numbers are only meant to give an impression of the approximate scales of mountain
forcing that generate vertically extended internal inertia-gravity waves. One key point is the
roughly one order smaller scales for the ocean relative to the atmosphere.

58.2.6 Stationary mountain waves with f 2
o < ω2

R < N2
R

For f2o < ω2
R < N2

R , we have stationary inertia-gravity waves with k2z > 0 according to equation
(58.29). As the reference flow interacts with the mountains at the lower boundary, internal
inertia-gravity waves propagate energy upwards according to the group velocity. As seen in
Section 57.5.10, an upward group velocity means a downward phase velocity, so that we take the
negative root from equation (58.29)

kz = −|kb|
√
N2

R − ω2
R

ω2
R − f2o

= −|kz| < 0, (58.35)

which renders the stationary vertical velocity in the wave5

w′ = −iωR ηo e
i (kb·x−|kz | z). (58.36)

5In equation (58.35), and elsewhere in this chapter, we find it useful to introduce the absolute value around a
wavenumber in order to clearly expose the sign of the wavenumber. Doing so can greatly help in capturing the
proper phase relations for the waves.
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For the specific case of zonal reference flow, uR = U x̂ with U > 0, we have kb = −|kb| x̂, so that

ωR = −uR · kb = U |kb| =⇒ w′ = −iU |kb| ηo e−i (|kb|x+|kz | z), (58.37)

which has real part

w′ = w̃ sin(|kb|x+ |kz| z) = −U |kb| ηo sin(|kb|x+ |kz| z), (58.38)

where we defined the vertical velocity amplitude

w̃ = −U |kb| ηo. (58.39)

Evidently, the vertical velocity amplitude is directly related to the reference flow magnitude, the
topography wavenumber, and the topography amplitude.

To determine polarization relations for the other fields, we can return to those derived earlier
for the free waves in Section 58.2.4, specializing to the case with ω = ωR. Alternatively, we can
set ∂t = 0 in the linear governing equations (58.5a)-(58.5d). This work is considered in Exercise
58.1 and follows a method similar to that taken for stationary mountain gravity waves in Section
58.2.7.

58.2.7 Stationary mountain waves with 0 < ω2
R < N2

R

We now specialize to fo = 0, such as appropriate for mountain waves that are small enough
laterally to not feel the impacts from Coriolis. Also, continue to assume a zonal reference flow,
uR = U x̂ with U > 0 and kb = −|kb| x̂. The vertical velocity is still given by equation (58.38)

w′ = −U |kb| ηo sin(|kb|x+ |kz| z), (58.40)

yet here with the angular frequency for stationary waves given by

ωR = NR |kb|/|k| = U |kb| =⇒ U = NR/|k|, (58.41)

and the vertical wavenumber corresponding to an upward directed group velocity

kz = −|kb|
√

(NR/ωR)2 − 1 = −
√

(NR/U)2 − |kb|2 < 0. (58.42)

As discussed in Exercise 58.2, the frequency ratio,

Fr(|kb|) =
ωR

NR

=
U |kb|
NR

, (58.43)

can be considered a wavenumber dependent Froude number. Inserting this Froude number into
equation (58.42) yields

kz = −|kb|
√
Fr−2 − 1, (58.44)

so that the Froude number distinguishes vertically propagating stationary gravity waves (Fr < 1)
from vertically evanescent waves (Fr > 1).

Lines of constant phase

For the vertical propagating waves (Fr < 1), the vertical velocity (58.40) is constant along phase
lines that satisfy

|kb|x+ |kz| z = constant. (58.45)
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These phase lines have a slope
dz

dx
= −|kb|/|kz|, (58.46)

which indicates that the phase lines slope up to the left such as depicted in Figure 58.2. Evidently,
the phase lines tilt into the reference flow.

Polarization relations

The polarization relations for the stationary waves are determined by the steady linear governing
equations (58.5a)-(58.5d) with fo = 0 and ∂t = 0

(uR · ∇)u′ = −∇hφ′ steady linearized horizontal velocity equation (58.47a)

(uR · ∇)w′ = −∂zφ′ + b′ steady linearized vertical velocity equation (58.47b)

(uR · ∇)b′ = −w′N2
R steady linearized buoyancy equation (58.47c)

∇ · v′ = 0 continuity for velocity fluctuations. (58.47d)

All motion is in the x-z plane, so that the continuity equation (58.47d) gives the zonal velocity

u′ = −(|kz|/|kb|)w′ =⇒ u′
dz

dx
= w′ and u′ = U |kz| ηo sin(|kb|x+ |kz| z), (58.48)

where we used the slope relation (58.46). The steady buoyancy equation (58.47c) yields

U ∂xb
′ = N2

R U |kb| ηo sin(|kb|x+ |kz| z) =⇒ b′ = −ηoN2
R cos(|kb|x+ |kz| z). (58.49)

Likewise, the steady horizontal velocity equation (58.47a) gives the wave pressure

φ′ = −U u′ = −ηo |kz|U2 sin(|kb|x+ |kz| z). (58.50)
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Figure 58.2: Stationary mountain gravity waves generated by an eastward reference flow, uR = U x̂, over
monochromatic topography. We set the parameters according to ocean values, with ηo = 30 m, U = 0.1 m s−1,
NR = 10−3 s−1, and Λb = 2π × 200 m, so that ωR/NR = 0.5. Top left panel: contours of the buoyancy
field, b = bR + b′, with bR = N2

R z and b′ = −ηoN2
R cos(|kb|x + |kz| z) from equation (58.49). Top right panel:

perturbation pressure field, φ′ = −U u′ = U w′ |kz|/|kb|, from equation (58.50). Lower left panel: the vertical
velocity anomaly, w′ = −U |kb| ηo sin(|kb|x+ |kz| z) from equation (58.40). Lower right panel: the zonal velocity
anomaly, u′ = −|kz|/|kb|w′ from equation (58.48). The color scale is set to highlight just the sign of the field.
The phase shift, whereby high pressures are on the windward side of the mountains and low pressures on the lee
side, leads to a topographic pressure form stress acting on the fluid according to equation (58.51).
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Wave induced topographic form stress

In Figure 58.2 we illustrate the buoyancy, pressure, vertical velocity, and zonal velocity within
a stationary gravity wave for a particular set of parameters. Note the phase lines that are
tilted into the mean flow with the positive pressure perturbation on the upwind side of the
mountains. This orientation is reflective of the general discussion surrounding Figure 28.8 when
studying pressure form stress acting between the fluid and the solid lower boundary. From that
discussion we know that a positive pressure anomaly on the upwind side of a mountain renders
an eastward form stress from the fluid to the solid, and a corresponding (through Newton’s third
law) westward topographic form stress directed from the solid to the fluid.

From the discussion in Section 28.2.2, we write the topographic form stress acting on the
fluid as −p∇ηb. The pressure is evaluated at the solid-fluid boundary for the nonlinear case,
whereas for linear waves we evaluate the topographic form stress at z = 0, with a phase average
yielding

⟨−φ′ ∂xηb⟩ = −U2 η2o |kb| |kz|/2. (58.51)

This westward topographic form stress acts from the solid onto the fluid, with a corresponding
eastward form stress of the same magnitude from the fluid to the solid. The stress is directly
related to the square of the reference flow speed and the square of the topography amplitude. It is
also linearly related to the vertical wavenumber of the gravity wave and the vertical wavenumber
of the topography. Since the stress is directed contrary to the reference flow direction, it is
commonly referred to as a mountain drag.

Wave energy flux

From Section 57.5.14 we know that the energy flux carried by a gravity wave is given by v′ φ′.
For stationary mountain waves in the x-z plane we have

v′ φ′ = −(x̂u′ + ẑw′)U u′ =
U w′w′ |kz|
|kb|2

(−|kz| x̂+ |kb| ẑ). (58.52)

Now the group velocity for internal gravity waves is given by equation (57.71), which takes on
the following form for the forced stationary waves

cg =
NR kz
|k|3 |kb|

(kz kb − |kb|2 ẑ) (58.53a)

=
NR |kz|
|k|3 (−|kz| x̂+ |kb| ẑ) (58.53b)

=
U |kz|
|k|2 (−|kz| x̂+ |kb| ẑ), (58.53c)

where the second equality set kb = −|kb| x̂ and kz = −|kz| < 0, and the third equality set
U = NR/|k| from equation (58.41). Next, we make use of equation (57.101) to write the
mechanical energy within the stationary internal gravity wave

K′ +A′ = ⟨w′w′⟩ |k|2/|kb|2 = 1
2 η

2
o U

2 |k|2 = 1
2 η

2
o N

2
R , (58.54)

which then brings the phase averaged energy flux to the standard form holding for a linear wave

⟨v′ φ′⟩ = cg (K′ +A′). (58.55)
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58.2.8 Trapped mountain waves with ωR > NR

For the case with mountain forcing at a frequency greater than buoyancy frequency, ωR > NR,
the vertical wavenumber becomes imaginary

kz = i
√
|kb|2 − (NR/U)2 = i |kz|, (58.56)

which yields a wave solution that is exponentially decaying away from the mountains (see
equation (58.36) and remember that kb = −|kb| x̂ and ωR = U |kb| > 0)

w′ = −iωR ηo e
ikb·x−|kz | z Re−→ −U |kb| ηo sin(|kb|x) e−|kz | z. (58.57)

We refer to these fluctuations as vertically evanescent or vertically trapped gravity waves. The
corresponding zonal velocity, buoyancy, and pressure fields are

u′ = U |kz| ηo cos(|kb|x) e−|kz | z (58.58a)

b′ = −ηoN2
R cos(|kb|x) e−|kz | z (58.58b)

φ′ = −U2 |kz| ηo cos(|kb|x) e−|kz | z. (58.58c)

Zero energy propagation and zero topographic form stress

Since the vertical velocity (58.57) and pressure (58.58c) are π/2 radians out of phase, vertically
trapped waves generate no vertical propagation of phase averaged wave energy

⟨w′ φ′⟩ = 0. (58.59)

Likewise, there is no topographic form stress since there is no phase shift between the topography
and the pressure

⟨φ′ ∂xηb⟩ = 0. (58.60)

Limit where ωR ≫ NR

The case of ωR ≫ NR corresponds to large topographic frequency and/or small buoyancy frequency.
In this limit the vertical wavenumber has a magnitude |kz| ≈ |kb| so that NR drops out from
the system. This case corresponds to the surface gravity waves studied in Chapter 52 where
stratification was completely ignored. In that case, as well as here, the exponential trapping is
determined by the horizontal wavenumber, |kb|. Furthermore, in the case with vertical length
scales, H, such that |kz|H ≈ |kb|H ≪ 1, then the vertical velocity becomes a linear function of
z. This case corresponds to the shallow water inertia-gravity waves studied in Section 56.2

Comments on exponential trapping

As discussed in Section 57.5.8, forcing a stratified fluid at a frequency greater than the buoyancy
frequency does not lead to propagating internal gravity waves. For the case of mountain gravity
waves, we see that exponential trapping arises when the topographic forcing has a frequency,
ωR, greater than the maximum frequency of the buoyancy oscillations, NR. In this case, motion
induced by the forcing is too fast for fluid particles to exhibit buoyancy oscillations. The result
is fluid particles largely following whatever displacements are imposed on them by the external
forcing, with exponential damping when moving away from the forcing and with fluid particles
in phase with the forcing. In this case, no propagating internal gravity waves are formed, and
energy imparted to the fluid stays local to the topographic forcing.
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Figure 58.3: Stationary trapped mountain gravity waves generated by an eastward reference flow, uR = U x̂,
over monochromatic topography. We set the parameters according to ocean values, with ηo = 30 m, U =
0.1 m s−1, NR = 10−3 s−1, and Λb = 2π × 75 m (we used the larger wavelength of Λb = 2π × 200 m in
Figure 58.2), so that ωR/NR = 4/3. These waves are exponentially trapped near the topography with e-folding
scale |kz|−1 = 1/

√
(NR/U)2 − |kb|2 ≈ 110 m. Left panel: contours of the buoyancy field, b = bR + b′, with

bR = N2
R z and b′ = −ηoN2

R cos(|kb|x) e−|kz | z from equation (58.58c). Right panel: perturbation pressure field,
φ′ = −U2 |kb| ηo cos(|kb|x) e−|kz | z from equation (58.58c). Note how the pressure is anomously high over the
valleys (solid contours with φ′ > 0) and low over the crests (dashed contours with φ′ < 0). We chose the horizontal
extent to be the same as in Figure 58.2, thus emphasizing how the smaller scale topography in this figure can lead
to exponentially trapped waves, whereas the larger scale topography in Figure 58.2 allows for vertical propagation.
Since there is no phase shift with height for the vertically trapped waves, there is no topographic form stress,
which we see in equation (58.60).

58.2.9 Comments on the phenomenology
Gravity waves are ubiquitous in the ocean and atmosphere, with flow over topography one of the
key means for generating such waves. As seen in this section, the flow speed, U > 0, and mountain
wavenumber, |kb|, together define the angular frequency for the forcing, ωR = U |kb| > 0. This
forcing generates propagating gravity waves if ωR < NR, or evanescent (trapped) gravity waves if
ωR > NR. That is, fast flow and/or high wavenumber mountains produce gravity waves that are
trapped next to the mountain, whereas slower flow or lower wavenumber mountains generate
gravity waves that propagate vertically.

Consider the case of an atmosphere with NR = 10−2 s−1 and U = 10 m s−1. Propagating
gravity waves are generated for mountains with a horizontal wavelength (|kb| = 2π/Λ) larger
than Λ = 2π× 103 m. For the deep ocean, with NR = 10−3 m and U = 10−2 m s−1, propagating
gravity waves are generated for abyssal mountains with wavelengths larger than Λ = 2π× 101 m.
These numbers suggest that all topographic features larger than a minimal scale will generate
gravity waves. However, there is an upper bound on the scale imposed by the Coriolis parameter.
Namely, for large enough scales the flow feels the Coriolis acceleration, thus requiring us to recall
from Section 57.9.1 that propagating inertia-gravity waves have a dispersion relation (57.147)

ω2 = N2
R cos2 γ + f2 sin2 γ =⇒ f2 < ω2 < N2

R , (58.61)

where we here assume the Coriolis frequency is less than the buoyancy frequency. Hence,
the condition for an upper bound on the forcing frequency, set by the buoyancy frequency, is
coupled to a lower bound set by the Coriolis frequency. For the atmosphere at middle latitudes
with |f | = 10−4 s−1, we find 2π × 103 m < Λ < 2π × 105 m, whereas the ocean requires
2π × 101 m < Λ < 2π × 102 m.

58.3 Gravity waves from a Lorentzian mountain
In this section we examine stationary mountain waves resulting from constant zonal flow,
uR = U x̂, moving over arbitrary (x-dependent) topography. This analysis extends our study
of waves emanating from flow over monochromatic topography considered in Section 58.2. To
handle arbitrary topography, we make use of Fourier analysis from Chapter 8 by exploiting the
zonal symmetry of the reference flow and geometry. For pedagogy, we find it especially useful to
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carefully step through the formulation, with a particular realization given by a mountain in the
shape of a Lorentzian function.

58.3.1 Mathematical formulation using Fourier methods

Following our discussion in Section 8.3, we here introduce the Fourier transform and inverse
Fourier transform for the bottom topography, velocity, buoyancy, and pressure. Furthermore,
from our discussion of causality in Section 56.2.5, and with the reference flow uR = U x̂ with
U > 0, we build in causality by only considering kx ≤ 0, so that the forcing frequency is
non-negative

ωR = −uR · kb = −U kx ≥ 0 =⇒ kx ≤ 0. (58.62)

These considerations lead to the Fourier transform pairs

η̂b(kx) =

ˆ ∞

−∞
η′b(x) e

−i kx x dx η′(x) =
1

2π

ˆ 0

−∞
η̂b(kx) e

i kx x dkx (58.63a)

û(kx, z) =

ˆ ∞

−∞
u′(x, z) e−i kx x dx u′(x, z) =

1

2π

ˆ 0

−∞
û(kx, z) e

i kx x dkx (58.63b)

ŵ(kx, z) =

ˆ ∞

−∞
w′(x, z) e−i kx x dx w′(x, z) =

1

2π

ˆ 0

−∞
ŵ(kx, z) e

i kx x dkx (58.63c)

b̂(kx, z) =

ˆ ∞

−∞
b′(x, z) e−i kx x dx b′(x, z) =

1

2π

ˆ 0

−∞
b̂(kx, z) e

i kx x dkx (58.63d)

φ̂(kx, z) =

ˆ ∞

−∞
φ′(x, z) e−i kx x dx φ′(x, z) =

1

2π

ˆ 0

−∞
φ̂(kx, z) e

i kx x dkx, (58.63e)

where we only perform the x direction Fourier transform since the domain has a lower boundary
and so is not symmetric in z. The hatted Fourier transform fields have an extra length dimension
relative to their x-space partners.

Now write the stationary linear equations (58.47a)-(58.47d) using the reference flow, uR = U x̂,

U ∂xu
′ = −∂xφ′ (58.64a)

U ∂xw
′ = −∂zφ′ + b′ (58.64b)

U ∂xb
′ = −w′N2

R (58.64c)

∂xu
′ + ∂zw

′ = 0, (58.64d)

where we set v′ = 0 and ∂y = 0. Operating on these equations with
´∞
−∞ e−i kx x, and assuming

all boundary terms vanish, brings about the Fourier space equations

U û = −φ̂ (58.65a)

i kx U ŵ = −∂zφ̂+ b̂ (58.65b)

i kx U b̂ = −ŵ N2
R (58.65c)

i kx û+ ∂zŵ = 0, (58.65d)

along with the Fourier space version of the linearized bottom boundary condition (58.11)

ŵ(kz, z = 0) = i kx U η̂(kx). (58.66)
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58.3.2 Wave solution in (kx, z)-space

To satisfy the bottom kinematic boundary condition (58.66), we follow the approach from Section
58.2.5 used for the monochromatic topography by writing

ŵ = i kx U η̂b e
i kz z. (58.67)

The vertical wavenumber is determined through use of the stationary gravity wave dispersion
relation as in Section 58.2.7

kz = −
√
(NR/U)2 − k2x. (58.68)

The negative sign ensures that kz < 0 for long horizontal waves with kx < NR/U , thus ensuring
that gravity wave energy, which follows the group velocity, propagates vertically upward (away
from the mountains), thus satisfying causality. The Fourier space continuity equation (58.65d)
leads to the zonal velocity Fourier transform

û = −i kz U η̂b ei kz z, (58.69)

which, with the pressure equation (58.65a), leads to

φ̂ = i kz U
2 η̂b e

i kz z. (58.70)

Finally, we make use of the buoyancy equation (58.65c) to find

b̂ =
i ŵ N2

R

U kx
= −N2

R η̂b e
i kz z. (58.71)

58.3.3 Wave solution in (x, z)-space

Making use of the inverse Fourier transforms from equations (58.63a)-(58.63e) renders the
(x, z)-space expressions

η′(x) =
1

2π

ˆ 0

−∞
η̂b e

i kx x dkx (58.72a)

u′(x, z) =
−iU
2π

ˆ 0

−∞
kz η̂b e

i (kx x+kz z) dkx (58.72b)

w′(x, z) =
iU

2π

ˆ 0

−∞
kx η̂b e

i (kx x+kz z) dkx (58.72c)

b′(x, z) =
−N2

R

2π

ˆ 0

−∞
η̂b e

i (kx x+kz z) dkx (58.72d)

φ′(x, z) =
iU2

2π

ˆ 0

−∞
kz η̂b e

i (kx x+kz z) dkx. (58.72e)

Again, the vertical wavenumber is given by equation (58.68), in terms of the horizontal wavenum-
ber and the prescribed background stratification and reference flow speed. Evidently, stationary
gravity waves with relatively low horizontal wavenumber (k2x < (NR/U)

2) are vertically propa-
gating (k2z > 0), whereas higher horizontal wavenumber waves are exponentially trapped next to
the mountains (k2z < 0).
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58.3.4 Lorentzian topography

Consider the case of topography given by the Lorentzian form

η′b(x) =
ηo ℓ

2

x2 + ℓ2
=

ηo
1 + (x/ℓ)2

, (58.73)

where ℓ > 0 is a length scale and ηo > 0 is an amplitude. The Fourier transform of the Lorentzian
topography is given by

η̂b(kx) = π ηo ℓ e
−|kx| ℓ. (58.74)

When ℓ→ 0, the topography sharpens in x-space whereas the kx-space distribution broadens,
with the high |kx| waves exponentially trapped near the mountain (k2z < 0). Conversely, when
ℓ→∞, the topography flattens in x-space whereas the kx-space distribution sharpens around
kx = 0, with such long horizontal waves vertically propagating (k2z > 0).

Pressure in vertically propagating stationary waves

Getting the signs correct for the inverse Fourier transform can be a bit tricky, so let us work
through the case of pressure with some care. First consider the case of vertically propagating
stationary waves so that

k2z > 0 and kz = −
√
(NR/U)2 − k2x < 0, (58.75)

in which the pressure equation (58.72e) takes the form

φ′
prop(x, z) =

iU2

2π

ˆ 0

−∞
kz(kx) η̂b(kx) e

i (kx x+kz z) dkx (58.76a)

=
iU2

2π

ˆ ∞

0
kz(−kx) η̂b(−kx) ei (−kx x+kz z) dkx (58.76b)

=
iU2

2π

ˆ ∞

0
kz(kx) η̂b(kx) e

i (−kx x+kz z) dkx, (58.76c)

where the final step noted that kz is an even function of kx, as is η̂b(kx) for the Lorentzian
topography according to equation (58.74). Next make use of causality with kz = −|kz| < 0, so
that

φ′
prop(x, z) = −

iU2

2π

ˆ ∞

0
|kz| η̂b e−i (kx x+|kz | z) dkx. (58.77)

Assuming the Fourier transform of the topography is real (as for the Lorentzian in equation
(58.74)), and taking the real part of the pressure field, renders the vertically propagating pressure

φ′
prop(x, z) = −

U2

2π

ˆ ∞

0
|kz| η̂b sin(|kx|x+ |kz| z) dkx, (58.78)

which accords with equation (58.50) found for a monochromatic topography. Finally, we insert
the Fourier transform (58.74) to have

φ′
prop(x, z) = −

U2 ηo ℓ

2

ˆ NR/U

0
|kz| e−|kx| ℓ sin(|kx|x+ |kz| z) dkx, (58.79)

where we cutoff the upper limit in recognition that |kx < NR/U for vertically propagating waves.
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Pressure in vertically trapped waves

With an imaginary vertical wavenumber,

k2z < 0 and kz = i
√
k2x − (NR/U)2 = i |kz|, (58.80)

the pressure equation (58.72e) takes the form

φ′
trap(x, z) = −

U2

2π

ˆ 0

−∞
|kz(kx)| η̂b(kx) ei kx x−|kz | z dkx (58.81a)

= −U
2

2π

ˆ ∞

0
|kz(−kx)| η̂b(−kx) e−i kx x−|kz | z dkx (58.81b)

= −U
2

2π

ˆ ∞

0
|kz(kx)| η̂b(kx) cos(kx x) e−|kz | z dkx, (58.81c)

where the final step took the real part and made use of |kz(−kx)| = |kz(kx)|, as well as
η̂b(−kx) = η̂b(kx) and its reality. This expression for the trapped pressure accords with equation
(58.58c) for the case of monochromatic topography. Making use of the Fourier transform (58.74)
renders

φ′
trap(x, z) = −

U2 ηo ℓ

2

ˆ ∞

NR/U
|kz| cos(kx x) e−|kz | z dkx, (58.82)

where we set the lower limit to NR/U in recognition that the waves are trapped with |kx| > NR/U .

Summary expression for the pressure field

Bringing the two pieces together yields the pressure field

φ′(x, z) = −U
2 ηo ℓ

2

ˆ NR/U

0
|kz| e−|kx| ℓ sin(|kx|x+ |kz| z) dkx

− U2 ηo ℓ

2

ˆ ∞

NR/U
|kz| cos(kx x) e−|kz | z dkx. (58.83)

We provide two examples in Figure 58.4, one with a relatively sharp mountain and one that
is broader. Note that the sharp mountain exhibits oscillatory features on the lee side of the
mountain, which are referred to as lee waves.

58.4 Gravity waves in gently varying stratification
In Section 57.5 and 57.6 we assumed a constant background buoyancy frequency, NR, thus
enabling us to study plane internal gravity waves. However, for geophysical fluids it is common
for reference state stratification to be a function of the vertical, NR(z). Indeed, such vertical
dependence was considered in Sections 57.2, 57.3, and 57.4 when studying properties of the
linear Boussinesq equations before specializing to plane waves in Sections 57.5 and 57.6. In this
section we make use of the WKBJ approximation also used for acoustic waves in Section 51.9
(see Chapter 50 for a more general discussion), here using it to study internal gravity waves in the
presence of NR(z). Our fundamental assumption is that the background reference density, which
is static, displays vertical variations over a vertical scale that is much larger than the vertical
wavelength of the gravity waves. This scale separation is essential to use WKBJ methods.

We can anticipate the basic results of this analysis by noting that if a propagating internal
gravity wave, with frequency ω < NR, moves into a region where ω > NR, then it can no longer
propagate. Instead, it becomes an exponentially damped or evanescent wave. In this case, the
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Figure 58.4: Stationary gravity waves over a Lorentzian mountain as seen in the pressure field, and as generated
with buoyancy frequency, N = 0.005 s−1, reference flow speed U = 1 m s−1 (flow from left to right), and topographic
amplitude, ηo = 100 m. The left panel makes use of the Lorentzian mountain (58.73) with ℓ = U/N = 200 m,
whereas the right panel uses ℓ = 10U/N = 2000 m. Dotted contours depict negative pressure anomalies (such
as those adjacent to the mountain) and solid contours are positive anomalies. The pressure field resulting from
the relatively sharp mountain (left panel) exhibits oscillatory features on the lee side of the mountain, which are
referred to as lee waves. These solutions were generated using a trapezoidal numerical integration to compute the
integrals in equation (58.83).

propagating wave can reflect back to regions where propagation is available. Alternatively, if the
region of evanescence is narrow, then the wave can tunnel through such regions.

58.4.1 The two length scale assumption

We introduced the WKBJ formalism in Section 51.9 for acoustic waves moving in a fluid with a
spatially dependent equilibrium density. For internal gravity waves we consider the somewhat
simpler case with vertical variations in the background density stratification, rather than the
fully three dimensional variations considered for acoustic waves. We thus introduce the length
scale for vertical variations in the stably stratified background density field

L ≡ |∂zρR/ρR|−1 = (ρoN
2
R /(g ρR))

−1. (58.84)

We assume that the internal gravity waves have a phase that has a vertical wavevector component
that is a function of vertical position, kz = kz(z), which satisfies the following scaling

L≫ |kz|−1 =⇒ |kz| ≫ ρoN
2
R /(g ρR). (58.85)

This assumption means that we are concerned with a vertical length scale of the waves, as
measured by |kz(z)|−1, that is much smaller than the length scale, L. Furthermore, we assume
that the vertical variations of k−1

z occur over the length scale L, so that∣∣dk−1
z /dz

∣∣ = |kz L|−1 ≪ 1. (58.86)

In addition to having kz now a function of vertical, we allow the wave amplitude to slowly
vary with z. Writing A(z) for that amplitude we assume, as for kz(z), that

|dA/dz| = |A/L|, (58.87)

which implies that
|A−1 d2A/dz2| = L−2 ≪ k2z . (58.88)
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58.4.2 The wave equation with the WKBJ ansatz

The wave equation (57.40) for the vertical velocity holds for NR(z), so we focus our WKBJ
analysis on that equation, rewritten here in the form

(∂tt∇2 +N2
R ∇2

h )w
′ = ∂tt∂zzw

′ + (∂tt +N2
R )∇2

h w
′ = 0. (58.89)

Recall the plane wave ansatz (57.54) assumed for constant background density, which for the
vertical velocity is given by

w′(x, t) = w̃ ei (k·x−ω t) = (w̃ ei kz z) ei (kx x+ky y−ω t) for constant NR. (58.90)

For the case with NR(z) we generalize this ansatz to the form

w′(x, t) = A(z) ei (kx x+ky y+σ(z)−ω t) for vertically varying NR(z), (58.91)

with the real amplitude, A(z), and real phase, σ(z), each of which are to be determined. For the
ansatz (58.91), we took a horizontal wavevector, kh = kx x̂+ ky ŷ, and angular frequency, ω, just
as for the constant NR waves. This form is motivated by the geometric optics results in Section
50.3. Namely, when following a ray, a wavevector component is constant if the background
structure is constant in its corresponding direction, and the angular frequency is constant if the
background state is time independent. Given that the only spatial dependence of the background
state is in the vertical, it is only the vertical wavenumber that has a vertical dependence.

Making use of the WKBJ wave ansatz (58.91) in the wave equation (58.89) leads to the
following expressions

∂zzw
′/w′ = A−1 ∂zzA− (dσ/dz)2 + i [d2σ/dz2 + 2A−1 (dσ/dz) (dA/dz)] (58.92a)

∇2
h w

′/w′ = −|kh|2 (58.92b)

∂ttw
′/w′ = −ω2, (58.92c)

which brings the wave equation (58.89) to the form[
∂zz + k2z(z)

]
w′ = 0, (58.93)

where we defined

k2z(z) =
|kh|2 (N2

R (z)− ω2)

ω2
. (58.94)

This expression for kz(z) is identical to the case with a constant NR (see equation (57.67)), only
now it holds with NR(z) a function of vertical position. Equation (58.93) generalizes equation
(57.70) that holds when NR is a spatial constant.

58.4.3 WKBJ solution for the vertical velocity

Making use of equation (58.92a) for ∂zzw
′ in equation (58.94), and setting the real and imaginary

parts to zero, leads to

k2z − (dσ/dz)2 = A−1 d2A/dz2 (58.95a)

d2σ/dz2 + 2A−1 (dσ/dz) (dA/dz) = 0. (58.95b)
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Recall the amplitude scaling (58.88), which says that A−1 d2A/dz2 ≪ k2z . Equation (58.95a)
thus leads to the vertical phase function

dσ/dz = kz =⇒ σ(z) =

ˆ z

z0

kz(z
′) dz′. (58.96)

The vertical position, z0, is generally ignored since it results only in an overall shift in the phase.
Equation (58.95b) can be written in the form of a total derivative

d

dz

[
A

(
dσ

dz

)1/2
]
= 0, (58.97)

which means that the wave amplitude is related to the vertical wavenumber via

A ∝ (dσ/dz)−1/2 = |kz|−1/2. (58.98)

Bringing the pieces together leads to the WKBJ solution for the vertical velocity component

w′(x, t) = C |kz|−1/2 ei (kx x+ky y+σ(z)−ω t). (58.99)

Assuming the constant C is real leads to

w′(x, t) = C |kz|−1/2 cos(kx x+ ky y + σ(z)− ω t) (58.100a)

kz(z) = (|kh|/ω)
√
N2

R (z)− ω2 (58.100b)

σ(z) =

ˆ z

kz(z
′) dz′ (58.100c)

ω = NR(z) cos γ(z) (58.100d)

C [=] L1/2/T. (58.100e)

In equation (58.100b) for the vertical component to the wavevector, we exposed its z dependence
along with that for the buoyancy frequency, NR(z). However, recall that the angular frequency,
ω, and the horizontal wavevector, kh, are both spatially independent. Consequently, equation
(58.100d) means that the angle, γ(z), changes as the buoyancy frequency changes in order to
keep NR(z) cos γ(z) constant, with this property an essential feature of the wave guides discussed
in Section 58.4.5. Furthermore, note that the vertical wavenumber, kz, becomes imaginary
in regions where ω2 > N2

R (z). So if a propagating wave enters such a region of relatively low
vertical stratification, then it becomes evanescent, which means that the wave exponentially
decays when moving into the region. This behavior is exemplified by the wave guide discussed
in Section 58.4.5.

58.4.4 Structure of an internal gravity wave

The WKBJ expressions (58.100a)-(58.100e) are sufficient to construct the full structure of an
internal gravity wave moving through a region with non-constant background stratification. To
do so requires making use of the linear relations from Section 57.4 in a manner similar to what
we did in Section 57.5 for plane waves with NR constant. We start with equation (57.17c) that
relates buoyancy and vertical velocity via

∂tb
′ = −w′N2

R . (58.101)
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Time integrating the vertical velocity in equation (58.100a) leads to the buoyancy field

b′ = iC N2
R /(ω |kz|1/2) ei (kh·x+σ(z)−ω t), (58.102)

where
kh · x = kx x+ ky y. (58.103)

For the horizontal velocity we use the non-divergence condition, ∇ · v′ = 0 (Section 57.5.2), as
well as the vanishing vertical component to the relative vorticity, ∂xv

′ = ∂yu
′ (Section 57.5.3),

to find

u′ = − C kh

|2 kz|1/2 |kh|2
[
(k−1
z ∂zkz) sin(kh · x+ σ(z)− ω t) + 2 kz cos(kh · x+ σ(z)− ω t)

]
. (58.104)

58.4.5 Wave packets within a wave guide
We here highlight a particularly special property of internal gravity waves moving in a region
with vertically varying stratification. This property results from having the angular frequency
remain constant within the dispersion relation (58.100d). Again, the constancy of the angular
frequency follows from our discussion of geometric optics in Section 50.3, with the angular
frequency of a wave a space-time constant if the base state is static. For the angular frequency
to remain constant within a varying NR(z) requires the phase angle, γ(z), to compensate. For
example, if a wave packet moves from a region of large vertical stratification to a region with
small stratification, then γ(z) must get smaller in magnitude so to keep ω constant. At some
point if NR(z) continues to get smaller then γ(z) will vanish, γ = 0, which means that the waves
only have a vertical wavenumber. So what happens beyond that point?

To answer this question recall equation (57.71) for the group velocity, which can be written
in the form

cg =
NR kz
|k|3 |kh|

(kz kh − |kh|2 ẑ) =
NR kz
|k|2 (k̂h sin γ − ẑ cos γ), (58.105)

where k̂h = kh/|kh| is the unit vector pointing in the direction of the horizontal wavector. As the
wave becomes horizontal to compensate for the reduced NR(z), the group velocity vanishes, which
we already noted by equation (57.75) for the group velocity magnitude. Yet the second form of
equation (58.105) reveals that the horizontal component to the group velocity vanishes before
the vertical component. Hence, as the wave packet approaches the region of weak stratification
its ray forms a vertical cusp as the packet stalls. Since the packet cannot propagate into a region
with ω2 > N2

R , which is a region of evanescence, then the wave reflects back into the region
where ω2 < N2

R . If the propagation region with ω2 < N2
R sits between two regions with weak

stratification with ω2 > N2
R , then the bounded relatively high stratification region forms a wave

guide for the internal gravity waves. We depict an idealized example of a wave guide in Figure
58.5.

We can compute an analytic expression for the wave packet ray (i.e., its trajectory) as it
rises to a turning level, at z = zt, defined as the level where NR(z = zt) = ω. We do so by taking
a Taylor series for the squared buoyancy frequency for points close to the turning level

N2
R (z) ≈ N2

R (zt)+ (dNR/dz) (z− zt) = ω2− |dNR/dz| (z− zt) = ω2+ |dNR/dz| (zt− z), (58.106)

where we note that N2
R is a decreasing function as z increases towards zt, which means that

dN2
R /dz = −|dN2

R /dz|. Assuming the packet is moving in the x-z plane, we obtain the ray
equation from the group velocity (58.105) and the dispersion relation (58.100b)

dz

dx
= −|kh|

kz
= − ω√

N2
R − ω2

= − ω√
|dN2

R /dz| (zt − z)
. (58.107)
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We integrate along the ray as the packet moves from a point (x, z) to the turning level at (xt, zt)
(see Figure 58.5), which yields the expression for the ray trajectory

(zt − z)3/2 =
(3ω/2) (xt − x)√
|dN2

R /dz|
=⇒ zt − z =

[
(3ω/2) (xt − x)√
|dN2

R /dz|

]2/3
. (58.108)
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Figure 58.5: A waveguide for internal gravity waves, here depicted by two low stratification regions (N2
R ≈ 0)

bounding a higher stratification region (N2
R > 0). The density profile on the right provides an idealized realization

of such a guide. The levels where NR = ω are referred to as turning levels. We depict sample rays approaching and
leaving the turning levels, with the rays computed from the group velocity and dispersion relation. For example,
a ray approaching the upper turning is computed from (x, t) to (xt, zt), with the cusp-like trajectory given by
equation (58.108).

58.4.6 Comments and further study
See Lecture 9 of Pedlosky (2003) or Section 7.5 of Vallis (2017) for similar presentations. Note
that there remains ongoing research to understand details of what happens to internal gravity
waves when they reach a turning level. For an ocean application, concerning how gravity waves
interact with the upper ocean boundary layer, see Shakespeare et al. (2021).

58.5 Exercises
exercise 58.1: Polarization relations for stationary inertia-gravity waves on a
mean flow
Following the discussion in Section 58.2.6, determine the polarization relations for stationary
inertia-gravity waves in the presence of a constant reference flow, uR = U x̂ and with ωR =
−uR · kb > 0. Assume f2o < ω2

R < N2
R so that the waves extend throughout the vertical. Write

expressions for u′, v′, w′, b′, and φ′ in terms of the vertical velocity amplitude, w̃, as given by
equation (58.39). Confirm that setting fo = 0 reduces the intertia-gravity results to the gravity
wave case derived in Section 58.2.7.

exercise 58.2: Mountain gravity wave Froude number based on frequencies
Consider the non-dimensional Froude number for forced mountain gravity waves (fo = 0)

Fr =
|uR · kb|
NR

=
ωR

NR

, (58.109)
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which is the ratio of the forcing frequency (from flow over the monochromatic mountains) to the
buoyancy frequency.

(a) Write the squared vertical wavenumber (58.42) for mountain gravity waves in terms of Fr.

(b) Write Fr as the ratio of two time scales. Provide an interpretation for why mountain
waves are vertically trapped when one of those time scales is greater than the other, and
vertically propagating for the alternative.

Hint: see Section 5.4.2 of Sutherland (2010) for a discussion of this non-dimensional number.
The second part of this exercise is mostly meant to be answered in words.

exercise 58.3: Mechanical energy of a trapped mountain gravity wave
We studied the energetics of propagating mountain gravity waves in Section 58.2.7. Here we
consider the energetics of trapped mountain waves.

(a) Compute the mechanical energy for the trapped mountain gravity waves from Section
58.2.8.

(b) Compute the phase averaged mechanical energy.

(c) Evaluate the phase averaged mechanical energy at the ground (approximated by z = 0 in
the linear theory), and compare this energy to the phase averaged mechanical energy in a
propagating mountain wave.

page 1660 of 2158 geophysical fluid mechanics



Part XI

Flow instabilities

1661



Part X of this book is concerned with small amplitude wave fluctuations that move on the
background of a prescribed exact solution to the fluid equations. For example, in studying
acoustic waves in Chapter 51, the background state is static and uniform, whereas when studying
internal gravity waves in Chapter 57, the background is static yet stably stratified according to
gravity. In each of these cases, the background state is stable to small perturbations so that the
wave fluctuations do not lead to waves of growing amplitude. In Part XI of the book we examine
conditions required to ensure stability of background flow states, or conversely, what properties
of the background state are necessary (and sometimes sufficient) to support instabilities.

What enables an instability?

As noted in Section 2 of the authoritative book by Drazin and Reid (2004), flow instabilities
occur when a disturbance leads to the disequilibrium of forces within the fluid, and with this
disequilibrium enabling the disturbance to grow. We explore numerous mechanisms for the
growth of disturbances that manifest positive feedbacks energized by the background state.
Examples include the kinetic energy that supports shear instability, the potential energy that
supports baroclinic instability, and the angular momentum that supports centrifugal instability.
A central goal of instability theory is to develop a physical understanding and mathematical
recipe to determine what constitutes an unstable flow state. Furthermore, a flow state might be
unstable, but not all disturbances “tickle” the instability. This situation motivates the study of
conditions required of the disturbance for it to manifest the instability.

We focus on mechanisms that lead to a variety of geophysical flow instabilities, and in so doing
develop associated mathematical analysis methods. Instabilities are the norm for geophysical
flows rather than the exception, and they play a fundamental role in establishing properties of
planetary circulations in both the atmosphere and ocean. Furthermore, most of the instabilities
occuring in geophysical fluids are primarily understood in the absence of viscous dissipation,
thus prompting us to focus exclusively on the inviscid equations.

Distinguishing two classes of flow instabilities

We distinguish two general classes of fluid flow instabilities: local (or parcel) instabilities and
global (or wave) instabilities. Local/parcel instabilities afford a local necessary and sufficient
condition to determine whether the background flow state is unstable. For example, in the study
of gravitational instability (in the absence of surface tension), we can measure the local squared
buoyancy frequency: if N2 < 0 then the fluid is gravitationally unstable at the location where
N2 < 0. The study of symmetric instabilities in Chapter 59 explores a broader class of local
instabilities, in which angular momentum and potential vorticity are central to determining
stability conditions. Stability conditions are generally derived by considering an imagined
displacement of a fluid parcel within the environment of the prescribed background state. If
the forces acting on the parcel lead to furthering the displacement, then that signals a positive
feedback indicating that the background state is unstable. The result of such local instabilities is
a catastrophic breakdown of the background state without concern for any special space and/or
time scale for the breakdown.

Global/wave instabilities arise from the interference of waves that lead to mutually construc-
tive positive feedbacks, thus constituting the wave resonance interpretation of such instabilities.
The stability analysis is generally referred to as the method of normal modes. We do not seek the
most general solution to the linearized equations. Instead we ask if a single wave can go unstable,
and if so then what properties of such waves enable the instability to manifest? Determining
properties of the unstable waves (e.g., the most unstable wavelength, wave velocity, and the
growth rate) requires solving an eigenvalue problem where boundary conditions often play a
fundamental role. Shear instabilities of Chapter 61 and baroclinic instabilities of Chapter 62
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are canonical examples of this sort of instability. Operationally, the means to reveal a global
instability is similar to that used to study linear waves in Part X of this book. Namely, we
determine a dispersion relation for small amplitude fluctuations, only now allowing the possibility
of the wave frequency or wavevector to be complex. Temporally unstable waves occur with a
complex wave frequency and real wavevector, whereas spatial instabilities arise with real wave
frequency and complex wavevector. Finally, observe that local instabilities can be considered
wave instabilities in which all waves are unstable.

Flow instabilities lead to a stable end state

Flow instabilities are energized by the background state and, through the process of creating
the instability and allowing it to grow to a nonlinear stage, act to eliminate the source for
the instability. For example, the catastrophic vertical motion of a gravitationally unstable
fluid column serves to remove the potential energy source of the instability, with the resulting
equilibrium state gravitationally stable. In geophysical fluids, there are external forces (ultimately
arising from solar heating, geothermal heating, or astronomical tides) that return the background
state to an unstable condition, thus allowing for the fluid to undergo a multitude of successive
instabilities. Through such successive instabilities, or further secondary instabilities that feed off
the primary instability, the fluid generally evolves into an extremely complex state of linear and
nonlinear waves, instabilities, and turbulence. The resulting fluid flow is comprised of a wide
suite of space and time scales whose mathematical description requires methods from statistics
and stochastics. We do not pursue the study of wave turbulence or fully developed turbulence
in this book, but do appreciate that instabilities are the central means for geophysical fluids to
transition into a turbulent state. Hence, understanding the mechanisms for flow instabilities
offers insights into the nature of the associated turbulence.

We do not examine the effects of instabilities on the background state

Throughout this study, we do not examine evolution of the prescribed background state. Ignoring
changes to the background state is a sensible assumption when studying the motion of stable
linear waves, whose amplitudes remain bounded and so offer only a tiny perturbation to the
background state. However, for unstable flows, the assumption of a fixed background proves
untenable when fluctuations become large enough to engage flow nonlinearities and thus to
nontrivially impact the background state. It is for this reason that our analysis focuses exclusively
on the early stages of an instability, whereby small amplitude assumptions allow for a focus on
linear mechanisms leading to growth of a disturbance, rather than enable the rich complexities
of interactions (some stable and some unstable) between the disturbance and an evolving
background state.

Seek out visualizations of flow instabilities to help develop understanding

This video from Prof. Mollo-Christensen provides an insightful introduction to the topic of fluid
mechanical instabilities. This and many other videos from laboratory studies and numerical
simulations offer useful, if not essential, visual impressions to complement the somewhat intricate
mathematical analysis in this part of the book.
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Chapter 59

SYMMETRIC FLOWS

In this chapter we study the stability of fluid flows exhibiting either axial symmetry (e.g., rotating
fluid column) or spatial symmetry in one horizontal direction (e.g., f -plane geostrophic fronts).
This analysis supports the study of frontal features in geophysical fluids, where a front is a
region of strong buoyancy gradients that leads to a jet-like geostrophic flow. Because of the
assumed symmetry in the base flow state and the perturbation, the instabilities in this chapter
are generically referred to as symmetric instabilities. However, the terminology is not universal,
with flavors of symmetric instability often referred to as centrifugal, inertial, and symmetric.

We make use of three methods for stability analysis in this chapter. One consists of an
energetic approach due to Rayleigh (energetic stability analysis); one is Lagrangian and considers
force balances acting on a test fluid parcel (parcel stability analysis); and one is Eulerian and
considers wave perturbations (modal stability analysis). For the instabilities considered in this
chapter, each method leads to the same stability condition, which is here measured by local
properties of the flow so that we refer to the method as local stability analysis. As part of the
analysis we make use of material invariants, such as angular momentum, potential momentum,
buoyancy, and potential vorticity. We restrict attention to the f -plane since that allows us to
make use of potential momentum as a material invariant. It is notable that the flows considered in
this chapter generally exhibit secondary overturning circulations, with such circulations studied
here using the rudiments of semi-geostrophy.

Energetic and parcel methods probe the base state flow by perturbing test fluid parcels. A
test parcel is assumed to have no impact on the flow state itself, meaning that the pressure field
remains unchanged even as the parcel is moved. In effect, the test fluid parcel stability analysis
makes the tacit assumption that pressure responses to a perturbation can be neglected for the
purpose of detecting an unstable flow state. Ignoring the impacts on pressure is consistent with
the notion of a test fluid element introduced in Section 17.2.5.1 However, we questioned that
approach when studying buoyancy in Section 30.11, where we computed the pressure response to
the perturbation and found that the response has an important impact on the effective buoyancy
felt by a finite fluid region. Acknowledging this limitation motivates us to complement the
parcel approach with an Eulerian linear stability analysis using plane waves. This approach is
dynamically consistent, and yet it works within the limitations of the linearized equations.

reader’s guide for this chapter
We make use of the shallow water system from Chapters 35 and 36, in particular the

study of angular momentum in Section 36.8 (see also Section 27.5). We also assume an
understanding of geostrophic flow as studied in Chapter 31, as well as the continuously
stratified Boussinesq ocean from Chapter 29.

Gravitational instability is the canonical local instability and it is signaled by N2 < 0.

1Since the concern here is with perfect fluids, the test fluid element from Section 17.2.5 is the same as a test
fluid parcel.
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However, we do not consider gravitational instability in this chapter, with this instability
introduced in Chapter 30 when studying buoyancy, and Chapter 60 when studying the
Rayleigh-Taylor instability.
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59.1. LOOSE THREADS

59.1 Loose threads
• Work through symmetric instability in two shallow water layers. Does it work? Do we
need to have mixing of the layers?

• Write the full oscillator equation for (59.75), including ∆x and ∆z motion.

• Energy analysis for each instability as per Chapter 8 of Smyth and Carpenter (2019), who
use a modal approach and linearize the equations. Include energetics of gravitational
instability.

• Maximum growth rate for symmetric instability in chapter 8 of Smyth and Carpenter
(2019).

• Include more in Section 59.9.7 concerning stable and unstable symmetric fronts.

• More closely connect the ageostrophic overturning from Section 59.9 to symmetric instability.
Make the case that the overturning is either stable or unstable, with the unstable form
leading to symmetric instability.

• More about the growth of the squared buoyancy gradient in equation (59.170). Can that
equation be written in a more revealing manner?

• Pursue the coordinate transformation from Hoskins (1975), in which case the discussion of
semi-geostrophy could form a separate chapter.

• What is the potential vorticity for the linearized perturbations in Section 59.8?

59.2 Instabilities in this chapter
The instabilities studied in this chapter are termed local since they are detected through a local
condition that yields a necessary and sufficient condition for instability. The physical features of
the flow instabilities considered here are quite similar, thus making it convenient to study them
together. For centrifugal and horizontal inertial instabilities, we develop the stability conditions
using both energetic and parcel analysis methods. For symmetric instability we use the parcel
and modal methods.

59.2.1 Summary of the instabilities studied in this chapter
Before diving into the details, we here offer a summary of the instabilities studied in this chapter.

Centrifugal instability of cyclostrophic balanced flow

Consider an equilibrium flow state under inviscid cyclostrophic balance. As studied in Section
32.5, cyclostrophic balance arises when pressure and centrifugal accelerations are balanced, with
centrifugal accelerations arising from curvature in the fluid particle trajectory. The angular
momentum is materially invariant when the equilibrium state is rotationally symmetric, as in an
ideal circular vortex or a rotating circular tank (Section 36.8). Flow stability can be probed by
horizontally displacing a rotationally symmetric circular ring of fluid parcels, with each parcel
retaining its original angular momentum. If the parcels are displaced to a position where pressure
and centrifugal accelerations further support the displacement, then the base state is unstable
to centrifugal instability.
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Horizontal inertial instability of f -plane geostrophic flow

Consider an equilibrium flow state in a barotropic fluid under inviscid geostrophic balance on an
f -plane, whereby pressure and Coriolis accelerations are balanced (Chapter 31). The potential
momentum is materially invariant when the equilibrium state is symmetric in a horizontal
direction, as in a zonally or meridionally symmetric f -plane front. Flow stability is probed by
horizontally displacing a symmetric line of fluid parcels, with each parcel retaining its original
potential momentum. If the parcels are displaced to a position where pressure and Coriolis
accelerations further support the displacement, then the base state is unstable to horizontal
inertial instability.

Isentropic inertial instability (symmetric instability) for f -plane flow

Consider an equilibrium flow state under inviscid f -plane geostrophic balance in a baroclinic fluid.
Potential momentum in the direction of the front as well as buoyancy are materially invariant
when the base state is symmetric in a horizontal direction. Flow stability of the base flow is
probed by isentropically displacing a symmetric line of fluid parcels, with each parcel retaining
its original potential momentum and buoyancy. If the parcels are displaced to a position where
pressure and Coriolis accelerations further support the displacement, then the base state is
unstable to isentropic inertial instability, which we call symmetric instability.

59.2.2 Nature of the base state and the perturbations
For the study of centrifugal instability, we make use of the shallow water model from Chapters
35 and 36, whereas we consider the continuously stratified Boussinesq ocean (Chapter 29) for
the horizontal and isentropic inertial instabilities. When the fluid is continuosly stratified
and inviscid, all motion occurs along isentropes. However, when probing for centrifugal or
horizontal inertial instabilities using parcel arguments, we examine stability to perturbations
along geopotential surfaces. Such horizontal displacements generally cross isentropic surfaces
in a baroclinic fluid. The isentropic inertial instability analysis in Section 59.6 maintains the
adiabatic nature of displacements when probing for instabilities. Even so, these perturbations do
not maintain a materially invariant potential vorticity. So what is it about these perturbations
that makes them relevant to stability analysis?

The stability thought experiment using test fluid parcels assumes the parcels maintain their
materially invariant property (e.g., buoyancy, angular momentum, potential momentum) as they
probe stability of the surrounding fluid flow. That is the nature of the test parcels, as they
do not directly interact with nor alter the surrounding fluid environment. Local flow stability
is examined by having test parcels cross surfaces of constant materially invariant properties.
For example, gravitational stability is probed by test parcels moving across buoyancy surfaces
(Section 30.6). Likewise, entering the wedge of instability for symmetrically unstable flow requires
a test parcel to leave its constant buoyancy and constant potential momentum surfaces (Section
59.6).

59.2.3 Comments
Section 7.1 of Holton and Hakim (2013) distinguishes between parcel and wave instabilities.
Analogously, Cushman-Roisin and Beckers (2011) use the terms local and global. Canonical
examples of global instabilities are Kelvin-Helmholtz and baroclinic. We are not concerned with
those instabilities in this chapter. Rather, the three instabilities considered here are examples of
parcel or local instabilities.

Because of the rather close similarities between centrifugal and inertial instability, the
oceanographic literature often uses the term centrifugal instability when referring to the inertial
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instability considered here (e.g., see Thomas et al. (2013) and McWilliams (2016)). However,
we do not follow that usage since the inertial instability in this chapter is not associated with
centrifugal accelerations. Rather, inertial instability is associated with Coriolis accelerations.
We choose to follow the terminology of the atmospheric literature as detailed in the texts by
Holton and Hakim (2013) and Markowski and Richardson (2010), which also follows the fluid
mechanics terminology used by Drazin and Reid (1981). So in brief, we use the term centrifugal
instability for an axisymmetric base state in cyclostrophic balance, and inertial instability for a
two-dimensional base state in geostrophic balance.

59.3 Centrifugal instability of cyclostrophic flow
Consider flow of a single shallow water fluid layer in a rotating cylindrical tank with rotation
about its vertical axis.2 Throughout this analysis we assume all flow features maintain rotational
symmetry (Figure 59.1). Hence, all dynamical fields are a spatial function only of the radial
distance from the rotational axis (axisymmetric). We are interested in questions concerning flow
stability as a function of the radial distribution of the angular momentum per mass, lz(r). In
particular, we examine stability of cyclostrophically balanced flow, defined by flow whose radial
acceleration vanishes so that the radial pressure gradient balances the centrifugal acceleration
(Section 32.5). Furthermore, we examine stability under perturbations that also maintain axial
symmetry. We find that such cyclostrophic flow is stable to rotationally symmetric perturbations
so long as the squared angular momentum increases radially outward. This system provides a
pedagogical introduction to the stability of rotating vortices in the ocean and atmosphere, and
it establishes analysis methods we later use for inertial and symmetric instabilities arising in
two-dimensional frontal regions. The stability condition for angular momentum is reflected in
observed stable vortices in both the atmosphere and ocean.
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Figure 59.1: Rotating tank of shallow water fluid used to discuss centrifugal instability. We make use of cylindrical-
polar coordinates from Section 4.22 to describe the flow. All flow features are assumed to be rotationally symmetric,
including both the cyclostrophic balanced state and perturbations relative to the balanced state.

The centrifugal instability described here does not rely on baroclinic structure. Rather, it
arises from the imbalances between centrifugal and pressure forces along a geopotential surface.3

By using the shallow water fluid to study this instability, we directly connect to Section 36.8,

2The same ideas can be formulated for rotating Couette flow, in which fluid is placed between two rotating
cylinders. We prefer the shallow water tank since it is a system considered elsewhere in this book as a laboratory
model for rotating fluid mechanics.

3One may conceive of centrifugal instability in a baroclinic flow where parcel displacements maintain their
angular momentum and buoyancy. That analysis would lead to isentropic centrifugal instability, which is directly
analogous to the isentropic inertial instability discussed in Section 59.6. See Buckingham et al. (2021) for a
discussion of this system.
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where we studied angular momentum in a rotating tank of shallow water fluid.

59.3.1 Equations of motion

We studied the angular momentum of this rotating shallow water system in Section 36.8, where
we made use of a rotating reference frame and polar coordinates (r, ϑ) (Section 4.22) measured
in the rotating frame. Here, r is the radial position from the rotational axis and ϑ is the
azimuthal angle measured counter-clockwise from the rotating x-axis. We furthermore derived
the acceleration in cylindrical-polar coordinates in Exercise 13.3. Making use of those results
allows us to write down the horizontal components to the inviscid velocity equation as well as
the thickness equation

Dvr/Dt = −g ∂rη + r−3 (lz)2 (59.1a)

Dlz/Dt = −g ∂ϑη (59.1b)

r ∂tη = −∂r(h r vr)− ∂ϑ(h vϑ). (59.1c)

In these equations, h is the layer thickness and η is the free surface height for the shallow water
layer (see Figure 35.1). The radial and azimuthal velocity components are given by

vr = Dr/Dt and vϑ = rDϑ/Dt, (59.2)

and the angular momentum per mass computed about the rotation axis (the z-axis) is

lz = ẑ · [r × (u+Urigid)] = r (vϑ + rΩ). (59.3)

Material evolution of the radial velocity (equation (59.1a)) is affected by the radial pressure
gradient plus centrifugal acceleration, whereas the material evolution of angular momentum
(equation (59.1b)) is affected by angular gradients in the pressure field as realized by angular
gradients in the free surface.

We consider equilibrium states where the radial acceleration vanishes. Such states are said
to be in cyclostrophic balance, whereby the radial pressure gradient balances the centrifugal
acceleration

Dvr/Dt = 0 =⇒ g ∂rη = (vϑ + rΩ)2/r = r−3 (lz)2 cyclostrophic balance. (59.4)

Is cyclostrophically balanced flow stable? To answer this question we examine the more restricted
problem of stability of rotational symmetric flow, and with perturbations also assumed to be
rotationally symmetric. Rotational symmetry also means that all flow fields are a function only
of the radial direction. As such, angular momentum is materially constant

∂ϑη = 0 =⇒ Dlz/Dt = 0. (59.5)

This constraint on the flow plays a fundamental role in the stability analysis.

59.3.2 Elements of angular momentum

Consider a spinning top in a gravitational field, in which conservation of angular momentum
(holding in the absence of friction) keeps the top upright. Yet in the presence of friction, the
angular momentum is dissipated so that the top eventually falls. There is an analog with a
rotating fluid. Namely, we find that a state of zero angular momentum leads to centrifugal
instability. To develop this result we study basic properties for angular momentum in the
rotating tank.
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Rigid-body motion

A fluid in rigid-body motion has vϑ = 0 and angular momentum per mass

lzrigid-body = r2Ω. (59.6)

Evidently, the magnitude of the angular momentum increases as the square of the radial distance.
In the following we find it more convenient to use the square of the angular momentum (as it
appears in the radial velocity equation (59.1a)), which also increases radially for the rigid-body
motion

d[lz(r)]2

dr
= 4 r3Ω2 > 0. (59.7)

We will find that flow is centrifugally unstable if the square of its angular momentum is a
decreasing function of its radial distance. Such unstable configurations adjust through centrifugal
instability towards a configuration with squared angular momentum that increases radially. The
instability is termed “centrifugal” since it is the centrifugal acceleration that “throws outward”
the fluid if its squared angular momentum decreases radially, thus bringing the fluid back into
a stable state. More precisely, a flow where the angular momentum decreases outward has
pressure gradients that cannot balance the centrifugal acceleration from the outward movement
of angular momentum conserving fluid parcels.

Zero angular momentum flow

Consider a non-rotating tank with zero flow, so that the angular momentum is zero. In a perfect
fluid the angular momentum of each fluid parcel remains zero, even if we start the tank rotating.
That is, for a perfect fluid with zero angular momentum, the tank simply rotates but the fluid
remains at rest in the inertial reference frame. To generate non-zero angular momentum for the
fluid requires friction between the rotating tank and fluid. After sufficient time, friction transfers
angular momentum from the tank walls throughout the fluid, thus leading to a steady state flow
in rigid-body motion. Upon reaching the steady rigid-body flow, there are no strains in the fluid
and thus no viscous stresses to impart friction (Section 25.8).

In a flow with zero angular momentum, the relative angular velocity is given by

lz = 0 =⇒ vϑ = −rΩ, (59.8)

so that the flow is anti-cyclonic (i.e., directed counter to the tank’s rotation). Furthermore, the
zero angular momentum flow has the relative vorticity

lz = 0 =⇒ ζ =
1

r

d(r vϑ)

dr
= −2Ω. (59.9)

That is, the relative vorticity is anti-cyclonic with a Rossby number

lz = 0 =⇒ Ro = ζ/(2Ω) = −1. (59.10)

As we show in the following, the lz = 0 flow is the onset point for centrifugal instability. Again,
we conceive of this flow as analogous to a rotating top that falls over (goes unstable) when its
angular momentum vanishes.

Establishing zero angular momentum flow

It is relatively simple to establish rigid-body motion of a fluid in a tank; all it takes is sufficient
time for transients to relax and friction to fully transfer momentum from the tank walls
throughout the fluid. For the complement task, consider a rigid-body flow that is subjected to
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an irreversible force that brings the fluid to zero angular momentum. The question we ask in
our stability analysis is not concerned with details of how such forces arise. Instead, we are
interested in what happens to the flow when it reaches zero angular momentum.

59.3.3 Energetic stability analysis
As first introduced by Rayleigh, we consider a thought experiment in which two adjacent equal
mass circular fluid rings are swapped, one originating from radial position r = r1 and the other
at r = r2 = r1 +∆r (see Figure 59.2). Furthermore, assume that the radial velocity vanishes
so that the kinetic energy of the rings is due only to their rotational motion. If swapping the
rings decreases the kinetic energy in the base state, then the released kinetic energy can be
used to fuel an instability.4 In this case we say that the flow is centrifugally unstable, with
this name used since it is the centrifugal acceleration from the circular parcel trajectory that
promotes the instability. In general, any curved flow will be exposed to centrifugal instability if
swapping parcels reduces the kinetic energy of the base state while maintaining constant angular
momentum.
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Figure 59.2: Illustrating Rayleigh’s energetic method for centrifugal instability. The initial configuration
defines two rings of fluid at radii r1 and r2 = r1 +∆r, as shown in the left panel, with the two rings having a
combined kinetic energy per mass 2Einit = [lz(r1)/r1]

2 + [lz(r2)/r2]
2. Swapping the two rings while maintaining

a constant angular momentum (and assuming nothing else changes) leads to the swapped kinetic energy per
mass, 2Eswap = [lz(r1)/r2]

2 + [lz(r2)/r1]
2. If Eswap − Einit < 0 then energy is released upon the swap and the

rotationally symmetric flow is centrifugally unstable. Energy is released upon swapping fluid rings if the angular
momentum condition (59.15) is satisfied: d[lz(r)]2/dr < 0.

With no radial flow, kinetic energy only arises from angular motion so that a ring of mass
δm = ρ δV and radius r1 has kinetic energy

E(r1) = (δm/2) [vϑ(r1) + r1Ω]
2 = (δm/2) [lz(r1)/r1]

2. (59.11)

The initial kinetic energy for the two rings is thus given by the sum

Einit = (δm/2)
(
[lz(r1)/r1]

2 + [lz(r2)/r2]
2
)
. (59.12)

The equilibrium state and the perturbation each maintain rotational symmetry. Hence, when
swapping their radial positions, the rings each maintain their respective angular momentum.
But by changing radial positions their kinetic energy changes, thus leading to the kinetic energy
of the swapped state

Eswap = (δm/2)
(
[lz(r1)/r2]

2 + [lz(r2)/r1]
2
)
. (59.13)

The difference in energy is given by

Eswap − Einit = (δm/2)
(
[lz(r2)]

2 − [lz(r1)]
2
)(
r−2
1 − r−2

2

)
. (59.14)

4Gravitational potential energy plays no role here, as we are swapping fluid rings at the same vertical position.

page 1672 of 2158 geophysical fluid mechanics



59.3. CENTRIFUGAL INSTABILITY OF CYCLOSTROPHIC FLOW

Since r2 = r1 +∆r > r1, we have a release of kinetic energy (Eswap − Einit < 0) if the squared
angular momentum decreases upon moving outward

d[lz(r)]2

dr
= 2 lz(r)

dlz(r)

dr
< 0 =⇒ necessary + sufficient for centrifugally unstable flow.

(59.15)
Recall from equation (59.7) that the angular momentum of rigid-body flow is an increasing
function of radius. Hence, the instability condition (59.15) signals a distinctively non-rigid-body
angular momentum configuration. We can consider a thought experiment in which a stable flow
(one where d[lz(r)]2/dr > 0) is somehow forced towards a centrifugually unstable state with
d[lz(r)]2/dr < 0. A vanishing angular momentum at a particular radius, lz = 0, is a sufficient
condition to ensure d[lz(r)]2/dr = 0 at that radius. Evidently, if the angular momentum of the
cyclostrophic flow is reduced toward zero, the fluid will go centrifugally unstable upon reaching
just below zero angular momentum.

59.3.4 Instability condition in terms of absolute vorticity
The angular momentum condition (59.15) is the traditional way to write the necessary and
sufficient condition for centrifugal instability. However, to anticipate the role of vorticity found
in the case of inertial and symmetric instability, we rewrite the stability condition (59.15) in
terms of absolute vorticity. For this purpose, introduce the vertical component of the relative
vorticity,

ζ =
1

r

d(r vϑ)

dr
, (59.16)

and thus write the angular velocity as the radial integral of the radius weighted vorticity

vϑ =
1

r

ˆ r

0
r′ ζ(r′) dr′. (59.17)

This result allows us to write the angular momentum (59.3) in terms of the absolute vorticity

lz = Ω r2 +

ˆ r

0
r′ ζ(r′) dr′ =

ˆ r

0
r′ (ζ(r′) + 2Ω) dr′ =

ˆ r

0
r′ ζa(r

′) dr′. (59.18)

This equation allows us to write the stability condition (59.15) in the form

d[lz(r)]2

dr
= 2 lz

dlz(r)

dr
= 2 r ζa(r)

ˆ r

0
r′ ζa(r

′) dr′ < 0 =⇒ centrifugally unstable. (59.19)

For d[lz(r)]2/dr < 0 at a particular radius, r, and thus for the cyclostrophic flow to be unstable,
requires the absolute vorticity at that radius to have the opposite sign to the integral of the
radius weighted absolute vorticity from the origin to r. Since r ≥ 0, a necessary condition for the
instability is for the absolute vorticity to have a sign change somewhere within the region 0 ≤ r.

59.3.5 Parcel stability analysis
As a complement to the energetic stability analysis of Section 59.3.3, we here study the force
balance in the radial momentum equation. This analysis shows that an unstable angular
momentum profile corresponds to a situation where the outward centrifugal acceleration is
stronger than the radially inward pressure gradient acceleration, thus allowing for the fluid
parcel to be “thrown” outward.

We again assume rotational symmetry so that the angular momentum is a material invariant,
and assume the base state is in cyclostrophic balance. As such, the radial momentum equation
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(59.1a) leads to
0 = −g ∂rη + r−3 (lz)2, (59.20)

with the overline denoting the cyclostrophic base state. Subtracting this equilibrium flow from
the full momentum equation (59.1a) leads to an equation for radial acceleration of perturbations
about the equilibrium state

Dvr

Dt
= −g ∂η

′

∂r
+ r−3

[
(lz)2 − (lz)2

]
, (59.21)

where
η′ = η − η (59.22)

is the perturbation surface height. We focus now on the difference in squared angular momentum,
with questions about the perturbation pressure gradient, −g ∂η′/∂r, falling outside the parcel
method of stability analysis.

Probing stability by perturbing the radius of a circular fluid ring

Consider a perturbation realized by moving a constant mass circular fluid ring outward from its
initial equilibrium state at radius r to a radius r+∆r. During expansion of the ring, its angular
momentum remains constant due to the rotational symmetry, so that

(lz)2(r +∆r) = (lz)2(r) = (lz)2(r), (59.23)

where the second equality holds since we are starting the ring from its cyclostrophic initial
condition (59.20). To determine the radial acceleration at r +∆r appearing on the right hand
side of the radial velocity equation (59.21), we compute

(lz)2(r +∆r)− (lz)2(r +∆r) = (lz)2(r)− (lz)2(r +∆r) ≈ −∆r d(l
z)2(r)

dr
, (59.24)

so that the equation (59.21) evaluated at r +∆r is

Dvr

Dt
= −g ∂η

′

∂r
− ∆r

(r +∆r)3
d(lz)2(r)

dr
. (59.25)

We thus see that if the squared angular momentum decreases upon moving the ring to a larger
radius, then the second right hand side term in equation (59.25) provides a positive radial
acceleration, thus supporting the initial outward perturbation. Ignoring the possibility for the
perturbation pressure gradient, −g∂η′/∂r, to counter-act the acceleration, we are left with the
same instability condition (59.15) derived using energetic arguments.

Describing the instability mechanism

When the fluid is in cyclostrophic balance, the radial pressure gradient acceleration (which
is pointing radially inward) balances the centrifugal acceleration (which is pointing radially
outward) as per equation (59.20). When a constant mass fluid ring is perturbed outward, from
r to r +∆r, it carries its angular momentum, lz(r), to the new location. This displaced ring is
generally not in cyclostrophic balance with the pressure gradient at the new position. That is,
the centrifugal acceleration of the displaced ring does not equal the pressure gradient of the new
position

(r +∆r)−3 [lz(r)]2︸ ︷︷ ︸
centrifugal of displaced ring

̸= g
∂η(r +∆r)

∂r︸ ︷︷ ︸
pressure gradient at r + ∆r

(59.26)
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If the centrifugal acceleration of the displaced ring is greater than the local pressure gradient
acceleration, then the ring will continue to move outward. That is, the outward centrifugal
acceleration at the new location is greater than the inward pressure gradient so that the fluid ring
is flung further outward. This process characterizes a centrifugally unstable state, and it occurs
if the squared angular momentum decreases when moving radially outward, as per equation
(59.15). Conversely, if the local pressure gradient is greater than the centrifugal acceleration
of the dispaced ring, then the ring returns to its original radius and exhibits stable centrifugal
oscillations.

Centrifugal oscillations

Ignoring the perturbation pressure gradient, and introducing a squared centrifugal angular
frequency,

σ2(r) ≡ 1

(r +∆r)3
d(lz)2(r)

dr
, (59.27)

leads to the free oscillator equation for the fluctuation of a fluid ring from its equilibrium radial
position

D2∆r

Dt2
+ σ2∆r = 0, (59.28)

where ur = D(∆r)/Dt is the radial velocity of a fluid parcel relative to its equilibrium radial
position. For stable cases with σ2 > 0, the ring exhibits harmonic centrifugal oscillations around
the equilibrium radius with period 2π/σ. In contrast, for the unstable case with σ2 < 0, then
∆r grows exponentially.

59.3.6 Stability condition in terms of the surface height
The equilibrium angular momentum and free surface height are related by the cyclostrophic
balance (59.20). So rather than focusing on the angular momentum, we can develop an equivalent
stability condition in terms of radial derivatives of the free surface height. For this purpose,
write the difference in angular momentum

(lz)2(r)− (lz)2(r +∆r) = g [r3 dη(r)/dr − (r +∆r)3 dη(r +∆r)/dr], (59.29)

and then perform a Taylor series

F (r +∆r) ≡ (r +∆r)3 dη(r +∆r)/dr (59.30a)

≈ F (r) + ∆r dF (r)/dr (59.30b)

= r3 dη(r)/dr +∆r d[r3 dη/dr]/dr, (59.30c)

which renders

(lz)2(r)− (lz)2(r +∆r) ≈ −g∆r d

dr

[
r3

dη

dr

]
. (59.31)

The radial momentum equation (59.25) thus takes the form

Dvr

Dt
= −g ∂η

′

∂r
− g∆r

(r +∆r)3
d

dr

[
r3

dη

dr

]
. (59.32)

We are thus led to the instability condition written in terms of the surface height in the
cyclostrophically balanced base state

d

dr

[
r3

dη

dr

]
< 0 =⇒ centrifugally unstable. (59.33)
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Figure 59.3: Example free surface heights for a shallow water layer in a rotating tank. The left panel exhibits a
free surface height that is stable to centrifugal instability, whereas the right is unstable, with stability determined
by the condition (59.33). The stable configuration approximates the parabolic profile that is realized for a
rigid-body flow as in equation (59.35). The unstable profile has its layer thickness decrease with increasing radius,
so that the radial pressure gradient acceleration cannot balance the centrifugal acceleration.

A particular example of a centrifugally unstable free surface configuration is the decreasing
function

η = η0 − a rb =⇒
[
r3

dη

dr

]
= −a b (2 + b) rb+1, (59.34)

with η0 the free surface height at the origin, b a dimensionless constant, and a having dimensions
so that a rb has dimensions of length. Furthermore, we require with a b > 0, and b > −2. Recall
that the free surface is parabolic when the fluid is in rigid-body motion, as given by equation
(27.103)

η = η0 +Ω2 r2/(2 ge) =⇒
[
r3

dη

dr

]
= 4Ω2 r3/ge > 0, (59.35)

which is stable.

59.3.7 Comments and further study
Chapter 3 of Drazin and Reid (1981) is the canonical reference for centrifugal instability,
where they provide a stability analysis including both axisymmetric and non-axisymmetric
perturbations. In our treatment, we also made use of the parcel arguments from Section 3.2 of
Markowski and Richardson (2010). Furthermore, Markowski and Richardson (2010) comment
on the perturbation pressure gradient in equation (59.25), emphasizing that parcel stability
arguments generally ignore changes to the pressure gradient. Stated otherwise, a parcel analysis
concerns the equilibrium angular momentum profile and its contribution to movement away
from equilibrium. It is not concerned with back reaction from pressure perturbations associated
with movement of parcels or fluid rings. A fuller treatment generally requires analysis beyond
the parcel framework. Section 11.6 of Kundu et al. (2016) presents centrifugal instability in the
context of viscous Couette flow, which is the flow of fluid between two rotating co-axial cylinders.

For a laboratory realization of centrifugal instability, see this video from the UCLA spin
lab. The laboratory technique spins up a fluid to rigid-body motion in a tank, and then quickly
reduces the rotation rate to induce d[lz(r)]2/dr < 0. The instability manifests as roll vorticies
aligned along the tank wall, with the character of the vorticies a function of d[lz(r)]2/dr and
other parameters.

59.4 Potential momentum on the f -plane
A front is a region of enhanced lateral gradients in the buoyancy field (baroclinic front) or sea
level (shallow water front). These fronts generally have corresponding currents (jets) arising
from geostrophic balance (when off-equator). Figure 59.4 illustrates a baroclinic front that
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is symmetric in the zonal direction so that the buoyancy field is only a function of latitude,
depth, and time, b = b(y, z, t). We likewise assume that all other fields possess zonal symmetry,
including pressure and velocity. Fronts can generally be oriented in any direction. Furthermore,
there is rotational symmetry on the f -plane so that we can orient the horizontal coordinate
axes as desired. In later sections we study the stability of fronts. Here, we establish some basic
properties of potential momentum, which proves central to the stability analysis.
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Figure 59.4: Example of a zonally symmetric baroclinic frontal region, showing iso-buoyancy surfaces with
b = b(y, z, t). With ∂b/∂y < 0 as drawn, the corresponding zonal thermal wind shear, f ∂ug/∂z = −∂b/∂y > 0, is
eastward for a northern hemisphere front; i.e., stronger eastward flow with increasing height (see Section 31.4.3).

59.4.1 Linear momentum and potential momentum

The horizontal linear momentum per mass for a perfect Boussinesq ocean on an f -plane evolves
according to (see Section 29.1.6)

Du

Dt
+ f ẑ × u = −∇hφ. (59.36)

Since f is a constant, this equation can be written

DM

Dt
= −∇hφ, (59.37)

where we introduced the potential momentum per mass

M ≡ u+ f ẑ × x = (u− f y) x̂+ (v + f x) ŷ, (59.38)

and noted that v = Dx/Dt. Notably, the potential momentum remains materially invariant in
directions where the horizontal pressure gradient vanishes. We described the potential momentum
for a point particle in Section 14.3, and here make use of it to study the stability of certain
f -plane fluid flows.

Materially constant zonal potential momentum

For the zonally aligned buoyancy front illustrated in Figure 59.4, we assume all fields are
independent of the zonal direction so that

∂xφ = 0. (59.39)
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A vanishing zonal pressure gradient means that the zonal potential momentum per mass is a
material invariant

DMx/Dt = 0 where Mx ≡ u− f y. (59.40)

This material invariance greatly constrains the flow. For example, consider a fluid parcel at an
initial latitude y0 with zonal velocity u0. Movement of the parcel to a new latitude leads to the
equality

u0 − fy0 = u1 − f y1, (59.41)

so that the zonal velocity at the new latitude is given by

u1 = u0 − f(y0 − y1). (59.42)

Motivating the name potential momentum

Although absolute momentum or geostrophic momentum are more commonly used in the literature,
we prefer the term potential momentum as motivated by the same reasoning used for potential
temperature (Section 23.3), potential density (Section 30.3.4), and potential vorticity (Section
39.3.2). Namely, the zonal potential momentum identifies that amount of zonal linear momentum
per mass (i.e., the velocity) that a parcel would acquire if moved from an arbitrary latitude y1,
to a reference latitude, y0. More specifically, inverting equation (59.42) we see that

u0 =Mx(y1) + fy0. (59.43)

Hence, the quantity Mx(y1) is the extra zonal momentum per mass available at the reference
latitude, y0, upon moving a parcel from y1 to y0. We thus see that the potential momentum is
a material invariant in the way that potential temperature is for a perfect fluid. Furthermore,
as seen in Section 59.5, meridional gradients of Mx measure the inertial stability of a flow
configuration in a manner directly analogous to how vertical gradients of potential temperature
(or buoyancy) measure gravitational stability.

Meridional potential momentum

There are occasions when a front exhibits meridional symmetry, in which case the perfect
Boussinesq equations take the form

Du/Dt = fv − ∂xφ (59.44a)

Dv/Dt = −fu. (59.44b)

In this case the meridional potential momentum is materially invariant

DMy/Dt = 0 where My ≡ v + fx. (59.45)

59.4.2 Zonal potential momentum on a β-plane

The f -plane is rotationally invariant about the rotational axis. Correspondingly, we can write
the momentum equation in the form (59.37), thus exposing the potential momentum. Material
invariance for potential momentum holds along the symmetry direction of an arbitrarily oriented
symmetric front.

The β-plane is not rotationally invariant. Rather, it only maintains symmetry along lines
of constant latitude (zonal directions). Consequently, only zonally oriented symmetric fronts
maintain material invariance of zonal potential momentum. To see this property, write the zonal
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momentum equation in the form

∂tu+ v ∂yu+ w ∂zu− f v = 0, (59.46)

where we assumed zonal symmetry (∂x = 0). Now write the Coriolis parameter in the form

Γ = fo y + β y2/2 =⇒ f = dΓ/dy, (59.47)

so that the zonal momentum equation takes the form

∂t(u− Γ) + v ∂y(u− Γ) + w ∂z(u− Γ) = 0. (59.48)

Evidently, Mx = u− Γ is materially invariant for this zonally symmetric front.

59.4.3 Further reading

See Section 14.4 for more discussion of potential momentum as it concerns a point particle. The
term absolute momentum follows the arguments given on page 51 of Markowski and Richardson
(2010).

59.5 Horizontal inertial instability of geostrophic fronts

We now examine stability of an f -plane geostrophically balanced front for an inviscid Boussinesq
fluid. The analysis of centrifugal instability in Section 59.3 is closely followed, with rotational
symmetry replaced by along-front symmetry and angular momentum replaced by potential
momentum. We consider both the Rayleigh energetic stability analysis and the parcel analysis.
Furthermore, the perturbations maintain symmetry in the along-front direction, so perturbations
consist of a horizontally displaced row of parcels oriented along the front. Stability to more
general perturbations, such as those that are not symmetric along the front, is not addressed
here.

The results of our analysis are rotationally invariant since the f -plane is rotationally invariant.
Hence, we choose to orient the coordinate system based on convenience whereby the x-axis is the
along front axis and the y-axis is across the front (as in Figure 59.4). Furthermore, their relative
orientation is chosen in the usual righthand sense, so that x̂× ŷ = ẑ, where ẑ is anti-parallel to
gravity.

Although we make use of a continuously stratified Boussinesq fluid, the inertial instability
considered in this section is not associated with baroclinicity. Rather, as for the centrifugal case
in Section 59.3, it is associated with stability of an equilibrium state to horizontal displacements
along geopotential surfaces. In a continuously stratified adiabatic fluid, horizontal displacements
generally cross isentropic surfaces and so comprise irreversible perturbations. So long as the
associated mixing of momentum is negligible, we can still make use of material invariance of
potential momentum. We return to this point when studying isentropic inertial (symmetric)
instability in Section 59.6, in which perturbations are along sloped buoyancy surfaces rather
than geopotential surfaces.

59.5.1 Equations of motion relative to the geostrophic equilibrium state

The horizontal momentum equation for an inviscid Boussinesq fluid on an f -plane is given by
(see Section 29.1)

Du/Dt+ f ẑ × u = −∇hφ. (59.49)
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In the presence of along-front symmetry, an exact solution to the horizontal momentum equation
is given by along-front geostrophic flow and zero flow across the front

ug = −f−1 ∂yφ and v = 0 and ∂xφ = 0. (59.50)

We examine the stability of this exact equilibrium base state5 to perturbations aligned with the
front. To study evolution of the perturbations relative to the base state, subtract the base state
solution from the full momentum equation (59.49) to render

Du/Dt = f v (59.51a)

Dv/Dt = f (ug − u). (59.51b)

We continue to assume along-front symmetry in the perturbation so that there is no along-front
pressure gradient (∂xφ = 0) in equation (59.51a). Equation (59.51b) says that across-front
accelerations are determined by deviations from geostrophy of the along-front velocity, and
equation (59.51a) says that along-front accelerations are determined by the Coriolis acceleration
arising from a non-zero across-front velocity.

Following the treatment of potential momentum in Section 14.3, we write the along-front mo-
mentum equation (59.51a) as the material time derivative of the along-front potential momentum
per mass

Mx = u− fy, (59.52)

bringing the suite of perturbation equations to

DMx/Dt = 0 (59.53a)

Dv/Dt = f(ug − u). (59.53b)

Material invariance of the along-front potential momentum plays a fundamental role in the
stability analysis, analogous to the role of angular momentum for centrifugal instability in
Section 59.3. Finally, we can write the equations in terms of just Mx and v via

DMx/Dt = 0 (59.54a)

Dv/Dt = f(Mx
g −Mx). (59.54b)

59.5.2 Stability analysis based on energetic arguments

We follow the energetic arguments given in Section 59.3.3 for centrifugal instability of cyclostrophic
flow. Here, we ask whether the along-front geostrophic flow is stable to a swap of two along-front
oriented rows that have the same geopotential. If the swap releases kinetic energy from the base
state, then the base state flow is inertially unstable to an along-front symmetric perturbation.
In that case, perturbations spontaneously initiate inertial instability to affect a return to an
inertially stable state.

Instability condition

The kinetic energy per mass for the along-front geostrophic flow is given by

E = u2g/2 = (Mx
g + fy)2/2, (59.55)

5It is useful to confirm that ug = −f−1 ∂yφ and v = 0 are indeed exact solutions to equation (59.49).
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where we replaced the geostrophic velocity with the geostrophic potential momentum through
equation (59.52)

Mx
g = ug − f y. (59.56)

The kinetic energy per mass contained in two equal mass parcels at distinct meridional cross-front
positions, y = y1, and

y2 = y1 + (y2 − y1) = y1 +∆y, (59.57)

is given by
Einit = [Mx

g (y1) + fy1]
2/2 + [Mx

g (y2) + fy2]
2/2. (59.58)

Swapping the parcels and making use of the invariance of potential momentum leads to the
kinetic energy in the swapped state

Eswap = [Mx
g (y1) + f y2]

2/2 + [Mx
g (y2) + f y1]

2/2. (59.59)

A bit of algebra leads to the difference in kinetic energy between the two states

Eswap − Einit = −f (y2 − y1) [Mx
g (y2)−Mx

g (y1)] = −f ∆y∆Mx
g . (59.60)

Now compute a Taylor series of the potential momentum, Mx
g (y2), relative to the across-front

position, y = y1,

Mx
g (y2) ≈Mx

g (y1) + (y2 − y1)
dMx

g

dy

∣∣∣∣
y=y1

, (59.61)

which then leads to the energy difference

Eswap − Einit = −f (∆y)2
dMx

g

dy
(59.62a)

= −f (∆y)2 (∂yug − f) (59.62b)

= f (∆y)2 (ζg + f), (59.62c)

where
ζg = −∂yug (59.63)

is the vertical component to the geostrophic relative vorticity for the symmetric base state.
Evidently, kinetic energy is released upon swapping the two rows if the following condition is
satisfied

−f ∂yMx
g = f (ζg + f) < 0 =⇒ inertial instability. (59.64)

The second instability condition says that the base state is unstable if the absolute geostrophic
vorticity, ζg + f , has an opposite sign to the planetary vorticity. This stability condition has a
natural generalization to the case of symmetric instability considered in Sections 59.6 and 59.8.

Interpreting the instability condition

The first instability condition in equation (59.64) arises if the cross-front gradient of the
geostrophic potential momentum has the same sign as the Coriolis parameter. To help understand
this condition we examine the inertial stability of a base state with zero flow. Zero flow in a
rotating reference frame corresponds to rigid-body motion with potential momentum Mx

g = −fy.
For this base state, the inertial stability condition (59.64) is given by

−f (∂Mx
g /∂y) = f2 > 0, (59.65)
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thus signaling the rigid-body flow is inertially stable. By contrast, we infer that an inertially
unstable base state is rendered unstable by having an along-front flow that overcomes the
stabilizing contribution to potential momentum from planetary rotation. This situation is
directly analogous to the centrifugal instability studied in Section 59.3.

Summarizing the conditions for inertial instability

The instability condition (59.64) takes the following form for the northern and southern hemi-
spheres. Again, the x-axis is oriented along the front and y-axis is across the front with x̂× ŷ = ẑ
and Mx

g = ug − f y

northern hemisphere (f > 0): ∂yM
x
g > 0 ζg < −|f | ∂yug > +|f | (59.66a)

southern hemisphere (f < 0): ∂yM
x
g < 0 ζg > +|f | ∂yug < −|f |. (59.66b)

In both hemispheres, instability arises when the relative geostrophic vorticity is anti-cyclonic and
larger in magnitude than the cyclonic vorticity from planetary rotation. Under such conditions,
inertial instability allows the flow to readjust toward a state of less extreme relative vorticity,
thus returning the flow to a state with absolute vorticity dominated by planetary vorticity.
Equivalently, inertial instability arises for flows where ∂Mx

g /∂y > 0 in the northern hemisphere
and ∂Mx

g /∂y < 0 in the southern hemisphere, so that potential momentum of the geostrophic
base state increases poleward.

59.5.3 Stability analysis based on parcel arguments
Following the analysis for centrifugal instability in Section 59.3.5, we here consider a parcel
stability analysis to provide a force-balance interpretation of the inertial instability. For this
purpose, return to the perturbation equations (59.53a) and (59.53b), again with the equilibrium
base state of along-front geostrophic balance with zero motion in the across-front direction

f ug = −∂yφ. (59.67)

We examine the stability of this geostrophic base state with respect to along-front perturbations
of fluid parcels. For this purpose, imagine moving a row of fluid parcels from position y to a
new position, y +∆y. As per the usual assumption of a parcel analysis, this move is assumed
to have no impact on the surrounding fluid environment, including the pressure field.6 In
general, the displaced row of fluid parcels will not be in geostrophic balance at the new position,
thus providing for a non-zero acceleration in the across-front direction. If the acceleration is
directed back to the original position, then the base state is stable and displaced parcels exhibit
inertial oscillations in the x-y plane. In contrast, the base state is inertially unstable if the net
acceleration acts to further the initial displacement. Note that while the fluid parcels are moved
meridionally, they will be displaced zonally due to the Coriolis acceleration. However, we focus
attention on the meridional motion to determine whether the parcel accelerates further away
from its initial latitude or returns. We illustrate facets of the stable and unstable situations in
Figures 59.5 and 59.6, with details of these figures explained in the remainder of this section.

Mathematical formulation

Equation (59.53b) for the across-front motion is given by

Dv/Dt = f (ug − u). (59.68)

6With this assumption, the pressure field remains in geostrophic balance with the unperturbed background
geostrophic flow.
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<latexit sha1_base64="72PXjZakUHEDCls5MqbKayM9knI=">AAACbHicbVFNSyNBEO3M+hHjV7IKHkRoDIoXw4youwcF0YtHBaNCJgw9nUps7O4ZumtkZ4f5Nf4ar7sn/4S/wU7MQU0KGh7vvaKqXsepFBZ9/7Xi/ZiZnZuvLtQWl5ZXVuuNn7c2yQyHNk9kYu5jZkEKDW0UKOE+NcBULOEufrwY6ndPYKxI9A3mKXQVG2jRF5yho6L6afgXkEVFqOLkTxGi0DkdlCU9pfthygwKJqMiL2k2aTmhflRv+i1/VHQSBGPQJOO6ihqVjbCX8EyBRi6ZtZ3AT7FbDCdxCWUtzCykjD+yAXQc1EyB7RajO0u645ge7SfGPY10xH7uKJiyNlexcyqGD/a7NiSnamCFxqlKrKbRnQz7v7uF0GmGoPnHZv1MUkzoMGXaEwY4ytwBxo1wx1H+wAzj6P5iyuhazUUZfA9uEtwetILj1tH1YfPsfBxqlWySbbJHAvKLnJFLckXahJNn8kL+kf+VN2/d2/S2PqxeZdyzRr6Ut/sOVPu9LA==</latexit>

⇣g = �@yug < 0
<latexit sha1_base64="wDQZkwFww0iYfFbg2/gfY/Uq9Zk=">AAACbHicbVFNSyNBEO3M+hHjV7IKHkRoDIoXw4youxcX0YtHBaNCJgw9nUps7O4ZumtkZ4f5Nf4ar+7JP+FvsBNzUJOChsd7r6iq13EqhUXff614P2Zm5+arC7XFpeWV1Xrj541NMsOhzROZmLuYWZBCQxsFSrhLDTAVS7iNH86H+u0jGCsSfY15Cl3FBlr0BWfoqKh+Ev4DZFERqjj5W4QodE4HZUlP6H6YMoOCyajIS5pNWv5QP6o3/ZY/KjoJgjFoknFdRo3KRthLeKZAI5fM2k7gp9gthpO4hLIWZhZSxh/YADoOaqbAdovRnSXdcUyP9hPjnkY6Yj93FExZm6vYORXDe/tdG5JTNbBC41QlVtPoTob9391C6DRD0Pxjs34mKSZ0mDLtCQMcZe4A40a44yi/Z4ZxdH8xZXSt5qIMvgc3CW4OWsFx6+jqsHl6Ng61SjbJNtkjAflFTskFuSRtwskTeSYv5H/lzVv3Nr2tD6tXGfeskS/l7b4DWJO9Lg==</latexit>

⇣g = �@yug > 0

<latexit sha1_base64="55wOfa0F4JOH8FFp7+RS1Wf97uo=">AAACRHicbVDJSgNBEO2JW4xboogHL41BiJcwI27HoBePEcwCSQg9nU7SpLtn6K4Rh2E+xqv+h//gP3gTr2JnOWiSBwWP96qoqueHghtw3Q8ns7K6tr6R3cxtbe/s7uUL+3UTRJqyGg1EoJs+MUxwxWrAQbBmqBmRvmANf3Q39htPTBseqEeIQ9aRZKB4n1MCVurmD6Nu0pZ+8Jy0gasYD9K0FJ9180W37E6AF4k3I0U0Q7VbcI7avYBGkimgghjT8twQOgnRwKlgaa4dGRYSOiID1rJUEclMJ5ncn+JTq/RwP9C2FOCJ+nciIdKYWPq2UxIYmnlvLC71mOEKljq+XCa3IujfdBKuwgiYotPL+pHAEOBxerjHNaMgYksI1dw+h+mQaELBZrxkdS5no/Tmg1sk9fOyd1W+fLgoVm5noWbRMTpBJeSha1RB96iKaoiiBL2gV/TmvDufzpfzPW3NOLOZA/QPzs8v0Eqwuw==</latexit>

ug(y)

<latexit sha1_base64="bTDmyWDU4wB3wcdLJhFGGpZ/L24=">AAACQ3icbVDLSsNAFJ3UV42vVgUXboJFcGNJxNey6MZlBfuAJoTJdNIOnUyGmUkhhv6LW/0PP8JvcCduBadtFtrmwIXDOffO3HsCTolUtv1hlFZW19Y3ypvm1vbO7l6lut+WcSIQbqGYxqIbQIkpYbiliKK4ywWGUUBxJxjdT/3OGAtJYvakUo69CA4YCQmCSkt+5fDc5VAoAqmfpRN3DAUfEr9Ss+v2DNYycXJSAzmaftU4cvsxSiLMFKJQyp5jc+Vl05cRxRPTTSTmEI3gAPc0ZTDC0stm60+sU630rTAWupiyZurfiQxGUqZRoDsjqIZy0ZuKhR6WhKlCJ4iK5F6iwlsvI4wnCjM03yxMqKViaxqe1ScCI0VTTSASRB9noSEUECkdccHXpqmjdBaDWybti7pzXb96vKw17vJQy+AYnIAz4IAb0AAPoAlaAIFn8AJewZvxbnwaX8b3vLVk5DMH4B+Mn19t6bCW</latexit>

�@y'

<latexit sha1_base64="Bpom+9K9d6ZPtPwUs7gnY/1Puns=">AAACRnicbVDLSgNBEOyN7/hK9ODBy2AQPEjYFV9H0YtHBRMD2RBmJ7NxcGZ2mekVw7Jf41X/w1/wJ7yJVyePg8YUNBRV3XR3RakUFn3/wyvNzS8sLi2vlFfX1jc2K9Wtpk0yw3iDJTIxrYhaLoXmDRQoeSs1nKpI8vvo8Wro3z9xY0Wi73CQ8o6ifS1iwSg6qVvZiUl4SLJuHqooec5DFHpA+kXRrdT8uj8C+U+CCanBBDfdqrcT9hKWKa6RSWptO/BT7OTUoGCSF+Uwszyl7JH2edtRTRW3nXz0QUH2ndIjcWJcaSQj9fdETpW1AxW5TkXxwU57Q3Gmx63QONOJ1Cy5nWF83smFTjPkmo0vizNJMCHD/EhPGM5QDhyhzAj3HGEP1FCGLuUZq8tlF2UwHdx/0jyqB6f1k9vj2sXlJNRl2IU9OIAAzuACruEGGsCggBd4hTfv3fv0vrzvcWvJm8xswx+U4AfN/7A0</latexit>

f ug

<latexit sha1_base64="kK8ITw03KnzHedAyhcbon+eQmxA=">AAACNXicbVDLSgNBEJz1GeMr0YMHL4NB8BR2xdcxqAePEcwDkhBmJ73JkNnZZaZXCEt+wqv+h9/iwZt49RecJHvQJAUNRVU33V1+LIVB1/1wVlbX1jc2c1v57Z3dvf1C8aBuokRzqPFIRrrpMwNSKKihQAnNWAMLfQkNf3g38RvPoI2I1BOOYuiErK9EIDhDKzXb9yCR0VG3UHLL7hR0kXgZKZEM1W7ROWr3Ip6EoJBLZkzLc2PspEyj4BLG+XZiIGZ8yPrQslSxEEwnnR48pqdW6dEg0rYU0qn6dyJloTGj0LedIcOBmfcm4lIPjFC41PHDZXIrweCmkwoVJwiKzy4LEkkxopO4aE9o4ChHljCuhX2O8gHTjKMNdcnqfN5G6c0Ht0jq52Xvqnz5eFGq3Gah5sgxOSFnxCPXpEIeSJXUCCeSvJBX8ua8O5/Ol/M9a11xsplD8g/Ozy9w2qqg</latexit>

�y

<latexit sha1_base64="bTDmyWDU4wB3wcdLJhFGGpZ/L24=">AAACQ3icbVDLSsNAFJ3UV42vVgUXboJFcGNJxNey6MZlBfuAJoTJdNIOnUyGmUkhhv6LW/0PP8JvcCduBadtFtrmwIXDOffO3HsCTolUtv1hlFZW19Y3ypvm1vbO7l6lut+WcSIQbqGYxqIbQIkpYbiliKK4ywWGUUBxJxjdT/3OGAtJYvakUo69CA4YCQmCSkt+5fDc5VAoAqmfpRN3DAUfEr9Ss+v2DNYycXJSAzmaftU4cvsxSiLMFKJQyp5jc+Vl05cRxRPTTSTmEI3gAPc0ZTDC0stm60+sU630rTAWupiyZurfiQxGUqZRoDsjqIZy0ZuKhR6WhKlCJ4iK5F6iwlsvI4wnCjM03yxMqKViaxqe1ScCI0VTTSASRB9noSEUECkdccHXpqmjdBaDWybti7pzXb96vKw17vJQy+AYnIAz4IAb0AAPoAlaAIFn8AJewZvxbnwaX8b3vLVk5DMH4B+Mn19t6bCW</latexit>

�@y'

<latexit sha1_base64="Bpom+9K9d6ZPtPwUs7gnY/1Puns=">AAACRnicbVDLSgNBEOyN7/hK9ODBy2AQPEjYFV9H0YtHBRMD2RBmJ7NxcGZ2mekVw7Jf41X/w1/wJ7yJVyePg8YUNBRV3XR3RakUFn3/wyvNzS8sLi2vlFfX1jc2K9Wtpk0yw3iDJTIxrYhaLoXmDRQoeSs1nKpI8vvo8Wro3z9xY0Wi73CQ8o6ifS1iwSg6qVvZiUl4SLJuHqooec5DFHpA+kXRrdT8uj8C+U+CCanBBDfdqrcT9hKWKa6RSWptO/BT7OTUoGCSF+Uwszyl7JH2edtRTRW3nXz0QUH2ndIjcWJcaSQj9fdETpW1AxW5TkXxwU57Q3Gmx63QONOJ1Cy5nWF83smFTjPkmo0vizNJMCHD/EhPGM5QDhyhzAj3HGEP1FCGLuUZq8tlF2UwHdx/0jyqB6f1k9vj2sXlJNRl2IU9OIAAzuACruEGGsCggBd4hTfv3fv0vrzvcWvJm8xswx+U4AfN/7A0</latexit>

f ug

<latexit sha1_base64="kK8ITw03KnzHedAyhcbon+eQmxA=">AAACNXicbVDLSgNBEJz1GeMr0YMHL4NB8BR2xdcxqAePEcwDkhBmJ73JkNnZZaZXCEt+wqv+h9/iwZt49RecJHvQJAUNRVU33V1+LIVB1/1wVlbX1jc2c1v57Z3dvf1C8aBuokRzqPFIRrrpMwNSKKihQAnNWAMLfQkNf3g38RvPoI2I1BOOYuiErK9EIDhDKzXb9yCR0VG3UHLL7hR0kXgZKZEM1W7ROWr3Ip6EoJBLZkzLc2PspEyj4BLG+XZiIGZ8yPrQslSxEEwnnR48pqdW6dEg0rYU0qn6dyJloTGj0LedIcOBmfcm4lIPjFC41PHDZXIrweCmkwoVJwiKzy4LEkkxopO4aE9o4ChHljCuhX2O8gHTjKMNdcnqfN5G6c0Ht0jq52Xvqnz5eFGq3Gah5sgxOSFnxCPXpEIeSJXUCCeSvJBX8ua8O5/Ol/M9a11xsplD8g/Ozy9w2qqg</latexit>

�y

Inertially stable Inertially unstable

<latexit sha1_base64="55wOfa0F4JOH8FFp7+RS1Wf97uo=">AAACRHicbVDJSgNBEO2JW4xboogHL41BiJcwI27HoBePEcwCSQg9nU7SpLtn6K4Rh2E+xqv+h//gP3gTr2JnOWiSBwWP96qoqueHghtw3Q8ns7K6tr6R3cxtbe/s7uUL+3UTRJqyGg1EoJs+MUxwxWrAQbBmqBmRvmANf3Q39htPTBseqEeIQ9aRZKB4n1MCVurmD6Nu0pZ+8Jy0gasYD9K0FJ9180W37E6AF4k3I0U0Q7VbcI7avYBGkimgghjT8twQOgnRwKlgaa4dGRYSOiID1rJUEclMJ5ncn+JTq/RwP9C2FOCJ+nciIdKYWPq2UxIYmnlvLC71mOEKljq+XCa3IujfdBKuwgiYotPL+pHAEOBxerjHNaMgYksI1dw+h+mQaELBZrxkdS5no/Tmg1sk9fOyd1W+fLgoVm5noWbRMTpBJeSha1RB96iKaoiiBL2gV/TmvDufzpfzPW3NOLOZA/QPzs8v0Eqwuw==</latexit>

ug(y)

<latexit sha1_base64="RG7mxdJds7D3i8YdDlSUqIPMesM=">AAACTXicbVDLSgNBEJyNrxhfUQ8eBBkMgiCEXfF18BD04lHBqJANYXbSG4fMzC4zvWJccvNrvOp/ePZDvIk4iTn4SEFDUdVNd1eUSmHR99+8wsTk1PRMcbY0N7+wuFReXrmySWY41HkiE3MTMQtSaKijQAk3qQGmIgnXUfd04F/fgbEi0ZfYS6GpWEeLWHCGTmqVN2K6Q8MHQNbKQxUl93mIQvdop9+nx9RvlSt+1R+C/ifBiFTICOetZW8tbCc8U6CRS2ZtI/BTbObMoOAS+qUws5Ay3mUdaDiqmQLbzIeP9OmWU9o0TowrjXSo/pzImbK2pyLXqRje2r/eQBzrgRUaxzqRGic3MoyPmrnQaYag+fdlcSYpJnQQI20LAxxlzxHGjXDPUX7LDOPowh6zulRyUQZ/g/tPrnarwUF1/2KvUjsZhVok62STbJOAHJIaOSPnpE44eSRP5Jm8eK/eu/fhfX63FrzRzCr5hcLMF4TJsmQ=</latexit>

f + ⇣g < 0
<latexit sha1_base64="EUDFWl7ITXOEa+cIHC9xoMgKRkY=">AAACTXicbVDLSgNBEJyNrxhfUQ8eBBkMgiCEXfF1kqAXjwpGhWwIs5PeOGRmdpnpFeOSm1/jVf/Dsx/iTcRJzMFHChqKqm66u6JUCou+/+YVJianpmeKs6W5+YXFpfLyypVNMsOhzhOZmJuIWZBCQx0FSrhJDTAVSbiOuqcD//oOjBWJvsReCk3FOlrEgjN0Uqu8EdMdGj4AslYeqii5z0MUukc7/T49pn6rXPGr/hD0PwlGpEJGOG8te2thO+GZAo1cMmsbgZ9iM2cGBZfQL4WZhZTxLutAw1HNFNhmPnykT7ec0qZxYlxppEP150TOlLU9FblOxfDW/vUG4lgPrNA41onUOLmRYXzUzIVOMwTNvy+LM0kxoYMYaVsY4Ch7jjBuhHuO8ltmGEcX9pjVpZKLMvgb3H9ytVsNDqr7F3uV2sko1CJZJ5tkmwTkkNTIGTkndcLJI3kiz+TFe/XevQ/v87u14I1mVskvFGa+AIhhsmY=</latexit>

f + ⇣g > 0

<latexit sha1_base64="6eRXJd5FhE19QM2/ZRPURRQS0ug=">AAACNXicbVDLSgNBEJz1GeMr0YMHL4NB8BR2xdcxqAePEcwDkhBmJ73JkNnZZaZXCEt+wqv+h9/iwZt49RecJHvQJAUNRVU33V1+LIVB1/1wVlbX1jc2c1v57Z3dvf1C8aBuokRzqPFIRrrpMwNSKKihQAnNWAMLfQkNf3g38RvPoI2I1BOOYuiErK9EIDhDKzXb9yCR0aRbKLlldwq6SLyMlEiGarfoHLV7EU9CUMglM6bluTF2UqZRcAnjfDsxEDM+ZH1oWapYCKaTTg8e01Or9GgQaVsK6VT9O5Gy0JhR6NvOkOHAzHsTcakHRihc6vjhMrmVYHDTSYWKEwTFZ5cFiaQY0UlctCc0cJQjSxjXwj5H+YBpxtGGumR1Pm+j9OaDWyT187J3Vb58vChVbrNQc+SYnJAz4pFrUiEPpEpqhBNJXsgreXPenU/ny/meta442cwh+Qfn5xdpsqqc</latexit>

�u

<latexit sha1_base64="6eRXJd5FhE19QM2/ZRPURRQS0ug=">AAACNXicbVDLSgNBEJz1GeMr0YMHL4NB8BR2xdcxqAePEcwDkhBmJ73JkNnZZaZXCEt+wqv+h9/iwZt49RecJHvQJAUNRVU33V1+LIVB1/1wVlbX1jc2c1v57Z3dvf1C8aBuokRzqPFIRrrpMwNSKKihQAnNWAMLfQkNf3g38RvPoI2I1BOOYuiErK9EIDhDKzXb9yCR0aRbKLlldwq6SLyMlEiGarfoHLV7EU9CUMglM6bluTF2UqZRcAnjfDsxEDM+ZH1oWapYCKaTTg8e01Or9GgQaVsK6VT9O5Gy0JhR6NvOkOHAzHsTcakHRihc6vjhMrmVYHDTSYWKEwTFZ5cFiaQY0UlctCc0cJQjSxjXwj5H+YBpxtGGumR1Pm+j9OaDWyT187J3Vb58vChVbrNQc+SYnJAz4pFrUiEPpEpqhBNJXsgreXPenU/ny/meta442cwh+Qfn5xdpsqqc</latexit>

�u

<latexit sha1_base64="GyfxqrtKDo7k2NLCKKFiS4terD8=">AAACfHicbVHRSiMxFE1n1dW6unV98MGXsHWhUi0z4qovgqgPvggubG2hU0omva3BJDMkdxbHoV/l1/iq/yGmtYJr50DgcM69N7knUSKFRd9/LHlf5uYXvi4ulZe/rax+r6z9uLZxajg0eSxj046YBSk0NFGghHZigKlIQiu6PRv7rX9grIj1X8wS6Co21GIgOEMn9SqXaS2rh+cgkdFsmx7TtJeHKorv8hCFzuhwNKo5fZeG94Cs0At36PuAXqXqN/wJ6CwJpqRKprjqrZU2wn7MUwUauWTWdgI/wW7ODAouYVQOUwsJ47dsCB1HNVNgu/lk7xH95ZQ+HcTGHY10on7syJmyNlORq1QMb+xnbywWemCFxkInUkVyJ8XBUTcXOkkRNH972SCVFGM6Tp32hQGOMnOEcSPccpTfMMM4ur8puLpcdlEGn4ObJdd7jeCg8fvPfvXkdBrqItkkP0mNBOSQnJALckWahJMH8kieyHPpxdvy6t7uW6lXmvask//gHbwC1DvBqw==</latexit>

u(y +�y) = ug(y)� ⇣g(y)�y
<latexit sha1_base64="GyfxqrtKDo7k2NLCKKFiS4terD8=">AAACfHicbVHRSiMxFE1n1dW6unV98MGXsHWhUi0z4qovgqgPvggubG2hU0omva3BJDMkdxbHoV/l1/iq/yGmtYJr50DgcM69N7knUSKFRd9/LHlf5uYXvi4ulZe/rax+r6z9uLZxajg0eSxj046YBSk0NFGghHZigKlIQiu6PRv7rX9grIj1X8wS6Co21GIgOEMn9SqXaS2rh+cgkdFsmx7TtJeHKorv8hCFzuhwNKo5fZeG94Cs0At36PuAXqXqN/wJ6CwJpqRKprjqrZU2wn7MUwUauWTWdgI/wW7ODAouYVQOUwsJ47dsCB1HNVNgu/lk7xH95ZQ+HcTGHY10on7syJmyNlORq1QMb+xnbywWemCFxkInUkVyJ8XBUTcXOkkRNH972SCVFGM6Tp32hQGOMnOEcSPccpTfMMM4ur8puLpcdlEGn4ObJdd7jeCg8fvPfvXkdBrqItkkP0mNBOSQnJALckWahJMH8kieyHPpxdvy6t7uW6lXmvask//gHbwC1DvBqw==</latexit>

u(y +�y) = ug(y)� ⇣g(y)�y<latexit sha1_base64="tEzlBtXatyG/6wsW7PguVQoUALc=">AAAChXicbVHBThsxEHWWUmApJbQHDlwsokogINqtKOVSgYADR5BIQMpGkdeZDRa2d2XPIlar/bP+SK9c4SPwhiDRkJEsPb33Zjx+jjMpLAbBv4Y392n+88Likr/8ZeXranPtW9emueHQ4alMzU3MLEihoYMCJdxkBpiKJVzHd6e1fn0PxopUX2GRQV+xkRaJ4AwdNWh2o/GM0sCwon4+KCMVpw9lhEIXdChsVlVbxU50BhIZLbbpHzrlGdWGbbpDExrt0jfjoNkK2sG46EcQTkCLTOpisNZYj4YpzxVo5JJZ2wuDDPslMyi4hMqPcgsZ43dsBD0HNVNg++V4+Yr+cMyQJqlxRyMds+87SqasLVTsnIrhrZ3WanKmBlZonKnEahbdyzE57JdCZzmC5q+bJbmkmNI6fhepAY6yzpZxI9zjKL9lhnF0nzTjat93UYbTwX0E3Z/t8KD963K/dXwyCXWRbJBNskVC8psck3NyQTqEk7/kkTyRZ2/B2/P2vYNXq9eY9Hwn/5V39ALr18Sx</latexit>

udisp(y +�y) = ug(y) + f �y
<latexit sha1_base64="tEzlBtXatyG/6wsW7PguVQoUALc=">AAAChXicbVHBThsxEHWWUmApJbQHDlwsokogINqtKOVSgYADR5BIQMpGkdeZDRa2d2XPIlar/bP+SK9c4SPwhiDRkJEsPb33Zjx+jjMpLAbBv4Y392n+88Likr/8ZeXranPtW9emueHQ4alMzU3MLEihoYMCJdxkBpiKJVzHd6e1fn0PxopUX2GRQV+xkRaJ4AwdNWh2o/GM0sCwon4+KCMVpw9lhEIXdChsVlVbxU50BhIZLbbpHzrlGdWGbbpDExrt0jfjoNkK2sG46EcQTkCLTOpisNZYj4YpzxVo5JJZ2wuDDPslMyi4hMqPcgsZ43dsBD0HNVNg++V4+Yr+cMyQJqlxRyMds+87SqasLVTsnIrhrZ3WanKmBlZonKnEahbdyzE57JdCZzmC5q+bJbmkmNI6fhepAY6yzpZxI9zjKL9lhnF0nzTjat93UYbTwX0E3Z/t8KD963K/dXwyCXWRbJBNskVC8psck3NyQTqEk7/kkTyRZ2/B2/P2vYNXq9eY9Hwn/5V39ALr18Sx</latexit>

udisp(y +�y) = ug(y) + f �y

<latexit sha1_base64="x66l9FTvyTE6114ynjJd6mOOCbA=">AAACqHicbVFdb9MwFHUCgxFg6+CBB14sKqSOQZVMg/GCNAEPPBaJrkNNVdnuTWfNdiL7GpFF+aE88VdwuyDY1itZOjrnfvlcXinpME1/RfGdu1v37m8/SB4+eryz29t7cupKbwWMRalKe8aZAyUNjFGigrPKAtNcwYRffFrpkx9gnSzNN6wrmGm2NLKQgmGg5r06X/doLCxamvh5k2te/mxylKamC+mqth3UB/lnUMhovU+7dK6YuGjpG+r/qX6fJh9oMsgvAdn1Rsu2pQe0COWv6d9e814/HabroLdB1oE+6WI034ue5YtSeA0GhWLOTbO0wlnDLEqhoE1y76AKe7ElTAM0TIObNeuFW/oyMAtalDY8g3TN/l/RMO1crXnI1AzP3U1tRW7UwEmDGxWuN9FTj8X7WSNN5RGMuNqs8IpiSVcXCq5bEKhW9jNhZfgcFefMMoHhjhtGJ0mwMrtp3G1wejjM3g3ffj3qn3zsTN0mz8kLMiAZOSYn5AsZkTER5He0Fe1Eu/GreBRP4u9XqXHU1Twl1yLmfwAeX86K</latexit>

udisp(y +�y)� u(y +�u) = (⇣g + f)�y

Figure 59.5: Schematics of an inertially stable (left panel) and inertially unstable (right panel) geostrophic base
flow in the northern hemisphere. One of the red vectors is for the geostrophic velocity, ug(y), and the second for
the velocity at a displaced position udisp(y +∆y). The displaced velocity is determined by conservation of zonal
potential momentum, udisp(y+∆y) = ug(y) + f ∆y, from equation (59.71). In the unperturbed flow, the eastward
geostrophic velocity is generated by a northward pressure gradient acceleration that balances a southward Coriolis
acceleration. The base state pressure gradient remains unchanged even as the fluid parcels are perturbed, with
this assumption basic to the parcel method of stability analysis. At the displaced position we also show the
base state velocity at the displaced position, u(y +∆y) = ug(y) + ∂yu(y)∆y = ug(y)− ζg(y)∆y. The difference
between the displaced velocity and the base state velocity is udisp(y+∆y)− u(y+∆y) = (f + ζg)∆y. For the left
panels, the flow has positive relative vorticity so that ζg + f > 0 and the flow is inertially stable. In this case, the
displaced parcel has a southward Coriolis acceleration larger than the local Coriolis, thus returning the row of fluid
parcels back towards its initial latitude. For the right panel, the flow has negative relative geostrophic vorticity,
and that vorticity is strong enough so that the absolute geostrophic vorticity is negative, ζg + f < 0, in which case
the flow is inertially unstable. In this case, the displaced parcel has a southward Coriolis acceleration smaller than
the local Coriolis. Hence, the northward pressure gradient is strong enough to keep the parcel moving northward,
away from its initial position, thus signaling a base state that is inertially unstable.

This equation holds everywhere, in particular at the displaced cross-front position, y + ∆y.
At this position, the right hand side has u(y + ∆y), which is the along-front velocity of the
displaced parcel at the new position. Likewise, ug(y +∆y) is the geostrophic velocity at y +∆y
of the prescribed background flow. According to equation (59.67), the geostrophic velocity,
ug(y+∆y), determines a Coriolis acceleration at the displaced position, y+∆y, with this Coriolis
acceleration balanced by the cross-front pressure gradient, also evaluated at y +∆y.

To determine the sign of the cross-front acceleration in equation (59.68) acting on the
displaced parcel at y + ∆y, we make use of the material invariance of along-front potential
momentum. This invariance means that each fluid parcel carries its potential momentum from
the original position.7 For example, the potential momentum of a fluid parcel initially at position
y has the value given by the geostrophic base state at that latitude

Mx(y) =Mx
g (y) = ug(y)− f y. (59.69)

Material invariance means that the parcel retains this potential momentum as it moves to the
new position, y + ∆y. In turn, invariance of along-front potential momentum allows us to
determine the along-front velocity of the parcel at the displaced position in terms of ug(y) (recall
the procedure leading to equation (59.42))

Mx(y +∆y) = u(y +∆y)− f (y +∆y) (59.70a)

=Mx(y) (59.70b)

= ug(y)− f y, (59.70c)

which leads to
u(y +∆y) = ug(y) + f ∆y. (59.71)

7We offer a cautionary remark about notation. Namely, f is a constant so that f y is f times the latitude
position y, and likewise for f (y +∆y). In contrast, the zonal velocity, u, is a function of y, so that u(y) and
u(y +∆y) represent the zonal velocity evaluated at the latitude positions y and y +∆y, respectively.
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The cross-front acceleration (59.68) at the new latitude position thus takes the form

Dv(y +∆y)

Dt
= f [ug(y +∆y)− u(y +∆y)] (59.72a)

= f [ug(y +∆y)− ug(y)− f ∆y] (59.72b)

≈ f∆y
[
∂ug

∂y
− f

]
(59.72c)

= −f ∆y (ζg + f). (59.72d)

The initial displacement grows,
1

∆y

Dv(y +∆y)

Dt
> 0, (59.73)

if the following instability condition holds

f (ζg + f) < 0 =⇒ inertially unstable, (59.74)

which is the same instability condition as found via the energetic arguments in Section 59.5.2.

Oscillations or exponential growth?

Let y be the arbitrary initial meridional position for a fluid parcel, and ∆y the meridional
position relative to y. The equation of motion (59.72d) can be written in terms of the relative
position so that

d2∆y

dt2
+ f (ζg + f)∆y = 0. (59.75)

If f (ζg + f) < 0 then ∆y has an exponentially growing (and decaying) solution, thus indicating
instability. For the alternative case with f (ζg + f) > 0 we expect to find inertial-like oscillations.

A quick derivation of the instability condition

The displaced parcel at y+∆y has zonal velocity u(y+∆y) = ug(y)+f ∆y according to equation
(59.71), which follows from the material conservation of zonal potential momentum. The velocity
of the background geostrophic flow at y+∆y is given by the Taylor series approximation relative
to the flow at y (keeping terms up to first order):

ug(y +∆y) ≈ ug(y) + ∆y ∂yug(y) = ug(y)−∆y ζg(g). (59.76)

The difference between these two zonal velocities is

ug(y +∆y)− u(y +∆y) = −(f + ζg)∆y, (59.77)

which recovers the inertial stability condition derived above.

Summary of the parcel argument

As summarized in Figures 59.5 and 59.6, at the initial location in the base state, a parcel under
geostrophic balance has its Coriolis acceleration balanced by its pressure acceleration. However,
the displaced parcel generally will not be in geostrophic balance at the new location, in which
case its Coriolis acceleration does not balance the local pressure gradient. The parcel approach
determines a stability condition based on whether the imbalance leads to an acceleration back
towards its initial position (stable inertial oscillations) or further away (inertial instability). For
the unstable case, the Coriolis acceleration of the displaced parcel at its new location cannot
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PGF(B) > Cor(B)

Figure 59.6: Further depiction of inertially stable geostrophic flow (left panel) and unstable geostrophic flow
(right panel), complementing features presented in Figure 59.5. Here we show a fluid parcel starting at point
A and displaced to point B, with the curved motion due to the zonal Coriolis acceleration that acts when the
parcel is displaced in the meridional direction (f > 0). For the inertially stable case, the pressure gradient
acceleration acting on the displaced parcel at point B is weaker than the parcel’s Coriolis acceleration, so that the
parcel exhibits stable inertial oscillations in the x-y plane. For the inertially ustable case, the pressure gradient
acceleration acting on the parcel at point B is stronger than the parcel’s Coriolis acceleration, so that the parcel
continues to move further away and thus exhibits inertial instability.

match the local pressure gradient, thus causing the parcel to be thrust away from its initial
latitude.

Along-front symmetry of both the base state and the perturbation ensures material invariance
of along-front potential momentum. This invariance provides an explicit expression for the
acceleration felt by the displaced parcel, thus determining a condition on stability of the base
state to such symmetric perturbations. The method of analysis is directly analogous to that
applied to the rotating tank of fluid in Section 59.3 for centrifugal instability, as well as for a
vertical column of fluid in Section 30.4 for gravitational stability. We follow this procedure again
in Section 59.6 for studying symmetric instability.

59.6 Symmetric instability and the f Q < 0 criteria
In this section we examine stability of a geostrophically balanced baroclinic front on an f -plane.
We continue to assume the front is gravitationally stable (N2 > 0) and that it exhibits along-front
symmetry so that the along-front potential momentum is a material invariant (Figure 59.4).
Different from the inertial instability case in Section 59.5, we here assume the fluid to be adiabatic
so that Archimedean buoyancy is a second materially invariant property. We investigate stability
of a geostrophically balanced along-front flow using the parcel method and make use of buoyancy
as the vertical coordinate. We follow up this analysis in Section 59.8 with an Eulerian modal
analysis. Both approaches reveal the fundamental importance of potential vorticity as a signature
of symmetric instability. More precisely, the product, f Q, if negative, indicates a symmetrically
unstable front.

59.6.1 Equations using buoyancy as the vertical coordinate
Given the adiabatic nature of the fluid, and the role of baroclinicity, we are motivated to use
buoyancy as the vertical coordinate for a Boussinesq fluid as detailed in Section 66.2. That
is, we consider symmetric displacements of parcels along a constant buoyancy surface. By
construction, this displacement is neutral to gravitational instability since it occurs along a
constant buoyancy surface. However, a displaced parcel could still find itself in an unstable
position depending on the potential momentum of the local environment relative to the buoyancy
surfaces. The analysis proceeds just like for the horizontal inertial instability of Section 59.5.3,
yet with the displacements here being isentropic (constant buoyancy) rather than horizontal
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(constant geopotential). We are thus motivated to refer to the ensuing instability as isentropic
inertial instability, though note that it is more commonly referred to as symmetric instability.

With buoyancy as the vertical coordinate, the horizontal momentum equation is8

Du/Dt+ f ẑ × u = −∇hbM (59.78)

where ∇hb is a horizontal gradient computed along constant buoyancy surfaces. Furthermore,

M = φ− b z (59.79)

is the Montomery potential that contributes an acceleration via9

−∇hbM = −∇hbφ+ b∇hbz. (59.80)

The first term arises from pressure gradients and the second from geopotential gradients, both
computed along constant buoyancy surfaces. In the presence of along-front symmetry, an exact
solution to the horizontal momentum equation is given by along-front geostrophic flow and zero
cross-front flow

ug = −
1

f ρo

[
∂M

∂y

]
b

and v = 0 and

[
∂M

∂x

]
b

= 0. (59.81)

We examine stability of this base state to perturbations that are symmetric in the along-front
direction. Subtracting the exact equilibrium solution from the full momentum equation (59.49)
leads to

Du/Dt = fv and Dv/Dt = f(ug − u), (59.82)

where we assume along-front symmetry thus allowing us to drop the along-front gradient of
the Montgomery potential. Following the treatment in Sections 14.3 and 59.5.1, we write the
along-front momentum equation as the material time derivative of the along-front potential
momentum per mass, Mx = u− fy (equation (59.52)), thus bringing the perturbation equations
to

DMx/Dt = 0 and Dv/Dt = f (Mx
g −M). (59.83)

59.6.2 Parcel stability analysis

We follow the parcel analysis used for inertial instability in Section 59.5.3, starting with an
equilibrium base state of along-front geostrophic balance with zero meridional motion and then
examine the stability of this state to symmetric perturbations of fluid parcels along a constant
buoyancy surface. For this purpose, imagine moving a row of fluid parcels from cross-front
position y to position y+∆y while maintaining a fixed buoyancy and fixed potential momentum.
Furthermore, assume the displacement has no impact on the base state, which is the typical
assumption of the parcel approach to stabilty analysis. In general, the displaced row of parcels
will not be in geostrophic balance at the new position, thus providing for a non-zero cross-front
acceleration at that displaced position. The sign of that acceleration determines stability of the
flow to the symmetric perturbation.

At the new cross-front position, the meridional acceleration acting on the displaced parcels

8In Part XII of this book, we develop the mathematical and physical details for generalized vertical coordinates,
such as buoyancy or isopycnal coordinates. In particular, the essential features of the ∇hb gradient operator are
provided in Figure 63.4. For purposes of the present chapter, one merely needs to know that ∇hb provides a
measure of the property gradients computed along constant buoyancy surfaces, and yet with ∇hb still having only
horizontal components: ∇hb = x̂ (∂/∂x)b + ŷ (∂/∂y)b, where the b subscript means that the derivative is computed
while holding b constant.

9Be careful to distinguish the Montgomery potential, M , in equation (59.79) from the zonal potential
momentum, Mx, in equation (59.40).
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is given by10

Dv(y +∆y)

Dt
= f [Mx

g (y +∆y)−Mx(y +∆y)], (59.84)

where Mx(y +∆y) is the potential momentum at y +∆y, and Mx
g (y +∆y) is the geostrophic

potential momentum at y+∆y. To determine the sign of the acceleration acting on the displaced
parcel, we make use of the material invariance of along-front potential momentum,

Mx(y +∆y) =Mx(y) =Mx
g (y), (59.85)

so that the meridional acceleration is

Dv(y +∆y)

Dt
= f

[
∂Mx

g

∂y

]
b

∆y. (59.86)

Evidently, if ∆y > 0 then the displacement is unstable if

f

[
∂Mx

g

∂y

]
b

> 0 =⇒ symmetrically unstable geostrophic state. (59.87)

We can write this condition in terms of the absolute geostrophic vorticity by noting that[
∂Mx

g

∂y

]
b

=

[
∂ug

∂y

]
b

− f = −(ζ̃g + f), (59.88)

where ζ̃g is the relative vorticity of the geostrophic flow computed on buoyancy surfaces (see
Section 66.2)

ζ̃g =

[
∂vg
∂x

]
b

−
[
∂ug

∂y

]
b

, (59.89)

with vg = 0 for this zonal geostrophic front. Evidently, we have arrived at the alternative
expression of a symmetrically unstable geostrophic base flow

f (f + ζ̃g) < 0 =⇒ symmetrically unstable geostrophic state. (59.90)

Finally, we can introduce the Boussinesq Ertel potential vorticity in the form11

Q = (ω + f ẑ) · ∇b = (ζ̃ + f)N2, (59.91)

with N2 = ∂zb > 0 the squared buoyancy frequency for gravitationally stable flows. Bringing
these results together leads to the equivalent expressions of the necessary and sufficient conditions
for a geostrophic base flow to be symmetrically unstable

f

[
∂Mx

g

∂y

]
b

> 0 (59.92a)

f (ζ̃g + f) < 0 (59.92b)

f Qg < 0. (59.92c)

10We only expose the meridional coordinate dependence in equation (59.84), but note that the velocity and
potential momentum are also a function of the vertical position and time.

11We derive equation (59.91) when studying potential vorticity in the Boussinesq ocean using buoyancy
coordinates; see equation (66.38).
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59.6.3 Geometric perspective on the instability condition

The instability condition (59.92b) is a direct translation of the inertial instability condition
(59.74), swapping horizontal displacements with displacements along buoyancy surfaces. Likewise,
the instability condition (59.92a) is directly analogous to the inertial instability condition (59.64),
only here with displacement along a buoyancy surface rather than a geopotential. In the northern
hemisphere, if one moves in the +ŷ direction on a constant buoyancy surface and encounters
increasing values for the potential momentum, then the base state flow is symmetrically unstable.
Conversely in the southern hemisphere, if one moves in −ŷ direction on a constant buoyancy
surface and encounters increasing values for the potential momentum, then the base state flow is
symmetrically unstable. We illustrate this situation in Figure 59.7.
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f < 0
<latexit sha1_base64="3460Ccp9ERxc8ncbQt5Z5BQGoZY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0IOHohePFUxbaEPZbCft0s0m7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvDAVXBvX/XZKa+sbm1vl7crO7t7+QfXwqKWTTDH0WSIS1QmpRsEl+oYbgZ1UIY1Dge1wfDfz20+oNE/ko5mkGMR0KHnEGTVW8iNyQ9x+tebW3TnIKvEKUoMCzX71qzdIWBajNExQrbuem5ogp8pwJnBa6WUaU8rGdIhdSyWNUQf5/NgpObPKgESJsiUNmau/J3Iaaz2JQ9sZUzPSy95M/M/rZia6DnIu08ygZItFUSaIScjsczLgCpkRE0soU9zeStiIKsqMzadiQ/CWX14lrYu659a9h8ta47aIowwncArn4MEVNOAemuADAw7P8ApvjnRenHfnY9FacoqZY/gD5/MHZeuNvg==</latexit><latexit sha1_base64="3460Ccp9ERxc8ncbQt5Z5BQGoZY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0IOHohePFUxbaEPZbCft0s0m7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvDAVXBvX/XZKa+sbm1vl7crO7t7+QfXwqKWTTDH0WSIS1QmpRsEl+oYbgZ1UIY1Dge1wfDfz20+oNE/ko5mkGMR0KHnEGTVW8iNyQ9x+tebW3TnIKvEKUoMCzX71qzdIWBajNExQrbuem5ogp8pwJnBa6WUaU8rGdIhdSyWNUQf5/NgpObPKgESJsiUNmau/J3Iaaz2JQ9sZUzPSy95M/M/rZia6DnIu08ygZItFUSaIScjsczLgCpkRE0soU9zeStiIKsqMzadiQ/CWX14lrYu659a9h8ta47aIowwncArn4MEVNOAemuADAw7P8ApvjnRenHfnY9FacoqZY/gD5/MHZeuNvg==</latexit><latexit sha1_base64="3460Ccp9ERxc8ncbQt5Z5BQGoZY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0IOHohePFUxbaEPZbCft0s0m7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvDAVXBvX/XZKa+sbm1vl7crO7t7+QfXwqKWTTDH0WSIS1QmpRsEl+oYbgZ1UIY1Dge1wfDfz20+oNE/ko5mkGMR0KHnEGTVW8iNyQ9x+tebW3TnIKvEKUoMCzX71qzdIWBajNExQrbuem5ogp8pwJnBa6WUaU8rGdIhdSyWNUQf5/NgpObPKgESJsiUNmau/J3Iaaz2JQ9sZUzPSy95M/M/rZia6DnIu08ygZItFUSaIScjsczLgCpkRE0soU9zeStiIKsqMzadiQ/CWX14lrYu659a9h8ta47aIowwncArn4MEVNOAemuADAw7P8ApvjnRenHfnY9FacoqZY/gD5/MHZeuNvg==</latexit><latexit sha1_base64="3460Ccp9ERxc8ncbQt5Z5BQGoZY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0IOHohePFUxbaEPZbCft0s0m7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvDAVXBvX/XZKa+sbm1vl7crO7t7+QfXwqKWTTDH0WSIS1QmpRsEl+oYbgZ1UIY1Dge1wfDfz20+oNE/ko5mkGMR0KHnEGTVW8iNyQ9x+tebW3TnIKvEKUoMCzX71qzdIWBajNExQrbuem5ogp8pwJnBa6WUaU8rGdIhdSyWNUQf5/NgpObPKgESJsiUNmau/J3Iaaz2JQ9sZUzPSy95M/M/rZia6DnIu08ygZItFUSaIScjsczLgCpkRE0soU9zeStiIKsqMzadiQ/CWX14lrYu659a9h8ta47aIowwncArn4MEVNOAemuADAw7P8ApvjnRenHfnY9FacoqZY/gD5/MHZeuNvg==</latexit>

y
<latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>

<latexit sha1_base64="H5QVc06OThRNd9HocyVNKlEpxiY=">AAACFnicbVDLSsNAFJ34rPUVFdy4GSyCq5KIVJdFN26ECvYBbSyT6aQdOjMJMxMxxPyHa7f6De7ErVs/wb9w2gaxrQcuHM65l3M5fsSo0o7zZS0sLi2vrBbWiusbm1vb9s5uQ4WxxKSOQxbKlo8UYVSQuqaakVYkCeI+I01/eDnym/dEKhqKW51ExOOoL2hAMdJG6tr71920w/3wIe1oKhLYz7K71M26dskpO2PAeeLmpARy1Lr2d6cX4pgToTFDSrVdJ9JeiqSmmJGs2IkViRAeoj5pGyoQJ8pLx/9n8MgoPRiE0ozQcKz+vUgRVyrhvtnkSA/UrDcS//PasQ7OvZSKKNZE4ElQEDOoQzgqA/aoJFizxBCEJTW/QjxAEmFtKptK8flvgOnGnW1injROym6lXLk5LVUv8pYK4AAcgmPggjNQBVegBuoAg0fwDF7Aq/VkvVnv1sdkdcHKb/bAFKzPH0lPn6A=</latexit>

M1
g

<latexit sha1_base64="bg0arNC0z8b3ziOTIgSJZ+B5fDM=">AAACFnicbVDJSgNBFOyJW4xbVPDipTEInsJMkOgx6MWLEMEskMTQ0+lJmvQydPeIwzj/4dmrfoM38erVT/Av7CyISSx4UFS9Rz3KDxnVxnW/nMzS8srqWnY9t7G5tb2T392raxkpTGpYMqmaPtKEUUFqhhpGmqEiiPuMNPzh5chv3BOlqRS3Jg5Jh6O+oAHFyFipmz+47iZt7suHpG2oiGE/Te+SUtrNF9yiOwZcJN6UFMAU1W7+u92TOOJEGMyQ1i3PDU0nQcpQzEiaa0eahAgPUZ+0LBWIE91Jxv+n8NgqPRhIZUcYOFb/XiSIax1z325yZAZ63huJ/3mtyATnnYSKMDJE4ElQEDFoJByVAXtUEWxYbAnCitpfIR4ghbCxlc2k+Pw3wHbjzTexSOqlolculm9OC5WLaUtZcAiOwAnwwBmogCtQBTWAwSN4Bi/g1Xly3px352OymnGmN/tgBs7nD0rrn6E=</latexit>

M2
g

<latexit sha1_base64="pWIEXf6Bv2IAcPbzuyc9DpAcrlg=">AAACC3icbVDLSsNAFL2pr1pfVZduBovgqiQi1ZUU3bisaB/QxjKZTtuhk0mcmQgh5BNcu9VvcCdu/Qg/wb9w2gaxrQcuHM65l3M5XsiZ0rb9ZeWWlldW1/LrhY3Nre2d4u5eQwWRJLROAh7IlocV5UzQumaa01YoKfY9Tpve6GrsNx+pVCwQdzoOqevjgWB9RrA2knvbTbz0PolTdIHsbrFkl+0J0CJxMlKCDLVu8bvTC0jkU6EJx0q1HTvUboKlZoTTtNCJFA0xGeEBbRsqsE+Vm0yeTtGRUXqoH0gzQqOJ+vciwb5Sse+ZTR/roZr3xuJ/XjvS/XM3YSKMNBVkGtSPONIBGjeAekxSonlsCCaSmV8RGWKJiTY9zaR4/m+A6caZb2KRNE7KTqVcuTktVS+zlvJwAIdwDA6cQRWuoQZ1IPAAz/ACr9aT9Wa9Wx/T1ZyV3ezDDKzPH1AgmsI=</latexit>

Sy
b > 0

b1
<latexit sha1_base64="plP3yBlvwPKQLNH6lnzl4yciwQI=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIez7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxyKlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8gfP5A+odjYo=</latexit><latexit sha1_base64="plP3yBlvwPKQLNH6lnzl4yciwQI=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIez7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxyKlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8gfP5A+odjYo=</latexit><latexit sha1_base64="plP3yBlvwPKQLNH6lnzl4yciwQI=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIez7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxyKlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8gfP5A+odjYo=</latexit><latexit sha1_base64="plP3yBlvwPKQLNH6lnzl4yciwQI=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIez7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxyKlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8gfP5A+odjYo=</latexit>

b2
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Figure 59.7: Example geostrophically balanced flow configurations that are symmetrically unstable; i.e., inertially
unstable to a perturbation with symmetry along the front. We show example buoyancy surfaces and potential
momentum surfaces for the southern hemisphere (left) and northern hemisphere (right). The instability conditions
(59.99a) and (59.99b) are indicated on the respective panels. In both cases, surfaces of constant buoyancy are
more steeply sloped than constant potential momentum surfaces. The x coordinate measures distance in the
along-front direction and y measures distance in the cross-front direction, oriented so that x̂× ŷ = ẑ where ẑ is
anti-parallel to gravity (x̂ is out of the page). A means to quickly judge whether a flow is symmetrically unstable
is to note that the wedge of instability region between buoyancy and potential momentum surfaces provides a
source of available potential energy. Symmetric instability can feed off the potential energy only when buoyancy
surfaces are more steeply sloped than potential momentum surfaces.

As another way to write the instability condition (59.92a), make use of the expression (63.78b)
to transform the derivative on buoyancy surfaces back to geopotential coordinates[
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]
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=

[
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∂y

]
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− ∂b/∂y

∂b/∂z
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(59.93a)
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(59.93b)
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g ). (59.93c)

Similarly, we have [
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]
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g ), (59.94b)

which then leads to
(∂b/∂y)Mx

g

∂b/∂z
= −(∂Mx

g /∂y)b

∂Mx
g /∂z

. (59.95)
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Furthermore, with Mx
g = ug − f y we have

∂zM
x
g = ∂zug = −f−1 (∂b/∂y)z, (59.96)

so that
Syb (∂b/∂y)Mx

g
= −f (∂Mx

g /∂y)b, (59.97)

where we introduced the slope of the meridional buoyancy surface

Syb ≡ −
∂b/∂y

∂b/∂z
. (59.98)

Use of the identity (59.97) in the instability condition (59.92a) leads to the equivalent expressions
of a symmetrically unstable geostrophically balances state

f
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∂Mx

g
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]
b

= −Syb
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g

> 0 =⇒ symmetrically unstable (59.99a)

f N2
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b

=
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]
z

[
∂b
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]
Mx

g

> 0 =⇒ symmetrically unstable. (59.99b)

Consider a configuration with buoyancy slopes rising to the north, so that the meridional
buoyancy slope is positive, Syb > 0. Equation (59.99a) says that if the buoyancy decreases
moving in the +ŷ direction while moving along constant potential momentum surfaces, then
the flow is symmetrically unstable. Equivalently, equation (59.99b) says that if buoyancy has
a meridional derivative of the same sign on both a constant z surface and a constant Mx

g

surface, then the flow is symmetrically unstable. In Figure 59.7 we depict various properties of
symmetrically unstable configurations.

59.7 Symmetric instability and the wedge of instability

We here formulate the stability of a symmetric front using geopotential vertical coordinate
equations, thus serving as a complement to the analysis in Section 59.6 based on buoyancy as the
vertical coordinate. Furthermore, we here focus on perturbations that lead to an instability if
presented with a base flow state that is unstable. More precisely, we consider zonally symmetric
perturbations (i.e., a row of fluid parcels) that carry buoyancy and zonal potential momentum
from the initial position into a new position. The question is whether the displaced row of fluid
parcels feels a net force that sends it back to where it came (stable perturbation), or if the
force sends it further away (unstable perturbation). Through this analysis we show that flow
configurations with buoyancy and potential momentum surfaces oriented as in Figure 59.7 admit
unstable perturbations that probe the wedge of instability (see Figure 59.8). The existence of
such perturbations is a signature of a symmetrically unstable background flow state.

59.7.1 Formulation of the basic equations

Take the inviscid Boussinesq equation (30.91b) as a starting point, here written as

DMx/Dt = 0 and Dv/Dt = f (Mx
g −Mx) and Dw/Dt = −∂zφ+ b. (59.100)

The base state is assumed to be in geostrophic and hydrostatic balance, in which

base flow state⇐⇒ Dv/Dt = 0 and Mx =Mx
g and ∂zφ = b g. (59.101)
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To examine stability of this base state, displace a row of fluid parcels from its original y-z
position, (yA, zA), to a new position,

yB = yA +∆y and zB = zA +∆z, (59.102)

such as depicted in Figure 59.8. Notably, the buoyancy and potential momentum at point
(yB, zB) are distinct from those at (yA, zA). Importantly, the displacement materially preserves
the buoyancy and potential momentum of the displaced row of parcels, so that

bparcel = b(A) and Mx
parcel =Mx(A) =Mx

g (A). (59.103)

At the displaced position, the row of parcels finds itself in a local environment where it feels a
nonzero acceleration. Does this acceleration act to further the displacement (unstable perturba-
tion) or return the row of parcels to its original position (stable perturbation)?
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<latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit><latexit sha1_base64="SRr+1DRB/p/KyO30X/cNNP8vphA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7EyGU/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKweMUu4H9GREqFgFK30kFUG1Zpbd+cgq8QrSA0KNAfVr/4wZmnEFTJJjel5boL+lGoUTPJZpZ8anlA2oSPes1TRiBt/Or90Rs6sMiRhrG0pJHP198SURsZkUWA7I4pjs+zl4n9eL8Xw2p8KlaTIFVssClNJMCb522QoNGcoM0so08LeStiYasrQhpOH4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMQniGV3hzJs6L8+58LFpLTjFzDH/gfP4AHFGNEQ==</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>

A

B
<latexit sha1_base64="GQsQvJh8mueFg1CLg+f7IcAh8jQ=">AAACBnicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFXbisYGuhHUomvW1Dk5khyQhl6N61W/0Gd+LW3/AT/AvTdhDbeiBwOOdezs0JYsG1cd0vJ7eyura+kd8sbG3v7O4V9w8aOkoUwzqLRKSaAdUoeIh1w43AZqyQykDgQzC8nvgPj6g0j8J7M4rRl7Qf8h5n1Fip2b5BYSjRnWLJLbtTkGXiZaQEGWqd4ne7G7FEYmiYoFq3PDc2fkqV4UzguNBONMaUDWkfW5aGVKL20+m9Y3JilS7pRcq+0JCp+ncjpVLrkQzspKRmoBe9ifif10pM79JPeRgnBkM2C+olgpiITD5PulwhM2JkCWWK21sJG1BFmbEVzaUE8jfAduMtNrFMGmdlr1Ku3J2XqldZS3k4gmM4BQ8uoAq3UIM6MBDwDC/w6jw5b8678zEbzTnZziHMwfn8Acw0mOA=</latexit>

�s

<latexit sha1_base64="yfVY9/4yL9xlEwjdJstj6Nf6OWI=">AAACBnicbVDLSgMxFM3UV62vqks3wSK4KjMi1WVRFy4r2Fpoh5JJM21okhmSO8IwdO/arX6DO3Hrb/gJ/oVpO4htPRA4nHMv5+YEseAGXPfLKaysrq1vFDdLW9s7u3vl/YOWiRJNWZNGItLtgBgmuGJN4CBYO9aMyECwh2B0PfEfHpk2PFL3kMbMl2SgeMgpASu1uzdMAMFpr1xxq+4UeJl4OamgHI1e+bvbj2gimQIqiDEdz43Bz4gGTgUbl7qJYTGhIzJgHUsVkcz42fTeMT6xSh+HkbZPAZ6qfzcyIo1JZWAnJYGhWfQm4n9eJ4Hw0s+4ihNgis6CwkRgiPDk87jPNaMgUksI1dzeiumQaELBVjSXEsjfANuNt9jEMmmdVb1atXZ3Xqlf5S0V0RE6RqfIQxeojm5RAzURRQI9oxf06jw5b8678zEbLTj5ziGag/P5A9XWmOY=</latexit>

�y

<latexit sha1_base64="IyQ0z2zcDI7ZiyzXGvtCXoSmunc=">AAACBnicbVDLSgMxFM3UV62vqks3wSK4KjMi1WVRFy4r2Ae0Q8mkmTY0yQzJHaEO3bt2q9/gTtz6G36Cf2HaDmJbDwQO59zLuTlBLLgB1/1yciura+sb+c3C1vbO7l5x/6BhokRTVqeRiHQrIIYJrlgdOAjWijUjMhCsGQyvJ37zgWnDI3UPo5j5kvQVDzklYKVW54YJIPixWyy5ZXcKvEy8jJRQhlq3+N3pRTSRTAEVxJi258bgp0QDp4KNC53EsJjQIemztqWKSGb8dHrvGJ9YpYfDSNunAE/VvxspkcaMZGAnJYGBWfQm4n9eO4Hw0k+5ihNgis6CwkRgiPDk87jHNaMgRpYQqrm9FdMB0YSCrWguJZC/AbYbb7GJZdI4K3uVcuXuvFS9ylrKoyN0jE6Rhy5QFd2iGqojigR6Ri/o1Xly3px352M2mnOynUM0B+fzB9dxmOc=</latexit>

�z

<latexit sha1_base64="cIadisb02/jEtKR03uRlYwp/vg0=">AAAB/3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy5bsK3QDiWT3mlDk5khyQildOHarX6DO3Hrp/gJ/oVpO4htPRA4nHMv5+YEieDauO6Xk1tb39jcym8Xdnb39g+Kh0dNHaeKYYPFIlYPAdUoeIQNw43Ah0QhlYHAVjC8nfqtR1Sax9G9GSXoS9qPeMgZNVaqB91iyS27M5BV4mWkBBlq3eJ3pxezVGJkmKBatz03Mf6YKsOZwEmhk2pMKBvSPrYtjahE7Y9nh07ImVV6JIyVfZEhM/XvxphKrUcysJOSmoFe9qbif147NeG1P+ZRkhqM2DwoTAUxMZn+mvS4QmbEyBLKFLe3EjagijJju1lICeRvgO3GW25ilTQvyl6lXKlflqo3WUt5OIFTOAcPrqAKd1CDBjBAeIYXeHWenDfn3fmYj+acbOcYFuB8/gDJ0pYj</latexit>

b

<latexit sha1_base64="TWkE4+qLI3dphcehiCjtwMpRU0Y=">AAACHnicbVDLSgMxFM3UV62vqktBgkVwVWZEqsuiGzdCRdsKbR0yadqGJpkhyUiHMDs/xLVb/QZ34lY/wb8wfSC29UDgcM69nJsTRIwq7bpfTmZhcWl5JbuaW1vf2NzKb+/UVBhLTKo4ZKG8C5AijApS1VQzchdJgnjASD3oXwz9+gORiobiVicRaXHUFbRDMdJW8vP7N765ujeD1DdNHoQD09RUJLCbpum9SVI/X3CL7ghwnngTUgATVPz8d7Md4pgToTFDSjU8N9Itg6SmmJE014wViRDuoy5pWCoQJ6plRv9I4aFV2rATSvuEhiP174ZBXKmEB3aSI91Ts95Q/M9rxLpz1jJURLEmAo+DOjGDOoTDUmCbSoI1SyxBWFJ7K8Q9JBHWtrqplID/BthuvNkm5kntuOiViqXrk0L5fNJSFuyBA3AEPHAKyuASVEAVYPAInsELeHWenDfn3fkYj2acyc4umILz+QPPFaOw</latexit>

Sy
Mx

g

<latexit sha1_base64="IMzwvirKblGYo4oA6JUfSRWIXzs=">AAACB3icbVDLSsNAFL3xWeur6tJNsAiuSiJSXRbduKxoH9LGMplO2qEzkzAzEULIB7h2q9/gTtz6GX6Cf+G0DWJbDwwczrmXc+f4EaNKO86XtbS8srq2Xtgobm5t7+yW9vabKowlJg0cslC2faQIo4I0NNWMtCNJEPcZafmjq7HfeiRS0VDc6SQiHkcDQQOKkTbS/W0v9bOHNMl6pbJTcSawF4mbkzLkqPdK391+iGNOhMYMKdVxnUh7KZKaYkayYjdWJEJ4hAakY6hAnCgvnRyc2cdG6dtBKM0T2p6ofzdSxJVKuG8mOdJDNe+Nxf+8TqyDCy+lIoo1EXgaFMTM1qE9/r3dp5JgzRJDEJbU3GrjIZIIa9PRTIrPfwNMN+58E4ukeVpxq5XqzVm5dpm3VIBDOIITcOEcanANdWgABg7P8AKv1pP1Zr1bH9PRJSvfOYAZWJ8/lAiZ7A==</latexit>

Sy
b

<latexit sha1_base64="uAJHUQj6ZpYPw9lNpKFOCKD+DBY=">AAACGHicbVDLSgMxFM3UV62vUTeCm2ARXJUZkeqy6MaNUME+oK0lk6ZtaB5DkpGWYfwQ1271G9yJW3d+gn9h2g5iWw8EDufcy7k5QcioNp735WSWlldW17LruY3Nre0dd3evqmWkMKlgyaSqB0gTRgWpGGoYqYeKIB4wUgsGV2O/9kCUplLcmVFIWhz1BO1SjIyV2u7BzX08TNpxkwdyGDcNFSPYSxKYa7t5r+BNABeJn5I8SFFuu9/NjsQRJ8JghrRu+F5oWjFShmJGklwz0iREeIB6pGGpQJzoVjz5QQKPrdKBXansEwZO1L8bMeJaj3hgJzkyfT3vjcX/vEZkuhetmIowMkTgaVA3YtBIOK4Ddqgi2LCRJQgram+FuI8UwsaWNpMS8N8A240/38QiqZ4W/GKheHuWL12mLWXBITgCJ8AH56AErkEZVAAGj+AZvIBX58l5c96dj+loxkl39sEMnM8fXo6gJQ==</latexit>

Mx
g

<latexit sha1_base64="dZH503raXjkMFp7HPhTYac2Ossg=">AAADBXichVJba9RAFJ7EW11vW330ZXApCOKaiLR9EYr6IIhQsdsWNmmYzJ5kh51cmDlRs0Oe/TW+ia/9Hf4bJ9mg23bBA4GP7zJn+CZxKYVGz/vtuNeu37h5a+v24M7de/cfDLcfHuuiUhwmvJCFOo2ZBilymKBACaelApbFEk7ixdtWP/kCSosiP8K6hDBjaS4SwRlaKhqef47MxzPzrYlM2jRnpm7oaxpISHBKg0QxbmjwDiQyumxMj6wnUCKdY7ietbnnq0RQMoWCSbqmvvhL1s1/DMvuCquTloCslekzmvzLRcZ6qi4WDUfe2OuGXgV+D0akn8No2xkHs4JXGeTIJdN66nslhqY9mUtoBkGloWR8wVKYWpizDHRouqYbumOZGU0KZb8caceuJwzLtK6z2DozhnN9WWvJTdq0wmQ/NCIvK4ScrxYllaRY0PbZ6Ewo4ChrCxhXwt6V8jmzHaF93Atb4mzj8qpMFcBiozarkM85k1aUxVdQ3P5QtLVZbmAb9i/3eRUcvxz7u+PdT69GB2/6rrfIY/KEPCU+2SMH5D05JBPCnR3ng3PkTNzv7g/3p/trZXWdPvOIXBj3/A9IWfl0</latexit>

Sy
Mx

g
=

[
!z

!y

]

Mx
g

= →
ωMx

g /ωy

ωMx
g /ωz

=
εg + f

ωzug

<latexit sha1_base64="A32JWRCqmN/DJ6WX46CFqgWgwIk=">AAAC3XicbVLLbtQwFHXCqwyvKSzZWIwqsWiHSYVKN0gVsGCFimDaSpM0cjw3GWuch+yboozlJTvEtt/GxyDhZAKi7VzJ0tE55/rax04qKTROJr88/9btO3fvbd0fPHj46PGT4fbTE13WisOUl7JUZwnTIEUBUxQo4axSwPJEwmmyfN/qpxegtCiLr9hUEOUsK0QqOENHxcPLL7FJ7LlpLH1LQwkpzmiYKsYNDT+AREZX1vTIeUIlsgVGbY/z762dYcUUCiZp8uofbOxGetWN6bpSGu7Sv0JsVraOTWat+XRu9q2Nh6PJeNIVvQmCHoxIX8fxtjcO5yWvcyiQS6b1LJhUGJl2fy7BDsJaQ8X4kmUwc7BgOejIdAlauuOYOU1L5VaBtGP/7zAs17rJ3a13coYLfV1ryU3arMb0MDKiqGqEgq8HpbWkWNL2OehcKOAoGwcYV8KdlfIFc/mge7QrU5J84/C6yhTAcqM2r5EvOJNOlOU3UNx9FNraHDdwCQfX87wJTvbHwcH44PPr0dG7Pust8py8IC9JQN6QI/KRHJMp4eS3N/J2vT0/9r/7P/yfa6vv9T3PyJXyL/8AjWfnXA==</latexit>

Sy
b =

[
!z

!y

]

b

= →ωb/ωy

ωb/ωz
=

f ωzug

N2

<latexit sha1_base64="zeGanSFHf+bZSnW2JHR2IBwxbxg=">AAACT3icbVHLSgNBEJyNrxif0aOXwSB4Crsi6lH04lHBGCEJ0jvpJENmZ5aZXiUEP8OrfpNHv8SbOBv3YB4NA0VVDdVUx6mSjsLwKygtLa+srpXXKxubW9s7u9W9B2cyK7AhjDL2MQaHSmpskCSFj6lFSGKFzXh4nevNZ7ROGn1PoxQ7CfS17EkB5KlWm0DzNg2Q4Gm3FtbDyfB5EBWgxoq5faoG9XbXiCxBTUKBc60oTKkzBktSKHyttDOHKYgh9LHloYYEXWc82fmVH3mmy3vG+qeJT9j/P8aQODdKYu9MgAZuVsvJRVoro95FZyx1mhFq8RfUyxQnw/MCeFdaFKRGHoCw0u/KxQAsCPI1TaXEycLwLO1bxOFCrZuRGAhQXlTmBa3wp+G5zXMV33A02+c8eDipR2f1s7vT2uVV0XWZHbBDdswids4u2Q27ZQ0mmGFv7J19BJ/Bd/BTKqyloAD7bGpK678FKbOM</latexit>

tan ω

<latexit sha1_base64="3ETH1wxo24a+TwrJZCpA1ovVcxo=">AAACbXicbVFdaxNBFJ1srabR2qSlT4oMhtI+hV2R1JdCqD74GMG0gWwIdyd3kyGzs8vMXUtc9if01/iqP8Rf4V9w8iGYjwsD555zL2fmTJQpacn3f1e8gyeHT59Vj2rPXxy/PKk3Tu9smhuBPZGq1PQjsKikxh5JUtjPDEISKbyPZh8X+v03NFam+ivNMxwmMNEylgLIUaP6ZUigeUhTJOA3PIwNiCL8hMq138t/aF6O6k2/5S+L74JgDZpsXd1Ro9IKx6nIE9QkFFg7CPyMhgUYkkJhWQtzixmIGUxw4KCGBO2wWL6o5BeOGfM4Ne5o4kv2/40CEmvnSeQmE6Cp3dYW5D5tkFP8YVhIneWEWqyM4lxxSvkiHj6WBgWpuQMgjHR35WIKLhRyIW64RMle8zybGMTZXm2ck5gKUE5U6QMa4T6OL8YcV3MJB9t57oK7d62g3Wp/ed/s3K6zrrJX7C27YgG7Zh32mXVZjwn2yH6wn+xX5Y937r323qxGvcp654xtlHf5F2DPvPs=</latexit>

tan ω =
!z

!y

Figure 59.8: Illustrating the parcel argument for symmetric instability, whereby we displace a zonally (x̂ points out
of the page) symmetric row of parcels from A to B while retaining their buoyancy, b(A), and potential momentum,
Mx(A) =Mx

g (A). We also depict the slope of the displacement, tan θ = ∆z/∆y, the slope of the buoyancy surface,
Sy
b = (∆z/∆y)b = f ∂zug/N

2, and slope of the potential momentum surface, Sy
Mx

g
= (∆y/∆z)Mx

g
= (ζg + f)/∂zug.

When the buoyancy surface is sloped more steeply than the potential momentum surface, then that base state
flow is subject to symmetrically unstable perturbations, with the unstable perturbations extending into the gray
wedge of instability.

59.7.2 Assessing stability of the perturbation

To answer the above stability question, write the acceleration for the parcel displaced from point
A to point B in the form

Dvparcel

Dt
= f [Mx

g (B)−Mx
parcel] ŷ + [bparcel − ∂zφ(B)] ẑ (59.104a)

= f [Mx
g (B)−Mx

parcel] ŷ + [bparcel − b(B)] ẑ, (59.104b)

where Mx
g and ∂zφ are taken from the base state at point B, and for the second equality we

set the base state vertical pressure gradient equal to the buoyancy according to the hydrostatic
balance, ∂zφ(B) = b(B). We are interested in whether this displacement leads to an acceleration
of the parcel further in the direction of the displacement, beyond point B, in which case the
base state is symmetrically unstable, otherwise it is stable.

To determine stability conditions, use material invariance of the potential momentum and
buoyancy in the form of equation (59.103), thus leading to the parcel acceleration

Dvparcel

Dt
= f [Mx

g (B)−Mx
g (A)] ŷ + [b(A)− b(B)] ẑ. (59.105)

page 1690 of 2158 geophysical fluid mechanics



59.7. SYMMETRIC INSTABILITY AND THE WEDGE OF INSTABILITY

For orientation, let the unit vector in the direction of the displacement be written

ŝ = ŷ cos θ + ẑ sin θ = ŷ (∆y/∆s) + ẑ (∆z/∆s), (59.106)

where θ is the angle of the displacement with respect to the horizontal plane, and

∆s =
√
(∆y)2 + (∆z)2, (59.107)

is the distance of the displacement (see Figure 59.8). Taking the ŝ projection of the parcel
acceleration (59.105) leads to

ŝ · Dvparcel

Dt
= f [Mx

g (B)−Mx
g (A)] cos θ − [b(B)− b(A)] sin θ. (59.108)

Now expand the terms on the right hand side in a Taylor series, expressing values at point B in
terms of those at point A, so that (keeping terms up to first order)

b(B)− b(A) = ∂yb∆y + ∂zb∆z = ∆y (∂yb+ ∂zb tan θ) (59.109a)

Mx
g (B)−Mx

g (A) = ∂yM
x
g ∆y + ∂zM

x
g ∆z = ∆y (∂yM

x
g + ∂zM

x
g tan θ), (59.109b)

with terms on the right hand side evaluated at point A. These expansions bring the equation of
motion (59.108) to

ŝ · Dvparcel

Dt
= f ∆y (∂yM

x
g + ∂zM

x
g tan θ) cos θ −∆y (∂yb+ ∂zb tan θ) sin θ. (59.110)

For a northward and upward perturbation as depicted in Figure 59.8, the symmetric perturbation
is unstable if the right hand side of equation (59.110) is positive, which requires

f (∂yM
x
g + ∂zM

x
g tan θ) cos θ > (∂yb+N2 tan θ) sin θ, (59.111)

which can be written in terms of the slope of the buoyancy surface, Syb , the slope of the potential
momentum surface, SyMx

g
, and the slope of the perturbation, tan θ

f ∂zM
x
g (tan θ − SyMx

g
) > ∂zb (tan θ − Syb ). (59.112)

Finally, we make use of thermal wind

f ∂zM
x
g = f ∂zug = −∂yb, (59.113)

so that the inequality (59.112) is

Syb (tan θ − S
y
Mx

g
) > tan θ − Syb . (59.114)

We now assume the following properties of the base state

Syb > 0 and SyMx
g
> 0 and tan θ > 0, (59.115)

which correspond to the base state configuration in Figure 59.8. The inequality (59.114) yields
the following condition for symmetric instability (as signaled by an acceleration in the direction
of the displacement)

SyMx
g
< tan θ < Syb . (59.116)

This slope condition means that a symmetric perturbation that falls within the wedge of
instability in Figure 59.8 initiates a symmetric unstability. Conversely, perturbations that fall
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outside of the wedge do not initiate a symmetric instability.

59.7.3 Symmetrically unstable while inertially and gravitationally stable
An alternative means to write the parcel acceleration equation (59.110) is given by

ŝ · Dvparcel

Dt
= ∆y cos θ [−f (f + ζg)−N2 tan2 θ + 2 f ∂zug tan θ], (59.117)

where we used ∂yM
x
g = −(f + ζg) and ∂zb = N2. The assumptions (59.115) are equivalent to (it

is useful to prove this)
f (f + ζg) > 0 and N2 > 0, (59.118)

which means the base state flow is stable to horizontal inertial instability and to gravitational
instability. We thus find from equation (59.117) that the perturbation is unstable if

2 f ∂zug tan θ > f (f + ζg) +N2 tan2 θ. (59.119)

This instability condition is equivalent to the purely geometric form given by equation (59.116).

59.8 Symmetric instability and linear modal analysis
We now consider symmetric instability following the linear stability analysis of Hoskins (1974).
This approach recovers the same stability condition as for the parcel method in Section 59.6.
However, linear stability analysis offers added insights concerning the central role of Ertel
potential vorticity and it provides further details of the instability. The mathematical analysis
here also offers useful practice for the study of baroclinic instability in Chapter 62.

59.8.1 Geostrophic base state and the perturbation equations
Our goal is to examine the stability of a zonally symmetric geostrophic front to zonally symmetric
perturbations. Whereas the base state for the study of gravity waves has zero baroclinicity, here
we consider a geostrophic front with meridional (across-front) baroclinicity. Rather than the
buoyancy coordinates used for the parcel stability analusis in Section 59.6.1, we here make use
of geopotential vertical coordinates and linearize the Boussinesq ocean equations. The starting
point for this development is the f -plane version of the perfect Boussinesq ocean equations from
Section 29.1.6

∂tv + (v · ∇)v + f ẑ × v = −∇φ+ b ẑ (59.120a)

∂tb+ v · ∇b = 0. (59.120b)

Equations for the geostrophic base state

The equations describing the zonal geostrophic and hydrostatic base state are given by

f ug = −∂yφg zonal flow in geostrophic balance (59.121a)

∂zφg = bg hydrostatic balance (59.121b)

f ∂zug = −∂ybg thermal wind of zonal flow (59.121c)

ζg = −∂yug relative vorticity. (59.121d)

The pressure field, φg(y, z), has a meridional derivative that supports the zonal geostrophic flow,
ug(y, z), and which is in hydrostatic balance with the base state buoyancy, bg(y, z). Combining
geostrophy with the hydrostatic balance leads to the thermal wind shear in equation (59.121c).
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Due to zonal symmetry, the only contribution to the relative vorticity comes from the meridional
shear of the zonal geostrophic flow, ζg = −∂yug. Ertel potential vorticity (Chapter 41) of the
base state proves to be central to the stability conditions

Qg = (ωg + f ẑ) · ∇bg = N2 (f + ζg)− f (∂zug)
2, (59.122)

where we made use of the thermal wind equation (59.121c) as well as the relative vorticity for
the zonal geostrophic background flow

ωg = ∇× x̂ug = ŷ ∂zug − ẑ ∂yug = −ŷ f−1∂ybg + ẑ ζg. (59.123)

Linearized perturbation equations

To develop perturbation equations, we decompose the flow into the geostrophic base state plus
a perturbation. The perturbation is time dependent and ageostrophic, and, importantly, is
assumed to retain the zonal symmetry of the base state

v(y, z, t) = v′(y, z, t) + x̂ug(y, z) (59.124a)

φ(y, z, t) = φ′(y, z, t) + φg(y, z) (59.124b)

b(y, z, t) = b′(y, z, t) + bg(y, z). (59.124c)

The linearized version of the velocity equation (59.120a) and buoyancy equation (59.120b) take
the form

∂tu
′ = v′ (f − ∂yug)− w′ ∂zug zonal velocity (59.125a)

∂tv
′ = −f u′ − ∂yφ′ meridional velocity (59.125b)

∂tw
′ = −∂zφ′ + b′ vertical velocity (59.125c)

∂tb
′ = −(v′ ∂ybg + w′ ∂zbg) buoyancy (59.125d)

∂yv
′ + ∂zw

′ = 0 continuity. (59.125e)

Observe that the zonal velocity evolves according to the Coriolis acceleration plus the convergence
of the advective flux of the base state geostrophic velocity

−v′ ∂yug − w′ ∂zug = −∇ · (v′ ug). (59.126)

Likewise, the buoyancy evolves according to the convergence of the advective flux of the base
state buoyancy

−(v′ ∂ybg + w′ ∂zbg) = −∇ · (v′ bg). (59.127)

In both cases, the advection velocity arises from the non-divergent anomalous flow, v′, with
zonal symmetry meaning there is no contribution to the flux convergences from the anomalous
zonal velocity, u′.

59.8.2 Inertia-vorticity oscillator equations

As in our study of buoyancy oscillations in Section 57.3 and inertia-gravity oscillations in Section
57.8, we here develop forced oscillator equations for the zonal and meridional velocity components.
To do so, take a time derivative of the zonal velocity equation (59.125a) and then substitute the
meridional velocity equation (59.125b) to find the zonal velocity oscillator equation

[∂tt + f (f + ζg)]u
′ = −(f + ζg) ∂yφ

′ + ∂zug (∂zφ
′ − b′). (59.128)
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Similar manipulations lead to the forced oscillator equation for the meridional velocity

[∂tt + f (f + ζg)] v
′ = f w′ ∂zug − ∂tyφ′. (59.129)

The forcing functions on the right hand side of both equations (59.128) and (59.129) are generally
nonzero. However, in their absence both the zonal and meridional velocity components satisfy a
free oscillator equation with squared natural angular frequency, f (f + ζg). We refer to these as
inertia-vorticity oscillations given the dual role of the Coriolis and vorticity for determining the
oscillations. The motion is oscillatory if f (f + ζg) > 0, whereas it is exponentially growing if
f (f + ζg) < 0. This stability condition for the oscillators is consistent with that found for the
parcel stability analysis leading to equation (59.92a). To develop more insight into the nature of
the instability for f (f + ζg) < 0, we next develop an equation for the overturning streamfunction
in the meridional-vertical plane.

59.8.3 Ageostrophic overturning circulation streamfunction

The continuity equation (59.125e) means that the meridional-vertical circulation is non-divergent
so that we can introduce a streamfunction for the perturbation flow

v′ = −x̂×∇ψ =⇒ v′ = ∂zψ and w′ = −∂yψ. (59.130)

The perturbed fields are ageostrophic and are sometimes referred to as the ageostrophic sec-
ondary circulation, with this circulation described by the ageostrophic overturning circulation
streamfunction, ψ. Based on the oscillator equations (59.128) and (59.129), we anticipate that
the overturning circulation is unstable for f (f + ζg) < 0.

Zonal vorticity equation

Taking the z derivative of the meridional velocity equation (59.125b) and the y derivative of the
vertical velocity equation (59.125c), and then subtracting, leads to the equation for the zonal
component of the vorticity12

∂t(∂yw
′ − ∂zv′)− f ∂zu′ = ∂yb

′, (59.131)

which takes on the form using the overturning streamfunction

∂t(∂yy + ∂zz)ψ = −f ∂zu′ − ∂yb′. (59.132)

Further assumptions for the base state flow

To enable the next steps of the derivation, which makes use of a plane wave ansatz in Section
59.8.4, we make use of the following assumptions about the base state:

ζg = −∂yug constant relative vorticity (59.133a)

f ∂zug = −∂ybg constant thermal wind shear (59.133b)

N2 = ∂zbg constant buoyancy frequency. (59.133c)

These assumptions are restrictive, and yet the resulting instabiliity calculation provides great
insights into base state flow configurations that are more general.

12The zonal component of the perturbation vorticity is given by x̂ · (∇× v′) = ∂yw
′ − ∂zv

′ = −(∂yy + ∂zz)ψ.
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Eliminating the zonal velocity and the buoyancy

We can eliminate the perturbation zonal velocity, u′, and the perturbation buoyancy, b′, from
the vorticity equation (59.132) by taking another time derivative. Upon doing so we make use
of the zonal velocity equation (59.125a) and the buoyancy equation (59.125d), and make use of
the assumptions (59.133a)-(59.133c) for the base state:

−∂tt(∂yy + ∂zz)ψ = f ∂ztu
′ + ∂ytb

′ (59.134a)

= f ∂z[v
′ (f + ζg)− w′ ∂zug]− ∂y(v′ ∂ybg + w′ ∂zbg) (59.134b)

= f ∂zzψ (f + ζg)− 2 ∂yzψ ∂ybg + ∂yyψ ∂zbg (59.134c)

= [f (f + ζg) ∂zz + 2 f ∂zug ∂yz +N2 ∂yy]ψ. (59.134d)

Rearrangement leads to the equation for the ageostrophic overturning circulation streamfunction

[∂tt(∂yy + ∂zz) + f (f + ζg) ∂zz + 2 f ∂zug ∂yz +N2 ∂yy]ψ = 0. (59.135)

59.8.4 Dispersion relation for meridional-vertical plane waves

Equation (59.135) is a constant coefficient partial differential equation for the overturning
streamfunction. We examine its properties by considering a plane wave ansatz just as for our
study of linear waves in Part X of this book. Since the flow is non-divergent, the plane waves are
transverse. Furthermore, we continue to assume zonal symmetry with the perturbations, so that
the waves have no x dependence. We thus consider waves propagating in the meridional-vertical
plane, in which case we take the plane wave ansatz

ψ(y, z, t) = ψ̃ ei (ky y+kz z−ω t), (59.136)

with Figure 59.9 depicting the wave geometry. Plugging this ansatz into the streamfunction
equation (59.135) leads to the dispersion relation

ω2 =
f (f + ζg) k

2
z + 2 f ∂zug ky kz +N2 k2y

k2y + k2z
(59.137a)

= f (f + ζg) cos
2 α+ 2 f ∂zug sinα cosα+N2 sin2 α (59.137b)

= cos2 α [f (f + ζg) + 2 f ∂zug tanα+N2 tan2 α]. (59.137c)

Note that the convention for symmetric instability is to use the angle, α, that the particle
trajectories make with the vertical, whereas for our study of internal gravity waves (Section
57.5) and inertia-gravity waves (Section 57.9), we used the angle γ = π/2− α that the phase
velocity makes with the horizontal. Either way, we see that the dispersion relation (59.137c)
depends only on the wave direction along with the prescribed rotation and properties of the
background flow. This “orientation-only” character of the dispersion relation is also shared by
the dispersion relation for internal gravity waves (equation (57.65)) and inertia-gravity waves
(equation (57.147)). Indeed, for the case with zero baroclinicity, in which ug = 0, then the
dispersion relation (59.137c) reduces to that for inertia-gravity waves.

59.8.5 Stability conditions

The dispersion relation (59.137c) determines the squared angular frequency, ω2, for a plane wave
ansatz. If ω2 > 0 then there are propagating waves. However, if ω2 < 0 then the waves can be
exponentially growing, in which case we say the flow is unstable. To determine the condition for
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Figure 59.9: Transverse plane wave used to probe the stability of a baroclinic front. The phase vector, k, makes
an angle γ with the horizontal and α with the vertical.

stability, write the dispersion relation in the form

ω2 = F (tanα) cos2 α, (59.138)

where we introduced the quadratic stability function

F (τ) = f (f + ζg) + (2 f ∂zug) τ +N2 τ2. (59.139)

The question of stability has been reduced to the question of whether there are wave
perturbations that realize F (tanα) < 0, in which case ω2 < 0. To answer this question we write

F (τ) = (τ −R+) (τ −R−), (59.140)

with the two roots given by the quadratic formula

N2R± = −f ∂zug ±
√
(f ∂zug)2 −N2 f (f + ζg) = −f ∂zug ±

√
−f Qg, (59.141)

where the final equality introduced the base state potential vorticity, Qg, from equation (59.122).
Remarkably, local stability has boiled down to the sign of f Qg at any point within the fluid.

Stable case

If f Qb > 0, then the two roots, R±, are complex conjugates. Yet tanα is real for all waves
with real wavevectors. Hence, if f Qg > 0 then there are no waves for which F (tanα) vanishes,
meaning that the stability function has one sign for all waves. To establish the sign, note that
for very weak fronts in stably stratified fluids,

F (τ) ≈ f2 +N2 τ2 > 0, (59.142)

which is the case for linear, and stable, inertia-gravity waves. Ramping up the strength of the
geostrophic front, while maintaining f Qg > 0, ensures that such geostrophic fronts are locally
stable.

For the typical case in stratified geophysical fluids, we have N2 > f2, so that the maximum
angular frequency (59.137c) occurs with horizontally propagating waves where α = π/2 so that

ω2
max = N2, (59.143)

in which case fluid particles exhibit buoyancy oscillations in the vertical. At the other end of the
spectrum, the minimum angular frequency occurs when α = 0 so that the wavevector is vertical
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and
ω2

min = f (f + ζg), (59.144)

which are inertial oscillations in the presence of a nonzero relative vorticity.

Unstable case

If f Qg < 0 then the two roots, R±, are real

R± =
−f ∂zug ±

√
|f Qg|

N2
, (59.145)

thus ensuring that there are waves that render F (tanα) = 0. Hence, the stability function
changes sign so that waves are unstable if ω2 < 0. In the unstable case, ω is not an angular
frequency but instead it measures the exponential growth rate for the unstable wave.

59.8.6 Ertel potential vorticity and local stability

In developing the stability conditions in Section 59.8.5, appearance of the Ertel potential vorticity
might not have seemed so remarkable. Namely, it seemingly just provided a useful shorthand
for the discriminant of the square root appearing the quadratic formula. In fact, potential
vorticity is central to the power of the stability analysis since it provides a direct connection
to physical processes required to initiate symmetric instability. Namely, potential vorticity
is materially invariant in a perfect fluid (Chapters 41 and 42). Hence, if a fluid starts in a
stable state with f Q > 0, say it starts with zero baroclinicity and with stable stratification so
that f Q = f2N2 > 0, then it has very restrictive means to evolve into an unstable state with
f Q < 0. One means for inducing f Q < 0 is to introduce friction, diffusion, boundary processes,
and/or other irreversible processes that materially alter Q in such a manner that brings f Q < 0.
Another means is for a perfect fluid parcel to cross the equator so that f changes sign. If the
parcel starts from a side of the equator with f Q > 0, then on the other side it has f Q < 0 and
so it is symmetrically unstable.

As noted by Thomas et al. (2013), the instability criteria, f Q < 0, embodies three instabilities.
Namely, for a barotropic fluid, whereby ∇hb = 0, then the potential vorticity is given by

f Q = f (f + ζ)N2. (59.146)

The f Q > 0 stability criteria is satisfied with N2 > 0 (gravitational stability; Section 30.6)
and f (f + ζ) > 0 (horizontal inertial stability; Section 59.5). In the presence of baroclinicity
with a symmetric front, the f Q > 0 stability criteria then reflects symmetric stability of the
present section. Buckingham et al. (2021) offer a generalization of the stability criteria by
allowing for curvature of the front, thus providing a criteria to determine stability with regard
to gravitational, centrifugal, horizontal inertial, and symmetric instabilities.

59.8.7 Comments and further study

The bulk of this section is an elaboration of Hoskins (1974), which exposed the connection
between symmetric instability and Ertel potential vorticity. The study from Thomas et al. (2013)
provides an example of these ideas for the ocean, offering practical details to map out stability
regimes across the spectrum of gravitational, inertial, and symmetric instabilities. Buckingham
et al. (2021) generalized Hoskins (1974) to the allow for a curved front.
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59.9 Semi-geostrophy and ageostrophic overturning

We here study the overturning circulation that arises in a symmetric front on an f -plane. This
overturning circulation is ageostrophic, and it is sometimes referred to as the ageostrophic
secondary circulation. Hoskins (1975) advanced the study of frontal secondary circulations
by rationalizing the equations of semi-geostrophy, making use of the geostrophic momentum
approximation. Semi-geostrophy is a balanced theory (i.e., gravity waves are filtered), just like in
the quasi-geostrophic theory of Chapter 45. However, the semi-geostrophic equations allow us to
study flows associated with fronts and where the cross-front flows can have relatively small length
scales sufficient to reach order unity Rossby numbers. Hence, semi-geostrophic equations are
quite useful for studying submesoscale flows surrounding geostrophic fronts and eddies (e.g., see
the book chapter by Thomas et al. (2008)), as well as the study of atmospheric fronts associated
with synoptic scale weather patterns (which motivated Hoskins (1975); see also Chapter 9 of
Holton and Hakim (2013)). In this section we provide just a taste of semi-geostrophy sufficient
to derive a diagnostic equation for the ageostrophic secondary overturning circulation.

59.9.1 Hydrostatic and Boussinesq ocean on an f -plane

We develop the semi-geostrophic equations within the perfect fluid hydrostatic Boussinesq ocean
equations (see Section 43.7) on an f -plane

Du

Dt
+ f ẑ × u = −∇hφ (59.147a)

∂zφ = b (59.147b)

Db

Dt
= 0 (59.147c)

∇ · v = ∇h · u+ ∂zw = 0. (59.147d)

The geostrophic velocity is written in terms of the pressure field

ug = f−1 ẑ ×∇hφ =⇒ ug = −f−1 ∂yφ and vg = f−1 ∂xφ, (59.148)

which is horizontally non-divergent on the f -plane. It is notable that this geostrophic velocity is
written in terms of the pressure field, φ, just like in the planetary geostrophic theory of Chapter
44. It also accords with the gauge choice discussed in Section 45.3.9 for quasi-geostrophy.

Inserting the geostrophic velocity (59.148) into the horizontal momentum equation (59.147a)
yields the identity

u− ug = ẑ ×Du =⇒ u− ug = −Dv and v − vg = Du, (59.149)

where we introduced the dimensionless material time derivative operator

D =
1

f

D

Dt
. (59.150)

The horizontal ageostrophic flow can thus be written

uag = u− ug = ẑ ×Du, (59.151)

with one iteration of this equation leading to

uag = ẑ ×Dug −D2u =⇒ uag = −D(vg +Du) and vag = D(ug −Dv). (59.152)
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This identity motivates the geostrophic momentum approximation in Section 59.9.3 that ignores
the D2u term.

59.9.2 Scaling for frontal flows

For f -plane flow, we lose no generality by orienting the front parallel to the x̂ direction, so that
the across-front flow is in the ŷ direction. We write U for the velocity scale of the along-front
flow and Lx for the corresponding length scale.13 Likewise, write V and Ly for the across-front
scales, with our interest in flows satisfying the inequalities

Lx ≫ Ly and U ≫ V with Lx/Ly = U/V. (59.153)

Inserting these scales into horizontal momentum equation (59.147a) yields

U

T
+
U U

Lx

+
U V

Ly

− f V = −Φ/Lx (59.154a)

V

T
+
V U

Lx

+
V V

Ly

+ f U = −Φ/Ly, (59.154b)

where Φ is the pressure scale. Now introduce two Rossby numbers according to

Rox =
U

f Lx

and Roy =
V

f Ly

, (59.155)

and then divide equation (59.154a) by f V and equation (59.154b) by f U , thus yielding

Rox

Lx

T V
+Rox

U

V
+Rox

Lx

Ly

− 1 = − Φ

Lx f V
(59.156a)

Roy

Ly

T U
+Roy

V

U
+Roy

Ly

Lx

+ 1 = − Φ

Ly f U
. (59.156b)

Now assume the time scale is advective so that

T = Lx/U = Ly/V, (59.157)

in which case equations (59.156a) and (59.156b) become

Rox Lx/Ly +Rox U/V +Rox Lx/Ly − 1 = −Φ/(Lx f V ) (59.158a)

Roy Ly/Lx +Roy V/U +Roy Ly/Lx + 1 = −Φ/(Ly f U). (59.158b)

Consider the across-front momentum equation (59.158b). Since Ly/Lx = V/U ≪ 1, and
assuming Roy is at most order unity, terms in the across-front momentum equation (59.158b)
balance only if the along-front flow is geostrophic

f U = −Φ/Ly. (59.159)

In turn, the along-front flow has a small Rossby number, Rox ≪ 1. We emphasize that the
along-front flow is geostrophic even if Roy ∼ 1. In contrast, even with Rox ≪ 1, each term in
equation (59.158a) can be order unity since U/V = Lx/Ly ≫ 1, so that the across-front flow is
not geostrophic. That is, Roy ∼ 1, so that the across-front flow is ageostrophic.

13The radius of curvature for the front provides a suitable along-front length scale. Recall we introduced
the radius of curvature in decomposing horizontal flows in Chapter 32. Also, the mathematics of the radius of
curvature was introduced in Chapter 5.
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Semi-geostrophy is designed to study flow along and across geostrophic fronts, with the
along front flow geostrophic and across-front flow ageostrophic. Equivalently, semi-geostrophy is
designed to study flows with relatively large cross-front shear induced relative vorticity (and small
curvature induced relative vorticity), with correspondingly large vertical velocity magnitudes,
both of which are signatures of Roy ∼ 1 flow (see Section 3 of Hoskins (1975)).14

59.9.3 Geostrophic momentum approximation
The geostrophic momentum approximation assumes the horizontal ageostrophic velocity is given
by

uag ≈ ẑ ×Dug, (59.160)

which results from truncating equation (59.152) at the leading order. From equation (59.152)
we see that the geostrophic momentum approximation holds so long as the horizontal velocity
components satisfy the following respective inequalities

|u| ≫ |D2u| =⇒ f2 ≫
∣∣∣∣1u D2u

Dt2

∣∣∣∣ (59.161a)

|v| ≫ |D2v| =⇒ f2 ≫
∣∣∣∣1v D2v

Dt2

∣∣∣∣ . (59.161b)

These inequalities are satisfied if the Lagrangian timescale of variability for the flow (both its
magnitude and direction; see Section 3 of Hoskins (1975)) is much longer than an inertial period.
Rearranging the geostrophic momentum approximation (59.160) leads to

Dug + ẑ × uag = 0, (59.162)

which is equivalent to
Dug

Dt
+ f ẑ × uag = 0, (59.163)

Hence, for the geostrophic momentum approximation, the material time evolution of the
geostrophic velocity is forced by the Coriolis acceleration arising from the horizontal ageostrophic
velocity. Furthermore, the material time derivative for the semi-geostrophic system is given by

D

Dt
= ∂t + v · ∇ = ∂t + (ug + uag) · ∇h + wag ∂z, (59.164)

with
v = (ug + uag) + ẑwag. (59.165)

Note that any vertical flow is ageostrophic, so that it is not really necessary to place the “ag”
subscript on wag. Even so, we do so to remind us that it lives at the same order as the horizontal
ageostrophic flow, uag. Furthermore, note that the key distinction between semi-geostrophy
and quasi-geostrophy is the presence of wag in the material time derivative operator for semi-
geostrophy, whereas quasi-geostrophy only makes use of advection by the geostrophic flow (see
Section 45.3.9).

The geostrophic momentum approximation is consistent with the frontal scaling given in
Section 59.9.2, and so it offers a suitable starting point for the study of frontal dynamics. Even so,
to make use of the geostrophic momentum approximation to evolve the geostrophic flow requires
further work since the ageostrophic velocity appears as part of the material time derivative
operator. This situation is analogous to quasi-geostrophy, whereby evolution of the geostrophic
flow arises from ageostrophic processes. To derive a closed equation set, Hoskins (1975) developed

14In Section 38.5 we decomposed relative vorticity into from cross-flow shear and along-flow curvature.
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the semi-geostrophic momentum equations via a coordinate transformation to geostrophic
coordinates, making use also of material constancy of the buoyancy and potential vorticity.15

We do not present that formulation here. Instead, we focus on deriving a diagnostic equation for
the secondary ageostrophic overturning circulation, with the manipulations reminiscent of those
used in Section 59.8 for symmetric instability of a baroclinic front.

59.9.4 Geostrophic evolution of the buoyancy gradient

As a preface to the diagnostic equations for the ageostrophic flow, consider the evolution of
the horizontal buoyancy gradient, considering just that evolution arising from geostrophic flow.
Recall that for the Boussinesq ocean, the horizontal gradient of buoyancy provides a measure
of baroclinicity (Section 40.7.2). Flow processes that increase the magnitude of the buoyancy
gradient lead to growth of the thermal wind flow and thus the frontal strength.

Start by considering the buoyancy equation for adiabatic and geostrophic flow

(∂t + ug · ∇h) b = 0. (59.166)

Separately taking the zonal and meridional derivatives and rearranging leads to

(∂t + ug · ∇h)(∂xb) = −∂xug · ∇hb and (∂t + ug · ∇h)(∂yb) = −∂yug · ∇hb, (59.167)

which can be combined to
(∂t + ug · ∇h)(∇hb) = Q, (59.168)

where we introduced the horizontal vector

Q = −(∂xug · ∇hb) x̂− (∂yug · ∇hb) ŷ. (59.169)

Correspondingly, geostrophic evolution of the squared buoyancy gradient is

(∂t + ug · ∇h)|∇hb|2 = 2Q · ∇hb. (59.170)

Evidently, the buoyancy gradient grows in magnitude if Q has a positive projection onto the
horizontal buoyancy gradient.

59.9.5 Secondary ageostrophic circulation

In Sections 59.5 and 59.6 we focused on the stability of a geostrophically balanced equilibrium
with flow along a symmetric front. In addition to the geostrophic flow along the front, there is
generally an ageostrophic circulation that circulates in the plane orthogonal to the front. We
here derive an equation describing this overturning circulation, and then specialize that equation
in Section 59.9.6 to a zonally symmetric front. For this purpose, start from the zonal momentum
equation, buoyancy equation, and continuity equation within the semi-geostrophic system

∂tug + (ug · ∇h)ug + (uag · ∇h)ug + wag ∂zug − fvag = 0 (59.171a)

∂tb+ ug · ∇hb+ uag · ∇hb+ wagN
2(z) = 0 (59.171b)

∂xuag + ∂yvag + ∂zwag = 0. (59.171c)

15Some authors reserve the name semi-geostrophy for the transformed equations derived by Hoskins (1975).
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The vertical derivative of the zonal momentum equation (59.171a) leads to

∂t∂zug + (∂zug · ∇h)ug + (ug · ∇h)∂zug + (∂zuag · ∇h)ug + (uag · ∇h)∂zug

+ ∂z(wag ∂zug)− f ∂zvag = 0, (59.172)

and the meridional derivative of the buoyancy equation (59.171b) yields

∂t∂yb+ (∂yug · ∇h)b+ (ug · ∇h)∂yb+ (∂yuag · ∇h)b+ (uag · ∇h)∂yb+ ∂ywagN
2 = 0. (59.173)

The thermal wind relation,

f ∂zug = ẑ ×∇hb =⇒ ∂zug = −f−1 ∂yb and ∂zvg = f−1 ∂xb, (59.174)

brings equation (59.172) to the form

∂t(∂yb)− f (∂zug · ∇h)ug + (ug · ∇h)∂yb− f (∂zuag · ∇h)ug + (uag · ∇h)∂yb
+ ∂z(wag ∂yb) + f2∂zvag = 0, (59.175)

and equation (59.173) becomes

∂t(∂yb) + (∂yug · ∇h)b + (ug · ∇h)∂yb + (∂yuag · ∇h)b + (uag · ∇h)∂yb + ∂ywagN
2 = 0. (59.176)

Subtracting equation (59.176) from equation (59.175) eliminates the time derivative thus revealing
the diagnostic relation

− f (∂zug · ∇h)ug − f (∂zuag · ∇h)ug + ∂z (wag ∂yb) + f2 ∂zvag − (∂yug · ∇h)b
− (∂yuag · ∇h)b− ∂ywagN

2 = 0. (59.177)

Making use of thermal wind and horizontal non-divergence for the geostrophic velocity allows us
to write

f(∂zug · ∇h)ug = (∂yug · ∇h)b = −Qy, (59.178)

where Qy is the meridional component of the geostrophic Q-vector introduced in Section 45.4.1
(see equation (45.67)).16

Q ≡ −(∂xug · ∇hb) x̂− (∂yug · ∇hb) ŷ. (59.179)

Introduction of Qy into equation (59.177) yields

−f (∂zuag · ∇h)ug + ∂zwag ∂yb+ wag ∂yzb+ f2 ∂zvag − (∂yuag · ∇h)b− ∂ywagN
2 = −2Qy. (59.180)

Again making use of thermal wind and ∇h · ug = 0 renders

−f (∂zuag ·∇h)ug− (∂yuag ·∇h)b = f∂zuag ∂yvg− f∂zvag ∂yug + f∂yuag ∂zvg + f∂yvag ∂zug. (59.181)

The mixed partial derivative of the buoyancy vanishes

∂2b

∂z∂y
=

∂

∂y

∂b

∂z
=
∂N2(z)

∂y
= 0, (59.182)

16Be careful to distinguish the geostrophic Q-vector from the potential vorticity, Q. In particular, note the
upright Q versus the slanted Q.
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which follows since the background vertical stratification is assumed to be independent of the
horizontal direction. Bringing these results together into equation (59.180) leads to

f∂zuag ∂yvg + f∂yuag ∂zvg + f∂yvag ∂zug + ∂zwag ∂yb+ f∂zvag (f − ∂yug)

− ∂ywagN
2 = −2Qy, (59.183)

with another use of thermal wind yielding

f∂zuag ∂yvg+f∂yuag ∂zvg+f∂zug (∂yvag−∂zwag)+f∂zvag (f−∂yug)−∂ywagN
2 = −2Qy. (59.184)

This equation provides a relation for the ageostrophic cross-flow and vertical circulation, (vag, wag),
written in terms of the buoyancy field and the geostrophic flow. We next next consider flow
surrounding a symmetric front, in which case equation (59.184) becomes a diagnostic equation
for the ageostrophic overturning streamfunction.

59.9.6 Ageostrophic overturning circulation for a symmetric front

Equation ((59.184) is now specialized by assuming the zonal velocity is purely geostrophic (as in
a zonal geostrophic front) so that

uag = 0. (59.185)

For this flow, the ageostrophic flow in the cross-flow/depth plane is non-divergent

∂yvag + ∂zwag = 0. (59.186)

The diagnostic equation (59.184) now takes on the specialized form for a symmetric front

−2 f ∂zug ∂zwag + f (f + ζg) ∂zvag − ∂ywagN
2 = −2Qy, (59.187)

where
ζg = −∂yug (59.188)

is the vertical component of the geostrophic relative vorticity. Introducing an overturning
streamfunction for the cross-flow/vertical ageostrophic circulation

uag = −x̂×∇ψ =⇒ vag = ∂zψ and wag = −∂yψ, (59.189)

and using thermal wind brings equation (59.187) into the form

[N2 ∂yy − 2 ∂yb ∂yz + f (f + ζg) ∂zz]ψ = −2Qy. (59.190)

Equation (59.190) is useful for the study of ageostrophic (Ro ∼ 1) dynamics along a front in
which there is an ageostrophic overturning circulation in response to geostrophic forcing from
Qy.

59.9.7 Connection to potential vorticity and symmetric instability

The partial differential equation (59.190) can be written

Kψ = −2Qy, (59.191)

where
K = N2 ∂yy − 2 ∂yb ∂zy + f (f + ζg) ∂zz (59.192)
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is a linear partial differential operator that is a function of the geostrophic flow and the buoyancy.
Following the considerations in Section 6.5, we know that this operator is elliptic if the following
inequality holds

(∂yb)
2 −N2 f (f + ζg) < 0. (59.193)

We can relate the ellipticity condition (59.193) to the Ertel potential vorticity for the
Boussinesq geostrophic flow. For this purpose, write the geostrophic vorticity as

ωg = ∇× ug (59.194a)

= −x̂ ∂zvg + ŷ ∂zug + ẑ ∂xvg − ∂yug) (59.194b)

= −f−1 (x̂ ∂xb+ ŷ ∂yb) + ẑ (∂xvg − ∂yug). (59.194c)

If we assume the front is zonally symmetric, then the relative vorticity in the geostrophic flow
takes the form

ω2d
g = −f−1 ∂yb ŷ − ẑ ∂yug, (59.195)

in which case the Ertel potential vorticity (for the Boussinesq geostrophic flow) takes the form

Q2d
g = ∇b · (ωg + f ẑ) (59.196a)

= −f−1 (∂yb)
2 +N2 (f − ∂yug). (59.196b)

= −f−1 (∂yb)
2 +N2 (f + ζg). (59.196c)

Ellipticity of the PDE (59.190) is thus assured so long as

f Q2d
g = −(∂yb)2 +N2 f (f + ζg) > 0. (59.197)

The PDE (59.6) transitions to a hyperbolic system when f Q2d
g < 0, which is the condition for

symmetric instability detailed in Section 59.6. Hence, when f Q2d
g > 0 the front is stable to

symmetric instability, with the ageostrophic circulation acting to relax the front. In contrast,
when f Q2d

g > 0 the front is symmetrically unstable.

59.9.8 Further study

Chapter 9 of Holton and Hakim (2013) provides a pedagogical discussion of semi-geostrophy
and the study of atmospheric fronts.

59.10 Exercises

exercise 59.1: Inertial instability in a shallow water layer
In Section 59.5 we developed the physics of horizontal inertial instability within the continuous
Boussinesq equations. Consider the analysis instead within the context of a single layer of
shallow water fluid. What are the conditions for inertial instability within the shallow water
layer? Are they the same as for the continuous Boussinesq equations? Why?

exercise 59.2: Symmetric instability criteria in terms of balanced Richardson
number
Consider the balanced Richardson number, defined for the geostrophic and hydrostatic balanced
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flow, along with a corresponding angle

Rib =
N2

(∂zug)2
and ϕRib ≡ tan−1(−1/Rib). (59.198)

Show that the instability criteria, f Q < 0, from Section 59.8 can be written in the equivalent
form

ϕRib < ϕc ≡ tan−1(−(f + ζg)/f). (59.199)

As shown by Thomas et al. (2013), this alternative form of the instability criteria allows for a
very effective means to characterize flow regimes conducive to the suite of local instabilities:
gravitational, inertial, and symmetric.

exercise 59.3: Group velocity for symmetric meridional-vertical waves
In this exercise we derive some properties for the group velocity of the stable meridional-vertical
plane waves discussed in Section 59.8.4.

(a) Derive the group velocity, cg, for the stable meridional-vertical waves whose dispersion
relation is given by equation (59.137c).

(b) Compute cg · k, where the wavevector is k = ky ŷ + kz ẑ.
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Chapter 60

STABILITY OF FLUID INTERFACES

In this chapter we study the Rayleigh-Taylor and Kelvin-Helmholtz instabilities as realized along
an infinitesimal material fluid interface that separates two homogeneous (constant density) fluid
layers of differing densities, and with the two fluids immiscible and inviscid. The gravitational
body force is active throughout the fluid layers, and the surface tension is active at the interface
between the layers. We do not consider Coriolis or centrifugal acceleration in this chapter
(non-rotating reference frame), and the relative vorticity vanishes in both layers. The normal
mode method, based on Fourier modal analysis, is suited to developing necessary and sufficient
conditions for instability.

The physical system is highly idealized in its assumption that the interface between the
fluid layers is infinitesimal, and furthermore that the fluids are inviscid and immiscible. Both
assumptions accord with our treatment of surface gravity and capillary waves in Chapter 52.
Even though quite idealized, the methods and concepts encountered in studying the instabilities
are useful in more realistic cases. Furthermore, experimental results support the relevance of the
instability conditions found in this chapter.

reader’s guide for this chapter
This chapter is an extension of the material in Chapter 52, which is concerned with

stable linear surface waves on an interface arising from gravity and/or surface tension. The
methods of modal instability analysis used in this chapter are also used for a variety of other
instabilities elsewhere in this book.
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60.1. GOVERNING EQUATIONS

60.1 Governing equations
Formulation of the stability problem in this chapter closely follows that pursued in Chapter 52
for surface gravity waves and capillary waves. In that study we assumed the waves occur on
the interface between two regions of constant density, yet with the upper region having zero
density, as motivated by waves on the free surface of the ocean underneath the much less massive
atmosphere. Here, we allow for the upper region to have a nonzero density. Under certain
circumstances, fluctuations on the interface lead to stable linear waves, and we develop the
associated dispersion relations. However, a Rayleigh-Taylor instability occurs when the smaller
density layer sits below a heavier layer, and with a base state that is at rest. More precisely, an
instability occurs when the destabilizing effects from gravity overcome the stabilizing effects from
surface tension. In the absence of surface tension, there is always a Rayleigh-Taylor instability
when heavy fluid sits above light fluid.

For the Kelvin-Helmholtz instability, we consider the heavy fluid below the light fluid, yet
with a base state velocity that differs between the two layers so that there is a velocity shear
(more precisely, a velocity jump) at the interface and an associated vorticity singularity. An
instability occurs when the destabilizing effects from the velocity shear are sufficiently strong so
as to overcome the stabilizing effects from gravity and surface tension. In the absence of both
gravity and surface tension, any velocity shear renders an instability of the interface which, as
noted on page 485 of Chandrasekhar (1961), leads one to conclude that the Kelvin-Helmholtz
instability arises by the crinkling of the interface by the shear that is present; and this crinkling
occurs even for the smallest differences in the velocities of the two fluids. We find in Chapter 61
a modification to this result when considering a finite shear layer rather than the infinitesimal
interface considered in the current chapter.

In this section we develop the equations describing motion of an interface separating two
homogeneous, inviscid, and immiscible fluids in a non-rotating reference frame and with densities,
ρ1 and ρ2, and constant zonal velocities, x̂U1 and x̂U2. (Figure 60.1). We ignore side boundaries
by assuming the domain to be horizontally infinite. This is the idealized physical system that is
used to study the Rayleigh-Taylor instability and the Kelvin-Hemholtz instability.
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<latexit sha1_base64="A/S5bVhVSFGw7bCRO/HJQXgkaBE=">AAACOnicbVDJSgNBEO2JW4xbogcPXgaDECGEGXG7CEEvHiOYBZIh9HQqSZOenrG7Rowh3+FV/8Mf8epNvPoBdpaDJnlQ8Hiviqp6fiS4Rsf5sBJLyyura8n11Mbm1vZOOrNb0WGsGJRZKEJV86kGwSWUkaOAWqSABr6Aqt+7GfnVR1Cah/Ie+xF4Ae1I3uaMopG856sGIM095ft5PG6ms07BGcOeJ+6UZMkUpWbG2m+0QhYHIJEJqnXddSL0BlQhZwKGqUasIaKsRztQN1TSALQ3GF89tI+M0rLboTIl0R6rfycGNNC6H/imM6DY1bPeSFzogeYSFzp+sEiux9i+9AZcRjGCZJPL2rGwMbRHmdktroCh6BtCmeLmOZt1qaIMTbILVqdSJkp3Nrh5UjkpuOeFs7vTbPF6GmqSHJBDkiMuuSBFcktKpEwYeSAv5JW8We/Wp/VlfU9aE9Z0Zo/8g/XzC+T6rE4=</latexit>

z = ⌘(x, y, t)

<latexit sha1_base64="D7EGfyOg4heWWKpgeJIqFm0xImw=">AAACNXicbVDLSgMxFE3qq9ZXqwsXboJFcGOZKb42QtGNywr2Ae1QMmmmDU0yQ5IR6tCfcKv/4be4cCdu/QXTdhbazoELh3Pu5d57/IgzbRznA+ZWVtfWN/Kbha3tnd29Ymm/qcNYEdogIQ9V28eaciZpwzDDaTtSFAuf05Y/upv6rSeqNAvloxlH1BN4IFnACDZWaj/fnA17SXXSK5adijMDWiZuSsogRb1XgofdfkhiQaUhHGvdcZ3IeAlWhhFOJ4VurGmEyQgPaMdSiQXVXjI7eIJOrNJHQahsSYNm6t+JBAutx8K3nQKboV70pmKmRzWTJtPxRZbciU1w7SVMRrGhkswvC2KOTIimcaE+U5QYPrYEE8Xsc4gMscLE2FAzVhcKNkp3Mbhl0qxW3MvKxcN5uXabhpoHR+AYnAIXXIEauAd10AAEcPACXsEbfIef8At+z1tzMJ05AP8Af34BXn2qlg==</latexit>

z = �h2

<latexit sha1_base64="rWBa50N3/fcR0KpTZ7h9xP/fzj8=">AAACOHicbVDLSgMxFE3qq9ZXqwsXboJFcFVmxNey6MZlBfuA6VAyaaYNTTJDkhHKMJ/hVv/DP3HnTtz6BabtLLSdAxcO59zLvfcEMWfaOM4HLK2tb2xulbcrO7t7+wfV2mFHR4kitE0iHqlegDXlTNK2YYbTXqwoFgGn3WByP/O7z1RpFsknM42pL/BIspARbKzkpf1AoCQbpG42qNadhjMHWiVuTuogR2tQg8f9YUQSQaUhHGvtuU5s/BQrwwinWaWfaBpjMsEj6lkqsaDaT+c3Z+jMKkMURsqWNGiu/p1IsdB6KgLbKbAZ62VvJhZ6VDNpCp1AFMleYsJbP2UyTgyVZHFZmHBkIjRLDA2ZosTwqSWYKGafQ2SMFSbG5lqwulKxUbrLwa2SzkXDvW5cPV7Wm3d5qGVwAk7BOXDBDWiCB9ACbUBABF7AK3iD7/ATfsHvRWsJ5jNH4B/gzy9jkqwf</latexit>u1

<latexit sha1_base64="oJN0iI1PmVYdQ3lAoEN19MKZxZs=">AAACOHicbVDLSgMxFE181vHV6sKFm2ARXJWZ4mtZdOOygn3AdCiZNNOGJpkhyQhl6Ge41f/wT9y5E7d+gWk7C23nwIXDOfdy7z1hwpk2rvsB19Y3Nre2SzvO7t7+wWG5ctTWcaoIbZGYx6obYk05k7RlmOG0myiKRchpJxzfz/zOM1WaxfLJTBIaCDyULGIEGyv5WS8UKJ32s/q0X666NXcOtEq8nFRBjma/Ak96g5ikgkpDONba99zEBBlWhhFOp04v1TTBZIyH1LdUYkF1kM1vnqJzqwxQFCtb0qC5+nciw0LriQhtp8BmpJe9mVjoUc2kKXRCUST7qYlug4zJJDVUksVlUcqRidEsMTRgihLDJ5Zgoph9DpERVpgYm2vBasexUXrLwa2Sdr3mXdeuHi+rjbs81BI4BWfgAnjgBjTAA2iCFiAgBi/gFbzBd/gJv+D3onUN5jPH4B/gzy9lXawg</latexit>u2

Figure 60.1: An infinite box filled with two homogeneous and immiscible fluids with densities, ρ1 and ρ2, and
horizontal velocities, u1 and u2. The material interface between the layers is located at z = η(x, y, t), with η = 0
when the interface is flat. The fluid region is denoted R, which is infinite in the horizontal directions. For study
of the Rayleigh-Taylor instability we assume rigid and flat plates located at z = −h2 and z = h1, whereas for
Kelvin-Helmholtz instability we let h1 and h2 go to infinity. The interface generally experiences a surface tension
due to the density jump.
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60.1. GOVERNING EQUATIONS

60.1.1 Equations from potential theory

The fluid in each layer has a constant density and so is incompressible, so that the velocity in
each layer is non-divergent, ∇·v = 0. Furthermore, we assume the flow is irrotational (∇×v = 0)
and so can make use of the potential theory detailed in Section 52.2. In particular, the velocity
potential has a time tendency given by Bernoulli’s equation of motion (52.16)

∂tΨ = Φ+K + p/ρ = K + pd/ρ, (60.1)

where

v = −∇Ψ velocity and velocity potential (60.2a)

Φ = g z geopotential (60.2b)

K = v · v/2 kinetic energy per mass (60.2c)

p = −ρΦ+ pd p = pressure and pd = dynamic pressure. (60.2d)

The velocity potential, Ψ, satisfies Laplace’s equation in the fluid interior and the no-normal
flow kinematic boundary condition (Neumann boundary condition) at the rigid top and rigid
bottom

∇2Ψ = 0 x ∈ R (60.3a)

n̂ · ∇Ψ = 0 x ∈ ∂R. (60.3b)

When considering a background zonal velocity, we extract the velocity potential for the static
background potential, Ψo

n = −Un x, with n = 1, 2 the layer index and with the remaining portion
of the velocity potential capturing the perturbation relative to the background. The background
velocity potential trivially satisfies Laplace’s equation and the no-normal flow boundary condition
at the flat and rigid top and bottom boundaries.

60.1.2 Kinematic boundary condition at the interface

Motion of the interface, z = η(x, y, t), is determined by boundary conditions evaluated at the
interface. The interface is material since the fluid layers are assumed to be immiscible. Focusing
first on the lower side, in region 2, the kinematic boundary condition from Section 19.6.2 states
that

(v2 − vη) · n̂2 = 0 at z = η, (60.4)

where v2 is the fluid velocity in the lower region, and

n̂2 = n̂ =
∇(z − η)
|∇(z − η)| at z = η, (60.5)

is the outward normal direction pointing into the upper layer. The analysis for layer-2 holds
equivalantly for layer-1, only with the normal direction pointing from layer-1 down to layer-2.
We thus have

(v2 − vη) · n̂ = 0 and (vη − v1) · n̂ = 0 =⇒ (v2 − v1) · n̂ = 0. (60.6)

That is, the normal components to the layer velocities match at the interface. Consequently, the
normal derivative of the velocity potential also matches at the interface

n̂ · (∇Ψ2 −∇Ψ1) = 0 at z = η. (60.7)
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60.1. GOVERNING EQUATIONS

The velocity of the interface, vη, has a normal component given by

|∇(z − η)|vη · n̂ = ∂tη at z = η, (60.8)

so that the kinematic boundary condition (60.4) can be written in the equivalent form

(∂t + u1 · ∇) η = w1 and (∂t + u2 · ∇) η = w2 at z = η. (60.9)

Inserting the background velocity and the velocity potential leads to the kinematic boundary
conditions at the fluid interface

(∂t+U1 ∂x−∇Ψ1 ·∇) η = −∂zΨ1 and (∂t+U2 ∂x−∇Ψ2 ·∇) η = −∂zΨ2 at z = η. (60.10)

60.1.3 Dynamic boundary condition at the interface

The dynamic boundary condition from Section 25.10 says that the pressure is continuous across
the interface so long as we ignore surface tension. For the case with surface tension, the discussion
in Section 25.11 reveals a pressure jump across the interface, which here takes the form given by
the Young-Laplace formula (25.149),1

p2 − p1 = −γ∇2
h η at z = η. (60.11)

In this equation, γ > 0 is the surface tension (dimensions of force per length = M T−2). Evidently,
pressure on the concave side of the interface is higher than on the convex side. For example,
if the interface extends upward then p2 − p1 > 0 since the layer-2 fluid is on the concave side
and so it has the higher interface pressure. This result also follows since ∇2

h η < 0 for an upward
extension of the interface, which leads to a local free surface maximum. The treatment here
follows our approach for surface capillary-gravity waves in Section 52.10.1.

60.1.4 Pressures within the two layers

We find it convenient to isolate the hydrostatic pressure within the two layers. For the upper
layer we have

ph1 = g ρ1 (h1 − z) for η ≤ z ≤ h1, (60.12)

where we assumed pressure at z = h1 is zero. Similarly, the hydrostatic pressure in layer two is

ph2 = ph1(η) + g ρ2 (η − z) = g ρ1 (h1 − η) + g ρ2 (η − z) for −h2 ≤ z ≤ 0. (60.13)

Note that these hydrostatic pressures match at the interface

ph2(x, y, z = η, t) = ph1(x, y, z = η, t). (60.14)

If there is fluid motion within the layers, then the layer interface is not flat and the pressure
is not equal to its resting pressure. In this case we write the pressure as

p1(x, y, z, t) = ph1(x, y, z, t) + δp1(x, y, z, t) (60.15a)

p2(x, y, z, t) = ph2(x, y, z, t) + δp2(x, y, z, t)− γ∇2
h η(x, y, t), (60.15b)

1We write ∇2
h η to emphasize that the Laplacian is only acting in the horizontal directions. This notation is

not needed when the Laplacian acts on the interface, η, since this field is just a spatial function of the horizontal
positions, x, y. However, in equation (60.24) we replace ∂tη(x, y, t) with −∂zΨ(x, y, z = 0, t) as per the linearized
kinematic boundary condition (60.20c) with u1 = u2 = 0. It is this replacement that makes it important to note
that the Laplacian is acting just in the horizontal.
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where δp1 and δp2 are pressures associated with the fluid motion and that vanish when the fluid
is at rest. Furthermore, these pressures are continuous at the interface just like the hydrostatic
pressures

δp1 = δp2 at z = η, (60.16)

so that there remains a pressure jump (60.11) in the presence of surface tension

p2 − p1 = −γ∇2
h η at z = η. (60.17)

60.1.5 Linearized equations

As for the study of surface gravity waves and capillary waves in Chapter 52, linearization of this
system is based on an assumed small slope for the interfaces. Hence, we follow the study of surface
waves in Section 52.3 to linearize the Bernoulli equation of motion (60.1). Correspondingly, we
linearize the kinematic boundary condition (60.9) and dynamic boundary condition (60.17). In
particular, the linearized boundary conditions are evaluated at z = 0 rather than at z = η, in
which case the linearized version of ph2 is a function just of z alone.

A new feature here beyond the case of surface waves concerns the presence of a background
flow, in which case the kinetic energy contributes at linear order. In particular, the layer-1
Bernoulli equation yields

ρ1 ∂tΨ1 = g z ρ1 + p1 + ρ1 [U1 u1 + (U1)
2/2]. (60.18)

The constant, ρ1 (U1)
2/2, can be eliminated by taking a gauge transformation, as detailed in

Section 52.2.3 when studying surface waves. Hence, we drop this term in the following. Writing
u1 = −∂xΨ1 then brings the linearized Bernoulli equation to the form

ρ1 (∂t + U1 ∂x)Ψ1 = g z ρ1 + p1, (60.19)

so that the background zonal flow provides a constant advection of the velocity potential. We
are thus led to the following linearized layer equations

ρ1 (∂t + U1 ∂x)Ψ1 = g z ρ1 + p1 linearized Bernoulli equation for layer 1 (60.20a)

ρ2 (∂t + U2 ∂x)Ψ2 = g z ρ2 + p2 linearized Bernoulli equation for layer 2 (60.20b)

(∂t + U1 ∂x)η = −∂zΨ1 linearized kinematic b.c. at z = 0 (60.20c)

(∂t + U2 ∂x)η = −∂zΨ2 linearized kinematic b.c. at z = 0 (60.20d)

δp2 − δp1 = 0 dynamic b.c. at z = 0 (60.20e)

p2 − p1 = −γ∇2
h η dynamic jump b.c. at z = 0. (60.20f)

Taking the difference between the Bernoulli equations in the two layers gives

ρ2 (∂t + U2 ∂x)Ψ2 − ρ1 (∂t + U1 ∂x)Ψ1 = g (ρ2 z2 − ρ1 z1) + p2 − p1, (60.21)

and then evaluating this difference on the interface (z1 = z2 = η) leads to

ρ2 (∂t + U2 ∂x)Ψ2 − ρ1 (∂t + U1 ∂x)Ψ1 = (g δρ− γ∇2
h ) η (60.22)

where the density difference is written

δρ = ρ2 − ρ1. (60.23)

Note that when multiplied by gravity, we evaluate the interface position at z = η, whereas other
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terms in the linear theory are evaluated at z = 0.2

60.2 Rayleigh-Taylor instability

For the Rayleigh-Taylor instability analysis, we assume the background flow is at rest so that
U1 = U2 = 0. Hence, we are here examining stability of the rest state to small perturbations of
the layer interface.

60.2.1 Boundary value problem and dispersion relation

With zero background flow it is a simple matter to eliminate the free surface from the interface
condition (60.22). We do so by taking a time derivative and using the linearized kinematic
boundary condition (60.20c) (or equivalently equation (60.20d))

∂tt(ρ2Ψ2 − ρ1Ψ1) = −[g δρ− γ∇2
h ] ∂zΨ at z = 0, (60.24)

where w1 = w2 = −∂zΨ at z = 0. We are thus led to the boundary value problem

∂zΨ1 = 0 z = h1 (60.25a)

∇2Ψ1 = 0 0 < z < h1 (60.25b)

∂tt(ρ2Ψ2 − ρ1Ψ1) = −[g δρ− γ∇2
h ] ∂zΨ z = 0 (60.25c)

∇2Ψ2 = 0 − h2 < z < 0 (60.25d)

∂zΨ2 = 0 z = −h2. (60.25e)

Following the approach for surface waves in Section 52.5, we seek a traveling plane wave
solution with horizontal wavevector,

k = kx x̂+ ky ŷ and k̂ = k/|k|, (60.26)

and a wave ansatz in the form of a cosine modulated by a vertical structure function

Ψ(x, y, z, t) = AΓ(z) cos(k · x− ω t), (60.27)

where A is a real amplitude. The solution to Laplace’s equation with Neumann boundary
conditions in the two half-domains is given by3

Ψ1 = A
cosh[|k| (z − h1)]

sinh[−|k|h1]
cos(k · x− ω t) 0 ≤ z ≤ h1 (60.28a)

Ψ2 = A
cosh[|k| (z + h2)]

sinh[|k|h2]
cos(k · x− ω t), − h2 ≤ z ≤ 0. (60.28b)

The dispersion relation is obtained by plugging equations (60.28a)-(60.28b) into the interface

2We detailed this treatment of the boundary position when deriving the linear equations for surface waves in
Section 52.3.4. The same considerations hold here.

3As noted in Section 52.2.2, solutions to Laplace’s equation do not support spatial oscillations in all three
directions since the sum of the curvature in each direction (i.e., second partial derivatives) must vanish. Cor-
respondingly, the velocity potential supports traveling waves in the horizontal and exponential behavior in the
vertical.
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condition (60.25e), with the following pieces needed (recall each term is evaluated at z = 0)

∂tt(ρ2Ψ2 − ρ1Ψ1) = −ω2A [ρ2 coth(|k|h2)− ρ1 coth(−|k|h1)] cos(k · x− ω t) (60.29a)

∂zΨ1 = ∂zΨ2 = A |k| cos(k · x− ω t) (60.29b)

(∂xx + ∂yy)Ψ = −|k|2Ψ, (60.29c)

thus leading to the dispersion relation

ω2 =
|k| (g δρ+ γ |k|2)

ρ1 coth(|k|h1) + ρ2 coth(|k|h2)
. (60.30)

As for the surface waves in Chapter 52, the horizontal wavenumber, |k|, determines the vertical
scale of the wave. We now examine various cases for stable and unstable waves.

60.2.2 Stable traveling plane waves
When the squared angular frequency (60.30) is positive, ω2 > 0, then the waves are interface
waves related to those studied in Chapter 52.4 For example, when the waves are so short that
they do not feel the rigid boundaries at z = h1 and z = −h2, then we can set coth(|k|h2) ≈ 1
and coth(|k|h1) ≈ 1, in which case the dispersion relation takes on the approximate form

ω2 ≈ |k| (g δρ+ γ |k|2)
ρ1 + ρ2

shortwave limit with |k|h1 ≫ 1 and |k|h2 ≫ 1. (60.31)

This limit (when surface tension is set to zero) corresponds to the deep water waves from Section
52.5.5. For the longwave limit, in which case the waves feel the top and bottom boundaries, we
set coth(|k|h1) ≈ 1/(|k|h1) and coth(|k|h2) ≈ 1/(|k|h2) so that

ω2 ≈ |k|2 g δρ
ρ1/h1 + ρ2/h2

longwave limit with |k|h1 ≪ 1 and |k|h2 ≪ 1. (60.32)

Note that we dropped the surface tension term since |k| is very small in the longwave limit.
Evidently, since ω2/|k|2 is independent of k, the longwaves are non-dispersive gravity waves and
are thus the analog of non-dispersive shallow water gravity waves studied in Section 55.5. The
waves here are affected by a modified value for the gravitational acceleration, which we write as5

grH ≡ g δρ

ρ1/h1 + ρ2/h2
with H = h1 + h2. (60.33)

By introducing this reduced gravity, gr, the two-layer shallow water dispersion relation (60.32)
takes the form

ω2 = (grH) |k|2. (60.34)

Recall that the dispersion relation for a single shallow water layer (Section 55.5) is given by
ω2 = (g H) |k|2. We thus see that long gravity waves on an interface between two fluid layers
feels a reduced version of the gravitational acceleration, with gr ≪ g when there is a small density
difference. In fact, even the case of a single shallow water can be formulated as a two-layer
system, with the upper layer having zero density so that the reduced gravity equals to g.

4More precisely, if we set ρ1 = 0 as for a vacuum, then the waves are identical to the surface waves from
Chapter 52.

5The reduced gravity in a shallow water model is defined (e.g., see equation (35.54)) without the layer
thicknesses introduced in equation (60.33). A key difference is that in the present section we start with the
non-hydrostatic equations and then take the longwave limit, whereas in Section 35.3.2 we only work with the
hydrostatic shallow water equations.
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60.2.3 Unstable exponentially growing plane waves
The case with ω2 < 0 leads to unstable wave growth. This case is rendered by δρ = ρ2 − ρ1 < 0.
That is, if there is heavy fluid above light fluid then the system can be unstable, depending
on whether the gravitationally unstable stratification can overcome the stabilizing effects from
surface tension. We now examine various cases to explore this unstable case, known as the
Rayleigh-Taylor instability.

The growth rate

To express the temporal structure of the unstable wave, introduce the growth rate

ω2 = −σ2 =⇒ ω = ±iσ, (60.35)

where σ > 0 is given by

σ =

[ |k| (g |δρ| − γ |k|2)
ρ2 coth(|k|h2) + ρ1 coth(|k|h1)

]1/2
> 0. (60.36)

We furthermore express the velocity potential (60.28a) and (60.28b) as the real part of complex
exponentials. In particular, write for the top layer

Ψ1 = AΓ(z) Re[ei (k·x−ω t)] = AΓ(z) e±σ tRe[eik·x] = AΓ(z) e±σ t cos(k · x). (60.37)

The solution with the time behavior, eσ t, is exponentially growing and this is the unstable wave.

All waves are unstable in the absence of surface tension

In the absence of surface tension, the growth rate is given by

σ =

[
g |k| |δρ|

ρ2 coth(|k|h2) + ρ1 coth(|k|h1)

]1/2
if γ = 0. (60.38)

Evidently, all waves are unstable, with the smallest waves having the largest growth rate given
approximately by

σ ≈
√
g |k| |δρ|/(ρ1 + ρ2) with |k|h2 ≫ 1 and |k|h1 ≫ 1. (60.39)

We thus expect to find the smallest scales rapidly going unstable, with the instability halted
only after all of the denser fluid occupies the lower layer.

The stabilizing role of surface tension

The growth rate (60.36) vanishes at the critical wavenumber

|k|2c = g |δρ|/γ. (60.40)

All waves with wavenumbers larger than |k|c are stablized by surface tension, in which case
the stable linear waves are capillary-gravity waves. We studied the physics of surface tension
in Section 25.11, where we noted that it can counteract the effects from gravity when the
radius of curvature is sufficiently small. To get a sense for the size of these stable waves,
recall our discussion of capillary-gravity waves in Section 52.10. For an air-water interface the
surface tension is approximately γ = 0.072 N m−1 = 0.072 kg s−2, along with the air density
ρ1 = 1 kg m−3, water density of ρ2 = 1020 kg m−3. With these physical constants the critical
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wavenumber is given by

|k|c ≈ 372 m−1 =⇒ Λc = 2π/|k|c ≈ 1.7 cm. (60.41)

Again, waves of wavelength smaller than Λc are stable.

Maximum growth rate with both surface tension and gravity

We saw above that all waves are unstable without surface tension, with the growth rate increasing
as |k|1/2 as per equation (60.39). However, surface tension introduces a high wavenumber cutoff
so that all waves with |k| > |k|2c are stable. Again, such waves are stablized since surface tension
dominates over gravity when the radius of curvature is small enough. What is the most unstable
wave when there is both surface tension and gravity? One might expect that in the presence
of random forcing, this wavenumber will be the one most visibly growing in any particular
situation.

To simplify the algebra for computing the most unstable wave, we consider the growth rate
(60.36) in the limit that the two rigid boundaries separate to infinity. This limit is not overly
constraining since the waves exponentially decay away from the interface, and we expect that the
most unstable wavenumber is within an order of magnitude of |k|c. With h1, h2 set to infinity
the dispersion relation is given by

σ2 =
g |δρ| |k| − γ |k|3

ρ2 + ρ1
. (60.42)

The wavenumber leading to the maximum growth rate is found by setting ∂σ2/∂|k| = 0, in
which case

|k|2max = g |δρ|/(3 γ) = |k|2c/3. (60.43)

Using the numbers above for an air-water interface, we see that the wavelength for the most
unstable wave is roughly 1.7 cm ∗

√
3 ≈ 3 cm.

60.2.4 Further study
The current section follows the approach from section 2 from Fetter and Walecka (2003), whereas
chapter X of Chandrasekhar (1961) and chapter 2 of Sutherland (2010) provide more detailed
presentations. The 18 minute mark of this video from Prof. Mollo-Christensen provides a
laboratory example of Rayleigh-Taylor instability.

60.3 Kelvin-Helmholtz instability
Kelvin-Helmholtz instability arises when the two fluid layers in Figure 60.1 are moving horizontally
relative to each other. In the following we assume the velocities are zonal and written x̂U1 and
x̂U2. Furthermore, we assume the fluids are stably stratified so that δρ > 0. Finally, to simplify
the analysis, assume the rigid boundaries are moved to infinity so that the only boundary of
concern is at the fluid interface.

60.3.1 Velocity potential
The velocity potential satisfying Laplace’s equation in the two half spaces is given by

Ψ1 = −U1 x+A1 e
−|k|z ei (k·x−ω t) 0 ≤ z <∞ (60.44a)

Ψ2 = −U2 x+A2 e
|k|z ei (k·x−ω t) −∞ < z ≤ 0. (60.44b)
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In contrast to the Rayleigh-Taylor instability, as given by equations (60.28a) and (60.28b), we
here use complex exponentials, with the real part of each expression assumed. We also introduced
two real amplitudes, A1 and A2. Both of these features proves of use in the following analysis.
Furthermore, the nonzero background flow makes it less convenient to eliminate the interface
height, so that we explicitly consider its wave ansatz in the form

η = ηo e
i (k·x−ω t). (60.45)

To develop a dispersion relation, we make use of the difference in the Bernoulli equation of
motion when evaluated at the interface (equation (60.22)), as well as the kinematic and dynamic
boundary conditions (60.20c)-(60.20f).

60.3.2 Dispersion relation from the interface conditions
Evaluating equation (60.22) at z = 0 for the waves (60.44a), (60.44b), and (60.45), leads to the
following relation between the wave amplitudes

i [ρ2 (−ω + kx U2)A2 − ρ1 (−ω + kx U1)A1] = (g δρ+ γ|k|2) ηo (60.46)

Likewise, the linearized kinematic boundary conditions (60.20c) and (60.20d) render the relations

i (−ω + kx U1) ηo = |k|A1 (60.47a)

i (−ω + kx U2) ηo = −|k|A2. (60.47b)

Use of equations (60.47a) and (60.47b) in equation (60.46) leads to the dispersion relation

ρ1 (ω − kx U1)
2 + ρ2 (ω − kx U2)

2 = |k| (g δρ+ γ|k|2). (60.48)

We can readily check that this result agrees with that found for the Rayleigh-Taylor instability
in equation (60.30). Expanding equation (60.48) and solving the quadratic expression leads to
the more conventional form of the dispersion relation

ω =
kx (U1 ρ1 + U2 ρ2)

ρ1 + ρ2
±
√
|k| (g δρ+ γ |k|2)

ρ1 + ρ2
− k2x ρ1 ρ2 (U1 − U2)2

(ρ1 + ρ2)2
. (60.49)

We consider facets of this dispersion relation in the following.

60.3.3 Analysis of the stability condition
The angular frequency is a real number, and the flow is stable, so long as the discriminant in
equation (60.49) is positive,

ρ1 ρ2 (U1 − U2)
2

(ρ1 + ρ2)
<
|k| (g δρ+ γ |k|2)

k2x
=⇒ stable state, (60.50)

with the perturbations organizing into stable linear capillary-gravity waves modified by the
background velocity. To help understand this stability condition, we find it useful to consider
a few special cases. To reduce algebra, assume the wavevector is aligned in the x̂ direction so
that |k|2 = k2x. Now write the stability condition (60.50) as a condition on the squared velocity
difference, in which case

(U1 − U2)
2 <

(ρ1 + ρ2)

ρ1 ρ2
(g δρ/|k|+ γ |k|) =⇒ stable state. (60.51)
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This equation says that the waves are stable so long as the squared velocity difference is
insufficient to counteract the stabilizing effects from surface tension and gravity. Notice that the
gravitational effects are weighted by the density difference, δρ = ρ2 − ρ1, so that gravity plays
no role when the densities are the same. In general, as the wave number increases (wavelength
decreases), the effects from gravity acting to stabilize the waves become less important than
those from surface tension, whereas the converse situation holds for low wavenumber waves (long
wavelength). We illustrate these properties in Figure 60.2.
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Figure 60.2: Stability diagram for Kelvin-Helmholtz instability of the interface between two constant density
layers in a gravity field and with surface tension at the interface. The red curve arises from the gravity contribution
to equation (60.51); the yellow curve is for the surface tension; and the green curve is the sum. If the squared
velocity difference, (U1 − U2)

2, is above the green line then there are unstable waves whose wavenumbers are
between the low and high wavenumber bounds defined by the green line. This figure is generated using the following
numbers appropriate for the interface between the atmosphere (region 1) and ocean (region 2): ρ1 = 1 kg m−3,
ρ2 = 1020 kg m−3, g = 9.8 m s−2, γ = 0.072 kg s−2. The critical wavenumber from equation (60.52) equals
to |k|c =

√
g δρ/γ = 372 m−1, which corresponds to a critical wavelength λcrit = 2π/|k|c = 0.017 m. As the

velocity difference increases from zero, this is the first wave that goes unstable when the velocity difference reaches
U1 − U2 = 7.3 m s−1 = 26 km hr−1.

Most easily growing wave

The stability condition (60.51) indicates that that waves that are either small enough or large
enough are stable, whereas waves of intermediate length are unstable in the presence of sufficient
velocity difference (shear) across the interface. To find the wavenumber of the unstable wave
that appears with the least amount of shear (e.g., minimum of the green curve in Figure 60.2),
we find where the derivative, ∂/∂|k|, of the right hand of equation (60.51) vanishes, which leads
to the critical squared wavenumber

|k|2c = g δρ/γ, (60.52)

which is the same as found for the Rayleigh-Taylor instability in Section 60.2.3. Evidently, when
the wavenumber equals to |k|c, then the stability condition is most easily violated by the smallest
squared shear, thus leading to exponential growth for this wave. Plugging in |k|c to the stability
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condition (60.51) leads to

(U1 − U2)
4
crit <

4 γ g (ρ1 + ρ2)
2 (ρ2 − ρ1)

ρ21 ρ
2
2

=⇒ stable state. (60.53)

This expression shows how surface tension and gravity act together to help maintain stability in
the face of a velocity difference. Yet if the velocity difference grows, eventually the inequality
swaps sign so that the flow becomes unstable. Furthermore, the wavenumber |k|c is the first
wave to exponentially grow.

The case of vanishing surface tension

If the surface tension vanishes then equation (60.53) says that there are always unstable high
wavenumber waves for an arbitrarily small velocity difference. More precisely, we return to the
general condition (60.51) with γ = 0 to find

(U1 − U2)
2 <

g (ρ1 + ρ2) δρ

|k| ρ1 ρ2
=⇒ stable state. (60.54)

Evidently, no matter how small the velocity difference, there are waves with high enough
wavenumber that violate this inequality and thus lead to an instability. In Figure 60.2, the case
with zero surface tension means that the green and red curves are identical, so that without the
effects from surface tension, there is no high wavenumber cutoff for the instability.

The case of vanishing gravity

If we align the layers horizontally rather than vertically, then gravity is no longer able to enhance
stability in the face of the velocity difference. Just like in the case with zero surface tension,
there are always waves that go unstable in this case. However, the unstable waves here have
arbitrarily low wavenumber, so that in the absence of gravity there is no low wavenumber cutoff.

Stability is enhanced when ρ1/ρ2 ≪ 1

If the upper layer has a vanishingly small density relative to the lower layer, then the right
hand side of the stability condition (60.51) becomes large. We say that this case is strongly
stable since it takes a large velocity difference to produce an instability. A geophysically relevant
example is air blowing over water with γ = 0.072 N m−1 = 0.072 kg s−2, ρ2 = 1020 kg m−3 and
air density ρ1 = 1 kg m−3. Equation (60.53) says that the most unstable wave is stimulated
with an air-sea velocity difference

U1 − U2 = 7.3 m s−1 = 26 km hr−1. (60.55)

These numbers are used to generate Figure 60.2.

60.3.4 Insights from vorticity

The vorticity vanishes everywhere in the fluid, except at the interface. At the interface the
velocity jump leads to a Dirac delta vortex sheet. We compute the vorticity of the base state by
writing the velocity in terms of Heaviside step functions (equation (7.19))

v = x̂ [U1H(z) + U2H(−z)] (60.56)
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so that the vorticity is given by

ŷ · ∇ × v = ∂z[U1H(z) + U2H(−z)] = (U1 − U2) δ(z), (60.57)

with Figure 60.3 providing an illustration. The vortex sheet is a stationary equilibrium state
since the flow felt by adjacent vortices exactly cancels. However, as shown in Figure 60.4, the
vortex sheet is unstable to small perturbations. Indeed, in the absence of gravity or surface
tension then any perturbation is unstable, which is the Kelvin-Helmholtz instability.
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Figure 60.3: A vorticity perspective on the Kelvin-Helmholtz instability, whereby the velocity jump leads to a
Dirac delta vorticity at the interface and a corresponding circulation for loops that enclose a portion of the sheet.
Each circular arrow surrounding a black dot represents a point vortex induced by the velocity jump, with the
z = 0 plane filled with a continuum of such point vortices. The circulation around the sheet is C = x̂ · (u2 −u1)L,
where L is the length of the side parallel to the sheet. This configuration is a stationary equilibrium since the flow
felt by adjacent vortices exactly cancels so that they remain fixed. However, it is generally unstable, as shown in
Figure 60.4.
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Figure 60.4: The equilibrium configuration from Figure 60.3 is unstable to small perturbations, and in the case
of zero surface tension and zero gravity any perturbation is unstable. We understand the cause of the instability
by observing that if a vortex is displaced away from the sheet, the flow from adjacent vortices and the background
flow causes the sheet to roll-up on itself, which is the Kelvin-Helmholtz instability. This figure is a variant of
Figure 7.1.3 of Batchelor (1967) (who provides full details of the vorticity interpretation of the Kelvin-Helmholtz
instability), Figure 1.3 of Drazin and Reid (1981), and Figure 3.9 of McWilliams (2006).

60.3.5 Insights from Bernoulli’s theorem
Figure 60.5 provides a schematic of the pressure forces active next to the interface in the presence
of a wavelike perturbation. A wavelike perturbation along the interface gives rise, through
Bernoulli’s theorem, to pressure anomalies of opposite sign in the regions near to the interface.6

In particular, consider the case of an interface that enters one of the two regions and so reduces
the cross-sectional area for the fluid flow. The flow is incompressible, and so the flow speed
increases in this region, with increased speed associated with an anomalously low pressure. The
opposite occurs in the other region, where there is an anomalously high pressure. Evidently, the
pressure dipoles increase the amplitude of the wavelike perturbation. If the pressure perturbation

6At the interface, the pressure has a jump given by the Young-Laplace equation (60.11). We are here interested
in the region local to the boundary.
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is sufficiently strong to overcome the stabilizing effects from gravity and surface tension, then
the perturbation grows and becomes nonlinear, which is the Kelvin-Helmholtz instability.
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Figure 60.5: Schematic of a region near the interface between two uniform density and immiscible fluid regions
with nonzero relative motion between the regions. The left panel shows a small wavelike perturbation along the
interface that gives rise, through Bernoulli’s theorem, to pressure anomalies of opposite signs in the regions on
either side of the interface. Evidently, the pressure dipoles increase the amplitude of the wavelike perturbation,
thus leading to a positive feedback. If the feedback is sufficiently strong to overcome the stabilizing effects from
gravity and surface tension, then it will lead to the Kelvin-Helmholtz instability. The right panel shows the
nonlinear stage in which the waves are growing and eventually break.

60.3.6 An energetic perspective on Kelvin-Helmholtz induced mixing

Kinetic energy of the background flow provides the energy source for the Kelvin-Helmholtz
instability. Once the instability fully acts, it produces a well mixed state whereby the density
and velocity are mixed within a region local to the initial interface. The kinetic energy of the
final mixed state is less than the initial state, which we can infer since mixing removes the
velocity jump across the interface; i.e., mixing smooths the velocity profile. Conversely, the
gravitational potential energy is increased since some of the light fluid from the upper region is
mixed with the heavy fluid from the lower region, and vice versa, thus raising the center of mass
of the fluid column.7

A deductive analysis of the energetics of mixing is outside our scope. Indeed, without
information about the pressure forces causing the base flow, we do not have sufficient information
to perform an energy budget. However, we can study the energetic effects from mixing by making
reasonable assumptions about the final flow profile, and in so doing we can quantitatively support
the above inferences about the effects of mixing on kinetic energy and gravitational potential
energy. For analytical tractability we assume the mixing region extends over the symmetric
range, −H ≤ z ≤ H, with negligible signature of mixing outside of this range. Furthermore, we
make use of the Boussinesq ocean from Chapter 29 with density a linear function of temperature
and with a reference density ρo.

To estimate the thickness, H, of the mixing region, recall the expression (60.54) allows us to
compute the low wavenumber cutoff for the case of Kelvin-Helmholtz instability in the absence
of surface tension

|k|low =
g (ρ1 + ρ2) δρ

ρ1 ρ2 (U1 − U2)2
. (60.58)

The unstable waves riding on the interface are exponentially decaying in the direction away
from the interface, with their decay scale given by |k|. Evidently, unstable Kelvin-Helmholtz
waves extend a distance ∼ 1/|k|low away from the interface, thus suggesting that a scale for the
associated mixing is given by

H ∼ ρ1 ρ2 (U1 − U2)
2

g (ρ1 + ρ2) δρ
≈ ρo (U1 − U2)

2

2 g δρ
, (60.59)

7We studied this effect of mixing on gravitational potential energy in Section 26.2.6.
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where the approximate expression made use of the oceanic Boussinesq approximation.
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z = �H

Figure 60.6: The initial velocity profile (left panel) for the study of Kelvin-Helmholtz instability, with U1 = U2.
This profile is assumed to evolve to the linear profile (right panel) after mixing. The kinetic energy in the mixed
profile is less than the kinetic energy in the initial profile. In turn, mixing raises the center of mass of the fluid so
that it increases the gravitational potential energy. It is notable that the final state velocity profile shown here
could be unstable to shear instability, as discussed in Chapter 61, in which case the shear instability will further
act to homogenize the velocity and density.

The initial density and velocity profiles are given by the jump across the interface at z = 0,
with the initial velocity and density having a depth integral of

ˆ H

−H
u dz = H (U1 + U2) and

ˆ H

−H
ρdz = H (ρ1 + ρ2). (60.60)

We assume the final density and velocity profiles have a depth integral equal to those in the
initial state, thus ensuring that zonal momentum and heat are conserved by the mixing. For
simplicity, assume the final state profiles are linear, in which case (see Figure 60.6)

ρ(z) = ρ2 − (ρ2 − ρ1) (1 + z/H)/2 = (ρ1 + ρ2)/2− z δρ/(2H) for −H ≤ z ≤ H (60.61a)

u(z) = U2 − (U2 − U1) (1 + z/H)/2 = (U1 + U2)/2− z δU/(2H) for −H ≤ z ≤ H. (60.61b)

The depth integrated kinetic energy and gravitational potential energy per horizontal area

K =
ρo
2

ˆ H

−H
u2 dz and P = g

ˆ H

−H
z ρdz, (60.62)

take on the following initial values

Kinit =
ρo
2

ˆ H

−H
u2 dz = H ρo (U

2
1 + U2

2 )/2 (60.63a)

Pinit = g ρ2

ˆ 0

−H
z dz + g ρ1

ˆ H

0
z dz = −g H2 δρ/2. (60.63b)

Use of the linear profiles (60.61a) and (60.61b) render the final mixed state energies

Kfinal =
ρo
2

ˆ H

−H
u2 dz = H ρo

[
U2
1 + U2

2 + U1 U2

]
/3 (60.64a)

Pfinal = g

ˆ H

−H
ρ z dz = −g H2 δρ/6. (60.64b)
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As anticipated, we find that the kinetic energy is reduced upon mixing whereas the gravitational
potential energy increases

Kfinal −Kinit = −H ρo (U1 − U2)
2/6 < 0 and Pfinal − Pinit = g H2 δρ/3 > 0. (60.65)

The ratio of the change in potential energy to the change in kinetic energy is

Pfinal − Pinit

Kfinal −Kinit

= −2 g

ρo

δρ/H

[(U1 − U2)/H]2
, (60.66)

which is the ratio of the density stratification to the squared vertical shear. This ratio is a
discrete version of the gradient Richardson number as discussed in Section 61.7.5. Indeed, in
Section 61.7.5 we consider an energetic argument similar to that given here as applied to the final
state linear sheared profile in Figure 60.6, which can be unstable to strataified shear instability
if the Richardson number is less than 1/4.

60.3.7 Further study
Chapter XI of Chandrasekhar (1961) provides a detailed study of Kelvin-Helmholtz instability,
with particular comments in Section 101b on the geophysical relevance of the critical shear.
Section 2 of Fetter and Walecka (2003) also provides a presentation consistent with that gien
here. The first half of this video from Prof. Mollo-Christensen provides laboratory examples
of Kelvin-Helmholtz instabilities. This video from Prof. Worster’s fluids lab provides a vivid
illustration of Kelvin-Helmholtz instability in a two-layer fluid.
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Chapter 61

SHEAR INSTABILITY

In this chapter we study shear instability as realized in two canonical cases. The first concerns
a meridionally sheared zonal flow in a horizontally non-divergent barotropic fluid, with this
instability sometimes called barotropic instability. We derive integral stability conditions for
arbitrary zonal flow profiles, and then study a special flow profile that admits an analytic solution.
The analytic study exposes the underlying wave resonance mechanism active in shear instability,
with this mechanism involving the interaction of edge waves that live on the background vorticity
field (Section 54.5). We thus interpret shear instability as the constructive interference of two
vorticity (edge) waves, where interference supports the mutual exponential growth of both waves
that is characteristic of a modal instability.

The second kind of shear instability concerns vertically sheared flows in a gravitationally
stratified fluid (N2 > 0) in the absence of planetary rotation (f = 0). The stable vertical
stratification creates a potential energy barrier that stabilizes the vertically sheared flow relative
to the horizontally sheared case without gravity. If the kinetic energy of the vertically sheared flow
is large enough, then the potential energy barrier can be overcome to produce a shear instability.
Our study of stratified shear instability makes use of normal mode stability analysis just like for
the barotropic shear flow. The gradient Richardson number provides a non-dimensional measure
of the potential energy relative to the kinetic energy, with a normal mode instability occuring if
the Richardson number is below a critical value. We offer a derivation following Miles (1961)
revealing that the critical Richardson number is 1/4.

reader’s guide for this chapter
Surface tension is ignored throughout this chapter, so that we focus on sheared flows of

scales larger than the ≈ 10−3 m characteristic of capillary waves. To study horizontal shear
instability, we assume familiarity with the horizontally non-divergent barotropic model from
Chapter 38 and the associated wave mechanics in Sections 54.2 and 54.3. We make particular
use of edge waves studied in Section 54.5 as part of our wave resonance interpretatation of
shear instability. For our study of stratified shear instability, we make use of the perfect
Boussinesq fluid from Chapter 29. In linearizing the equations we follow many of the same
steps used for the study of internal gravity waves in Chapter 57. The linear partial differential
equation appearing in the stability analysis is known as the Taylor-Goldstein equation, which is
very similar to the Rayleigh equation encountered in the barotropic shear instability. Methods
and concepts from this chapter are very useful in the study of baroclinic instability in Chapter
62.

Kelvin and Helmholtz studied the interfacial instability described in Chapter 60. Even so,
the continuous shear layer instability of the present chapter is also, sometimes, referred to as
Kelvin-Helmholtz instability.
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61.1 Loose threads

• Discuss Couette flow stability in Section 61.5.1 even though it satisfies the Rayleigh
inflection point theorem.

• Look at the pressure field in the waves to offer a force balance interpretation of the
instabilties. Also, to help understand why unstable waves tilt into the shear.
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61.2 Global versus local instabilities

The wave/modal interpretation of shear instability that we pursue in this chapter contrasts to
the variety of symmetric instabilities studied in Chapter 59. In particular, symmetric stablility
of a given flow can be deduced by the local necessary and sufficient condition, f Q < 0, with Q
the Ertel potential vorticity. A corresponding mechanistic interpretation follows from parcel
arguments. As emphasized by Cushman-Roisin and Beckers (2011) (see their Chapter 17),
wave instabilities, such as shear instability of this chapter, are not characterized by a local
flow property. The reason is that a wave instability arises from the constructive interaction
between coherent wave motion, with that interaction a function of boundary conditions and
phase relations. Hence, a quantitative understanding of shear instability requires the solution of
an eigenvalue problem to determine properties of the interacting waves.

Squire’s theorem (Squire, 1933) states that for every three-dimensional perturbation to a plane
shear flow, there exists a more unstable two-dimensional perturbation.1 Hence, to characterize
the most unstable perturbations, it is sufficient to study shear instability in a two-dimensional
flow. Even so, as presented in Chapter 3 of Smyth and Carpenter (2019), it can be pedagogically
useful to start from the more general three-dimensional case and then show the validity of
Squire’s theorem.

61.3 Governing barotropic equations

As in the study of edge waves in Section 54.5, we here consider flow of a horizontally non-divergent
barotropic fluid in the presence of a prescribed background zonal flow that is a function of
latitude

ub = ub(y) x̂. (61.1)

This background velocity has zero material acceleration

(∂t + ub · ∇)ub = 0, (61.2)

so that it is in exact geostrophic balance with a background pressure gradient

f ẑ × ub = −∇φb =⇒ f ub = −∂yφb. (61.3)

Much of this chapter (e.g., the linearized equations with a modulated wave ansatz in Section 61.4
and the interacting edge waves in Section 61.6) considers the case of a non-rotating reference
frame (f = 0), in which case the background flow is generated by an unspecified pressure gradient.
In other sections we retain planetary rotation in the form of the β plane, such as for the integral
stability conditions of Section 61.5. In the remainder of this section we develop the equations
describing the velocity and the kinetic energy of fluid flow in the presence of the prescribed zonal
background flow, and with details for generation of the background flow left unspecified.

61.3.1 Velocity equation

Writing the velocity and pressure as the sum of a background plus a fluctuation

u = ub + u
′ and φ = φb + φ′, (61.4)

1See Drazin and Reid (2004) or Section 11.8 of Kundu et al. (2016) for more details of Squire’s theorem. We
illustrate Squre’s theorem in Section 62.7.3 when studying the growth rate of unstable Eady edge waves.
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leads to the material acceleration

Du

Dt
= (∂t + u · ∇)u = (∂t + u

′ · ∇)u′ + (u′ · ∇)ub + (ub · ∇)u′, (61.5)

and the corresponding equation of motion

(∂t + u
′ · ∇)u′ + (u′ · ∇)ub + (ub · ∇)u′ + f ẑ × u′ = −∇φ′, (61.6)

which takes on the linearized form with the given background flow (61.1)

(∂t + ub ∂x)u
′ + x̂ v′ ∂yub + f ẑ × u′ = −∇φ′. (61.7)

61.3.2 Eddy kinetic energy

As detailed in Section 38.1.2, energetic transfers in the horizontally non-divergent barotropic fluid
only involve the kinetic energy since the gravitational potential energy is a constant. Working
with the linearized equation of motion (61.7), we find that the kinetic energy per mass contained
in the fluctuating flow, u′ · u′/2, satisfies

[∂t + ub ∂x](u
′ · u′)/2 = −u′ v′ ∂yub −∇ · (u′ φ). (61.8)

We commonly refer to u′ · u′/2 as the eddy kinetic energy. The first term on the right hand
side of equation (61.8) arises from fluctuations of the zonal and meridional velocity weighted
by the meridional derivative of the background zonal flow. This term is associated with the
transfer of kinetic energy from the background flow to the fluctuating flow.2 The second term is
the convergence of the pressure flux that is determined by the fluctuating flow. Taking a zonal
average over the domain, and assuming all zonal boundary contributions vanish, leads to

∂tK = −u′ v′ ∂yub − ∂y(v′ φ′), (61.9)

where we defined the zonal averaged eddy kinetic energy in the fluctuating fields

K = u′ · u′/2. (61.10)

Evidently, equation (61.9) says that the zonal averaged kinetic energy of the fluctuating fields
has an Eulerian time derivative determined by the following two terms:

−∂y(v′ φ′) = meridional convergence of pressure flux (61.11a)

−u′ v′ ∂yub = shear production. (61.11b)

We assume that the pressure convergence term vanishes when integrated over the meridional
extent of the domain (e.g., v′ = 0 along the meridional boundaries), in which case it represents
a redistribution or transport that moves eddy kinetic energy around but does not alter its
domain integrated value. In contrast, the shear production term is a source/sink that measures
the rate that eddy kinetic energy is modified via the zonal correlations between u′ and v′ and
as modulated by the meridional gradient of the background flow. As noted above, this term
provides a transfer of kinetic energy between the mean flow and the fluctuating flow. It is
expected that this term provides the source of the growing kinetic energy of an unstable wave.
Note that its name arises since it is a nonzero production of kinetic energy in the presence of a
background shear.

2Note that we do not have access to the energy equation for the background flow since it is prescribed and
remains static.
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We can interpret the shear production term as the meridional flux of zonal momentum
contained in the fluctuating field. Evidently, kinetic energy in the fluctuating fields increases if
this flux is down the gradient of the background meridional shear

v′ u′ ∂yub < 0 growing kinetic energy of fluctuations. (61.12)

Such downgradient transport by the growing fluctuations acts in a direction that smooths the
meridional shear of the backgound zonal flow.

61.3.3 Pressure equation

Taking the divergence of the linearized velocity equation (61.7), and noting that ∇·u′ = 0, leads
to the Poisson equation for pressure

−∇2φ′ = 2 (∂yub) (∂xv
′) + β u′ − f ζ ′, (61.13)

where we introduced the relative vorticity contained in the fluctuating field (i.e., the eddy
vorticity)

ζ ′ = ∂xv
′ − ∂yu′. (61.14)

The analysis of interacting edge waves in Section 61.6 is formulated in a non-rotating reference
frame, in which the pressure equation simplifies to

−∇2φ′ = 2 (∂yub) (∂xv
′). (61.15)

61.3.4 Meridional velocity equation

The meridional component of the linearized velocity equation (61.7) is given by

∂tv
′ + ub ∂xv

′ + f u′ = −∂yφ′. (61.16)

Setting f = 0 and taking the Laplacian leads to

∂t(∇2v′) +∇2(ub ∂xv
′) = −∂y(∇2φ′). (61.17)

Use of the pressure equation (61.15) then provides an equation for the meridional velocity

(∂t + ub ∂x)(∇2v′) = (∂xv
′) ∂yyub. (61.18)

Evidently, the background zonal flow provides an advection of ∇2v′ as well as an interaction
term on the right hand side.

61.4 Barotropic flow with a modulated wave ansatz

We here study a modulated wave ansatz for a non-rotating reference frame using the linearized
flow in the presence of a background state with a meridionally sheared zonal flow. Following
the development in Section 54.5, we expect plane traveling waves in the zonal direction, with
a meridionally dependent modulation function. This expectation leads to the ansatz for the
streamfunction

ψ(x, y, t) = ψ̃(y) ei (k x−ω t). (61.19)
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61.4.1 Accounting for the edge wave direction
An edge wave can move in either the positive or negative x̂ direction, so that the wavevector is

k = |k| k̂ = |k| k̂ = ±|k| x̂. (61.20)

A convenient means to incorporate the two directions of motion is to write the phase as

k x− ω t = k [x− (ω/k) t] = k (x− c t), (61.21)

where the phase velocity is3

cp = (ω/|k|) k̂ = (ω/k) x̂ = c x̂. (61.22)

For the geometry of this problem, an edge wave only moves along one-dimension, in which case
it is sufficient to refer to c = ω/k as the phase velocity and |c| = ω/|k| the phase speed.4 A real
and positive wave velocity, c > 0, has k = k x̂ with k > 0, thus indicating a stable edge wave
with phase moving in the +x̂ direction. Conversely, c < 0 has k = k x̂ = −|k| x̂ with k < 0, thus
indicating a stable edge wave with phase moving in the −x̂ direction.

61.4.2 Polarization relations
The horizontal velocity components are computed from the streamfunction via

ψ = ψ̃ ei k (x−c t) (61.23a)

u′ = ẑ ×∇ψ = ei k (x−c t) (−x̂ ∂y + ŷ i k)ψ̃ (61.23b)

u′ = (i/k) ∂yv
′ = −ei k (x−c t) ∂yψ̃ (61.23c)

v′ = i k ψ = i k ei k (x−c t) ψ̃. (61.23d)

As a check we confirm that the horizontal velocity is non-divergent

∂xu
′ + ∂yv

′ = i k ∂yψ̃ ei k (x−c t) (−1 + 1) = 0. (61.24)

To get the pressure perturbation, return to the zonal component of the velocity equation (61.7)
(with f = 0)

(∂t + ub ∂x)u
′ + v′ ∂yub = −∂xφ′, (61.25)

and make the ansatz
φ′ = φ̃(y) ei k (x−c t). (61.26)

Use of this pressure ansatz along with the horizontal velocity equations (61.23c) and (61.23d),
yields the pressure amplitude in terms of the streamfunction amplitude

φ̃ = [(ub − c) ∂y − ∂yub]ψ̃. (61.27)

In summary, the amplitude equations (polarization relations) for the horizontal velocity compo-
nents and the pressure are given, in terms of the streamfunction, by

ψ = ψ̃(y) ei k (x−c t) (61.28a)

u′ = ũ(y) ei k (x−c t) and v′ = ṽ(y) ei k (x−c t) and φ′ = φ̃(y) ei k (x−c t) (61.28b)

3Remember that for a stable wave, ω ≥ 0 in this book (see Section 49.2.3).
4Many books refer to c as the phase speed, even though c can be positive or negative. However, as emphasized

in Section 49.5.2, the phase speed is the non-negative magnitude of the phase velocity.
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ũ = −∂yψ̃ and ṽ = i k ψ̃ and φ̃ = [(ub − c) ∂y − ∂yub]ψ̃. (61.28c)

61.4.3 Complex phase velocity

To investigate shear instability, we are interested in flow properties that lead to the phase velocity,
c, having an imaginary part, in which case

c = cr + i ci = cr + iσ/k. (61.29)

In this case, it is the real part, cr, that is the phase velocity whereas ci measures the decay rate
or growth rate for the wave amplitude

ψ(x, y, t) = ψ̃(y) ei k (x−cr t) ek ci t = ψ̃(y) ei k (x−cr t) eσ t. (61.30)

If ci > 0 then the wave is exponentially unstable with growth rate,

σ = k ci, (61.31)

whereas if σ < 0 then the wave exponentially decays.

As we see in Section 61.4.4, if c is complex then it appears along with its complex conjugate,
so that the exponentially growing mode and the decaying mode appear as a pair. Furthermore,
note that the complex conjugate of the streamfunction (61.30) is given by

ψ∗ = ψ̃∗(y) e−i k (x−cr t) eσ t, (61.32)

so that
|ψ|2 = ψ∗ ψ = |ψ̃|2 e2σ t, (61.33)

along with the analogs for the horizontal velocity components

|u′|2 = u′ (u′)∗ = |∂yψ̃|2 e2σ t and |v′|2 = v′ (v′)∗ = k2 |ψ̃|2 e2σ t. (61.34)

These identities are used when developing the phase averaged kinetic energy budget in Section
61.4.6.

61.4.4 Rayleigh-Kuo equation for the streamfunction

Inserting the modulated wave ansatz (61.19) into the linearized vorticity equation (54.82) leads
to the Rayleigh equation

(ub − c) (∂yy − k2) ψ̃ + ∂yζb ψ̃ = 0. (61.35)

Or, in the presence of β ̸= 0 we find the Rayleigh-Kuo equation (54.84)

(ub − c) (∂yy − k2) ψ̃ + (β + ∂yζb) ψ̃ = 0. (61.36)

For a study of instabilities, the phase velocity, c = ω/k, and the streamfunction, ψ̃, are generally
complex, whereas all other terms are real. Hence, the complex conjugate of the Rayleigh-Kuo
equation (61.36) is given by

(ub − c∗) (∂yy − k2) ψ̃∗ + (β + ∂yζb) ψ̃
∗ = 0. (61.37)

Evidently, if c satisfies the Rayleigh-Kuo equation (61.36) with streamfunction ψ̃, then c∗ satisfies
the complex conjugate equation (61.37) with streamfunction ψ̃∗. Hence, the phase velocities
come in complex conjugate pairs.
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61.4.5 Rayleigh-Kuo equation for the meridional displacement
Let ξ(x, y, t) be the meridional component of the fluid particle displacement from its equilibrium
position. This particle displacement satisfies the evolution equation

v′ = (∂t + u ∂x)ξ = [∂t + (u′ + ub) ∂x]ξ. (61.38)

Linearizing for small amplitude displacements leads to

v′ = (∂t + ub ∂x)ξ, (61.39)

with the usual ansatz,
ξ = ξ̃(y) ei k (x−c t), (61.40)

yielding
ψ̃ = (ub − c) ξ̃. (61.41)

Evidently, for small amplitude motion, the streamfunction amplitude, ψ̃, equals to the meridional
particle excursion amplitude, ξ̃, multiplied by the difference between the phase velocity and the
background flow, ub − c.

With the relation (61.41), we can convert the Rayleigh equation (61.35) for the streamfunction
into an equation for the meridional particle excursion. For this purpose make use of the derivative

∂yyψ̃ = ξ̃ ∂yyub + 2 ∂y ξ̃ ∂yub + (ub − c) ∂yy ξ̃, (61.42)

along with a few lines of algebra to derive the Rayleigh-Kuo equation in terms of the meridional
excursion

∂y[(ub − c)2 ∂y ξ̃] = (ub − c) [−β + k2 (ub − c)] ξ̃. (61.43)

We make use of equation (61.43) in Section 61.5.3 to derive a condition required for a modal
perturbation to initiate an instability.

61.4.6 Phase and zonal averaged eddy kinetic energy equation
In Section 61.3.2 we developed the equation for the kinetic energy of the fluctuating field and
took its zonal average to find

∂t(u′ u′ + v′ v′)/2 = −u′ v′ ∂yub − ∂y(v′ φ′). (61.44)

Following the methods of complex variables and phase averaging as detailed in Section 8.1,
use of the polarization relations from Section 61.4.2, and recognition that the phase velocity is
generally complex according to equations (61.33) and (61.34), lead to5

2 ⟨u′ u′⟩ = |∂yψ̃|2 e2σ t (61.45a)

2 ⟨v′ v′⟩ = k2 |ψ̃|2 e2σ t (61.45b)

2 ⟨u′ v′⟩ = kRe[i ψ̃∗ ∂yψ̃] e
2σ t = −k Im[ψ̃∗ ∂yψ̃] e

2σ t = k Im[ψ̃ ∂yψ̃
∗] e2σ t, (61.45c)

along with the phase average of the meridional velocity and pressure

2 e−2σ t ⟨v′ φ′⟩ = kRe[i ψ̃ φ̃∗] (61.46a)

= −k Im[ψ̃ φ̃∗] (61.46b)

= −k Im[(ub − c) ψ̃ ∂yψ̃∗ − ∂yub |ψ̃|2] (61.46c)

5Exercise 61.1 derives the identity Im
[
ψ̃∗ ∂yψ̃

]
= − Im

[
ψ̃ ∂yψ̃

∗
]
used in equation (61.45c).
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Figure 61.1: The lines of constant phase, Φ(x, y) = k x−α(y), for the streamfunction (or the meridional velocity)
in an unstable barotropic wave. The wave depicted here has an increasing kinetic energy since the phase lines
are tilted into the shear. That is, this orientation of the wave ensures that the barotropic shear production
increases the kinetic energy of the wave as per equation (61.56). Namely, since the waves are transverse, fluid
particles move on constant phase lines, with the tilt shown here ensuring that ⟨u′ v′⟩ < 0. That is, a meridionally
positive particle motion corresponds to a zonally negative motion, and vice versa. This behavior is characteristic
of unstable waves whose kinetic energy grows by feeding off the unstable background shear state. Observe that if
one placed a passive tracer in the flow, or an array of fluid particles, then they would be stretched to align with
the shear rather than against the shear. The growing wave, however, is an active flow feature, with the present
analysis indicating that energy growth for this feature requires phase lines to tilt into the shear as depicted here.

= −k Im[(ub − c) ψ̃ ∂yψ̃∗], (61.46d)

where we used Im[∂yub |ψ̃|2] = 0 for the final equality. Bringing terms together leads to the
phase and zonal averaged eddy kinetic energy budget

2σ
[
|∂yψ̃|2 + k2 |ψ̃|2

]
/2 = −k ∂yub Im

[
ψ̃ ∂yψ̃

∗
]
/2︸ ︷︷ ︸

shear production

+ k ∂y Im
[
(ub − c) ψ̃ ∂yψ̃∗

]
/2,︸ ︷︷ ︸

KE flux convergence

(61.47)

where we recognize σ/k = ci according to equation (61.29).

61.4.7 Phase lines of unstable waves tilt into the shear

As noted in Section 61.3.2, the only way for the globally integrated kinetic energy to grow
is through the shear production term, since the globally integrated pressure flux convergence
vanishes. A sufficient, though not necessary, condition for global kinetic energy growth is that
the shear production is positive at each point within the fluid domain. From equation (61.47)
we thus have

k ∂yub Im
[
ψ̃∗ ∂yψ̃

]
> 0 =⇒ sufficient condition for kinetic energy growth. (61.48)

If the kinetic energy growth arises from shear instability, then equation (61.48) offers a sufficient
condition for shear instability.

To develop a geometric view for the energy growth condition (61.48), introduce the phase,
α(y), of the streamfunction via

ψ̃(y) = |ψ̃(y)| eiα(y), (61.49)

so that
Im
[
ψ̃∗ ∂yψ̃

]
= Im

[
|ψ̃| e−iα(y) (∂y|ψ̃|+ i |ψ̃| ∂yα) eiα(y)

]
= |ψ̃|2 ∂yα, (61.50)

thus bringing the sufficient condition (61.48) to the form

k ∂yub|ψ̃|2 ∂yα > 0 =⇒ sufficient condition for energy growth. (61.51)
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Now write the full streamfunction as

ψ = ψ̃(y) ei k (x−c t) = |ψ̃(y)| eiα(y) ei (k x−c t) = |ψ̃(y)| ei (Φ(x,y)−c t), (61.52)

where we defined the spatial phase function

Φ(x, y) ≡ k x+ α(y). (61.53)

Lines of constant phase are defined by

dΦ = 0 = k dx+ (∂yα) dy =⇒ (dy/dx)phase = −k/∂yα, (61.54)

so that the instability condition (61.48) can be written

k ∂yub |ψ̃|2 ∂yα = −k2 |ψ̃|2 ∂yub

(dy/dx)phase
> 0 =⇒ sufficient condition for energy growth. (61.55)

Simplifying this equation leads to the condition for the ratio of the shear and the phase slope

∂yub

(dy/dx)phase
< 0 =⇒ sufficient condition for energy growth. (61.56)

This inequality says that kinetic energy of the wave grows when the wave’s phase lines tilt into
the background flow shear, such as depicted in Figure 61.1. The tilted phase lines reflect the
ability of the wave to extract kinetic energy from the background state. This geometric property
offers a visual indicator that the wave is acting on an unstable shear state, thus providing a
valuable diagnostic tool for identifying shear instabilities as they are happening.

61.5 Integral conditions necessary for shear instability

In this section we develop integral conditions for stability of an inviscid horizontally sheared
fluid on a β plane, with the conditions arrived at by forming spatial integrals of the Rayleigh
equation (61.35) and the Rayleigh-Kuo equation (61.36). These integral conditions allow us to
determine stability properties even without explicitly solving the detailed instability problem
for a particular flow (see Section 61.6 for a solution example). We do so by deriving geometric
conditions that are necessary for the flow to be unstable, or conversely that are sufficient to
ensure the flow is stable. We also consider conditions needed for a particular perturbation to
initiate an instability. Generally, the conditions we derive are necessary though not sufficient to
ensure instability. Evidently, even if a flow satisfies the necessary conditions for instability, the
flow can still be stable. This situation for the modal instabilities of sheared flows contrasts to
the parcel instabilities from Chapter 59, where the instability conditions are both necessary and
sufficient.

61.5.1 Rayleigh-Kuo inflection point theorem

Here we establish the Rayleigh instability criteria, also known as the Rayleigh inflection-point
criteria. In the presence of β, it is known as the Rayleigh-Kuo condition. To proceed, start from
the Rayleigh-Kuo equation (61.36) written as

(∂yy − k2) ψ̃ +
(β − ∂yyub) ψ̃

ub − c
= 0. (61.57)
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Multiplying by ψ̃∗ (complex conjugate of ψ̃) and integrating over the meridional extent of the
domain, R, leads to

ˆ
R

[∂y(ψ̃
∗ ∂yψ̃)− |∂yψ̃|2 − k2 |ψ̃|2] dy = −

ˆ
R

(β − ∂yyub) |ψ̃|2
ub − c

dy. (61.58)

If the streamfunction or its derivatives vanish on the meridional boundaries (or vanish when
bounded away from the region of interest), then the left hand side is a negative real number.
Now all terms on the right hand side are real except, possibly, the phase velocity, c. Hence, this
equation is self-consistent only if the imaginary part of the right hand side vanishes

ci

ˆ
R

(β − ∂yyub) |ψ̃|2
|ub − c|2

dy = 0. (61.59)

This condition can be satisfied in two ways. The first way is if the phase velocity is real, so
that ci = 0 and hence all waves are stable.6 The second way is if the integral vanishes. For the
integral to vanish requires β − ∂yyub to change sign somewhere in the domain, since all the other
terms in the integral are positive. That is, somewhere in the domain there must be an extrema
of the base state’s absolute vorticity,

β − ∂yyub = ∂y(f + ζb). (61.60)

There are many qualifiers to this result. In particular, for β − ∂yyub to change sign in the
domain represents a necessary condition for a shear instability, and yet it is not a sufficient
condition for instability. Indeed, there are flow profiles that satisfy the inflection point criteria
and yet there are still no growing wave modes. Turning the condition around we find that a
sufficient condition for stability is that there are no sign changes for β − ∂yyub. We summarize
the result by stating the following theorem.

Rayleigh-Kuo inflection point theorem: Consider an inviscid and homoge-
neous (constant density) fluid, with flow in an inertial reference frame (no Coriolis)
and with a base state of zonal flow with meridional shear. A necessary condition for
shear instability is that there exists an inflection point in the base state zonal flow
somewhere in the domain; i.e., where ∂yyub = 0 and so where the relative vorticity has
an extrema, ∂yζb = −∂yyub = 0. For flow on the β-plane, this criteria is generalized
to ∂y(f + ζb) = β − ∂yyub = 0, in which case the absolute vorticity must have an
extrema in the domain in order to admit an instability. If there is no inflection point,
then its absence is sufficient to conclude that the flow is stable to shear instability.

It is notable that β > 0 always acts to stabilize the flow since its contribution requires a stronger
background flow curvature to realize an inflection point. So if β is large enough then it can
eliminate the inflection point, ∂y(f + ζb) = β − ∂yyub = 0, from the domain, and in so doing it
can stabilize the flow according to the Rayleigh-Kuo theorem. We can understand this stabilizing
effect by noting that β supports planetary Rossby waves (Section 54.3), with such waves offering
an alternative means to discharge the kinetic energy carried by shear in the base state flow.

61.5.2 Fjørtoft’s theorem
Roughly 70 years after Rayleigh (1880) introduced the inflection point theorem, and a year after
Kuo (1949) extended the inflection point theorem to the β-plane, Fjørtoft (1950) established

6Recall from Section 61.6.1 that if c solves the Rayleigh equation with streamfunction ψ̃, then c∗ also satisfies
the equation with streamfunction ψ̃∗. Hence, for each decaying mode there is a growing mode. So a sufficient
condition for instability is to find a wave in which ci ̸= 0.
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another necessary condition for instability that is somewhat more constraining than the Rayleigh-
Kuo theorem from Section 61.5.1.

To derive Fjørtoft’s theorem, return to equation (61.58). Rather than focus on the imaginary
part as done for the Rayleigh criteria, consider the real part

ˆ
R

(ub − cr) (β − ∂yyub) |ψ̃|2
|ub − c|2

dy =

ˆ
R

[|∂yψ̃|2 + k2 |ψ̃|2] dy > 0. (61.61)

We are interested in profiles that satisfy the Rayleigh criteria for instability, so that the integral
(61.59) vanishes, in which case we have

ˆ
R

cr (β − ∂yyub) |ψ̃|2
|ub − c|2

dy = 0, (61.62)

since cr is a constant. Hence, equation (61.61) is trivially satisfied with any constant, Us, inserted
into the integral ˆ

R

(ub − Us) (β − ∂yyub) |ψ̃|2
|ub − c|2

dy > 0. (61.63)

A particularly useful constant is the value of the zonal velocity at the inflection point, y = ys,
where the absolute vorticity has an extrema ∂y(f + ζb) = β − ∂yyub = 0. We are thus led to the
following theorem.

Fjørtoft’s theorem: Under the same assumptions as the Rayleigh-Kuo theorem
(Section 61.5.1), a necessary condition for shear instability is that (ub − Us) (β −
∂yyub) > 0 occurs somewhere in the domain in order to satisfy the condition (61.63).
Here, the inflection point is determined by ∂y(f + ζb) = β − ∂yyub(ys) = 0, with
Us = ub(ys) the velocity at the inflection point.

Fjørtoft’s theorem is rather subtle in its meaning, in particular it implies that an instability
can occur only if the absolute vorticity has its maximum magnitude within the domain interior
rather than at the domain boundary. One means to support this conclusion is by considering
example zonal velocity profiles in Section 61.5.4.

61.5.3 Critical latitude theorem

The Rayleigh-Kuo condition and Fjørtoft’s condition are statements about the geometry of
the base flow state. Here we derive a condition necessary for a wave perturbation to support
an instability. To do so, consider the Rayleigh-Kuo equation (61.43) written in terms of the
meridional displacement

∂y[(ub − c)2 ∂y ξ̃] = (ub − c) [−β + k2 (ub − c)] ξ̃. (61.64)

Following the approach taken for the Rayleigh-Kuo theorem in Section 61.5.1, multiply by ξ̃∗,
integrate over the domain, and assume boundary contributions are zero so that

ˆ
R

(|∂yξ|2 + k2 |ξ|2) (ub − c)2 dy = β

ˆ
R

(ub − c) |ξ|2 dy. (61.65)

Writing
(ub − c)2 = (ub − cr)2 − (ci)

2 − 2 i ci (ub − cr), (61.66)
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leads to the two conditions taken from the real and imaginary parts of equation (61.65)

ˆ
R

(|∂yξ|2 + k2 |ξ|2) [(ub − cr)2 − (ci)
2] dy = β

ˆ
R

(ub − cr) |ξ|2 dy (61.67a)

2 ci

ˆ
R

(|∂yξ|2 + k2 |ξ|2) (ub − cr) dy = ci β

ˆ
R

|ξ|2 dy. (61.67b)

We are interested in unstable flows, in which case ci ≠ 0. So the second condition provides a
statement about the value of the real phase velocity relative to the background flow

2

ˆ
R

(|∂yξ|2 + k2 |ξ|2) (ub − cr) dy = β

ˆ
R

|ξ|2 dy ≥ 0. (61.68)

Since the first portion of the left hand side integral is positive, the integral condition (61.68) can
only be met if ub − cr is predominantly positive throughout the domain. For the special case of
β = 0, we find the more definitive statement

ˆ
R

(|∂yξ|2 + k2 |ξ|2) (ub − cr) dy = 0 if β = 0. (61.69)

Evidently, when β = 0 then ub − cr must change sign within the domain in order to support an
instability. That is, for an instability to exist we must have the real phase velocity of a modal
perturbation equal the background velocity at some latitude within the domain. For a wave
perturbation to grow requires it to travel with the flow at least at one latitude, where the wave
perturbation is stationary relative to the background flow and can thus extract kinetic energy to
feed the growing wave. We are thus led to the critical latitude theorem.

Critical latitude theorem: Under the same assumptions as the Rayleigh-Kuo
theorem (Section 61.5.1), a modal perturbation to a sheared flow with β = 0 is
able to initiate an instability if its real phase velocity equals to the background flow
velocity somewhere in the domain, thus ensuring that the real phase velocity is within
the range of the background velocity.

We return to this theorem in Section 61.7.6, where we find that this result also holds for stratified
shear instability as represented by Howard’s semi-circle theorem.

61.5.4 Stability conditions for sample profiles

We here consider a suite of example velocity profiles and discuss their stability properties as
per the Rayleigh inflection point theorem and Fjørtoft’s theorem, with consideration given only
to the case of β = 0. We leave the velocity, U , and length L, scales arbitrary, noting that the
stability theorems of Rayleigh and Fjørtoft are statements about the flow geometry rather than
the scale of the flow.

Parabolic profile is stable

In Figure 61.2 we display a parabolic velocity profile, sometimes referred to as Poiseuille flow,
which can be considered a highly smoothed version of the point jet studied in Section 54.5.
Recall the point jet supports stable edge waves. In the absence of multiple point jets that can
interact with one another, we expect the flow to be stable. Hence, extrapolating from the point
jet motivates us to guess that the parabolic jet in Figure 61.2 is stable. Indeed, it is stable
according to the Rayleigh inflection point theorem simply because there is no inflection point
given that the derivative of the vorticity is constant.
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Figure 61.2: A parabolic velocity profile (Poiseuille flow) and its derivatives. Left panel: ub/U = (y/L)2. Middle
panel: vorticity, (L/U) ζb = −(L/U) ∂yub = −2 (y/L). Right panel: derivative of the vorticity, (L2/U) ∂yζb =
−(L2/U) ∂yyub = −2. Rayleigh’s inflection point theorem says that this profile is stable since there is no inflection
point.
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Figure 61.3: A sinusoidal velocity profile and its derivatives. Left panel: ub/U = sin(2π y/6L). Middle
panel: vorticity, (L/U) ζb = −(L/U) ∂yub = −(2π/6) cos(2π y/6L). Right panel: derivative of the vorticity,
(L2/U) ∂yζb = −(2π/6)2 ub/U . This velocity profile satisfies both the Rayleigh and Fjørtoft criteria for instability.

Sinusoidal profile is unstable according Rayleigh and Fjørtoft

Figure 61.3 shows a sinusoidal velocity profile. This flow has an inflection point at y = 0, and
so satisfies the Rayleigh inflection point condition for instability. It also satisfies the Fjørtoft
condition for instability, which we see with Us = 0 at the y = 0 inflection point so that

(ub − Us) (β − ∂yyub) = (ub − 0) (0− ∂yyub) = (2π y/6L)2 (ub)
2 > 0. (61.70)

Gaussian jet profile is unstable according to Rayleigh and Fjørtoft

Figure 61.4 shows a Gaussian jet profile. There are two inflections points, y = ±L, so that this
profile is unstable according to the Rayleigh inflection point theorem. It is also unstable due to
Fjørtoft’s theorem since the vorticity extrema are within the domain.
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Figure 61.4: A Gaussian velocity profile and its derivatives. Left panel: ub/U = e−(y/L)2/2. Middle panel:
vorticity, (L/U) ζb = −(L/U) ∂yub = −(y/L)ub/U . Right panel: derivative of the vorticity, (L2/U) ∂yζb =
−(L2/U) ∂yyub = [(y/L)2 − 1] (ub/U). This velocity profile is unstable according to the Rayleigh inflection point
theorem, with the two inflection points at y = ±L.
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Figure 61.5: A sinh velocity profile and its derivatives. Left panel: ub/U = sinh(y/L). Middle panel: vorticity,
(L/U) ζb = −(L/U) ∂yub = − cosh(y/L). Right panel: derivative of the vorticity, (L2/U) ∂yζb = −(L2/U) ∂yyub =
− sinh(y/L). This velocity profile satisfies the Rayleigh inflection point theorem, suggesting that it is unstable to
shear instability. However, Fjørtoft’s theorem says that it is stable.

Sinh profile is unstable according to Rayleigh but stable according to Fjørtoft

Consider the sinh velocity profile,

ub = U sinh(y/L) (61.71a)

ζb = −∂yub = −(U/L) cosh(y/L) (61.71b)

∂yζb = −∂yyub = −(U/L2) sinh(y/L), (61.71c)

as shown in Figure 61.5. The velocity vanishes at the y = 0 inflection point (where ∂yζb =
−∂yyub = 0), so that Us = 0. Consequently, the velocity profile satisfies Rayleigh’s necessary
condition for instability. However, for Fjørtoft’s theorem we note that

(ub − Us) (β − ∂yyub) = (ub − 0) (0− ∂yyub) = −(U/L)2 sinh2(y/L) < 0. (61.72)

Evidently, the flow is stable via the Fjørtoft theorem since (ub −Us) (β − ∂yyub) is never positive
in the domain. In particular, the vorticity extrema are at the latitudinal bounds of the domain
(see middle panel of Figure 61.5), with the extrema increasing in magnitude as the domain is
expanded. In Exercise 61.2 we consider β > 0, where we find that the sinh profile is also stable
according to Fjørtoft.

61.6 Interacting edge waves and shear instability
So far in this chapter we developed sufficient conditions for sheared flows to be stable. Conversely,
we developed necessary conditions for the sheared flow to be unstable. In this section we study
a particular flow configuration and solve the Rayleigh equation to determine the dispersion
relation and corresponding instability conditions. This case study exposes the interacting wave
mechanism for shear instability. For this purpose, recall from Section 54.5 the theory for edge
waves riding on a single jump in the base state vorticity, with salient features given by the
following.

• Edge waves propagate along the interface where vorticity experiences a jump, with the
waves trapped to this interface due to the exponential decay of the wave in the direction
orthogonal to the jump surface.

• The edge wave phase velocity, cp, is built from two contributions: one due to a Doppler
shift from the background flow, and the other from the vorticity jump. The vorticity jump
contribution is referred to as the intrinsic phase velocity, cintrinsicphase .

• The intrinsic phase velocity is directed so that the higher relative vorticity is to the right
when facing in the direction of the phase velocity. Equivalently, the phase velocity is
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ωb = ωo = →U/L

Figure 61.6: Depicting the interaction between two edge waves generated by a base flow that is unstable to shear
instability. On the left we show the zonal base flow, with velocity kinks at y = ±L. At y = −L, the vorticity
jumps from zero to the south to a negative value to the north, so that the higher vorticity is to the south. This
vorticity jump supports an edge wave with eastward intrinsic phase velocity, cintrinsicphase . For the y = L kink, the
vorticity jumps from negative to zero when moving north. This vorticity configuration has higher vorticity to
the north, thus supporting an edge wave with westward intrinsic phase velocity. These phase directions, both of
which are contrary to the background flow, allow for Doppler shifting to make each of the edge waves stationary
(i.e., zero real phase velocity). The oriented circles denote the anomalous vorticity associated with a particular
fluctuation of the respective interfaces. For example, on the southern edge wave, a northward fluctuation brings
fluid with higher relative vorticity northward, thus denoted by ζ′ > 0 and a counter-clockwise oriented circle. The
secondary circulations induced by the anomalous vorticity induce anomalous meridional flows, depicted by the
meridional arrows. These meridional flows have maximum amplitude at the wave nodes, pointing upward in front
of a wave peak and downward on the back side. Interactions between the waves are mutually constructive with a
phase shift whereby the southern wave is shifted to the east of the northern wave (see Figure 61.1); i.e., with the
y = L wave shifted ahead of the y = −L wave so that lines of constant phase are slanted into the background
shear. With this phase shift, a northward anomalous flow from the southern wave enhances the peak of the
northern wave, thus supporting its further growth. A similar enhancement occurs for the opposite wave, thus
resulting in mutual amplification of each wave’s amplitude. To optimize the growth requires the waves to be phase
locked, whereby they stay stationary relative to one another, thus allowing the positive feedback to create the
exponential wave growth.

directed towards the concave portion of the velocity profile. One can understand this
orientation via the conservation of relative vorticity (holding for an inviscid flow in an
inertial reference frame), as explained for the point jet in Figure 54.8.

We focus in this section on interactions between two edge waves, with the aim to characterize
conditions that support shear instability. For analytical tractability, we focus on the case with
zero planetary beta (β = 0). This assumption serves to clearly expose the underlying wave
resonance instability mechanism that arises from mutually reinforcing edge wave interactions.
Additionally, it is convenient to set H →∞ so that there are no solid boundaries, thus studying
stability of a free shear layer.

Figure 61.6 illustrates the wave resonance mechanism, with the figure caption detailing
the basic ingredients. In brief, the two edge waves, with oppositvely directed intrinsic phase
velocities, are phase locked due to Doppler shifting by the background flow. Phase locking means
that the interacting waves move with the same phase velocity. Indeed, symmetry of the setup in
Figure 61.6 leads to phase locked waves that are stationary, meaning that the real part of the
phase velocity vanishes. When the waves are phase locked with a phase shift so that lines of
constant phase are slanted into the background shear, then that orientation supports a mutual
reinforcement of the opposing wave’s amplitude, which is a signature of a modal instability. The
goal of this section is to expose mathematical details supporting this figure.

61.6.1 Phase locked streamfunction and Rayleigh equation
Our mathematical task is to derive the streamfunction corresponding to the interacting edge
waves supported by the velocity kinks at y = L and y = −L shown in Figure 61.6. Ingredients
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for this derivation were developed in Section 54.5 when studying a single edge wave along a
single velocity jump. As for that analysis, start with the wave ansatz given by equation (61.30),
written here again

ψ(x, y, t) = ψ̃(y) ei k (x−cr t) ek ci t = ψ̃(y) ei k (x−cr t) eσ t. (61.73)

As noted at the start of this section, writing a wave function with a single phase velocity is
consistent with a phase locked system of two edge waves. With this wave ansatz we then solve
the Rayleigh equation (61.35) (i.e., the vorticity equation) in the fluid region between the kinks,
and use kinematic and dynamic boundary conditions to match the streamfunction across the
kinks.

With the velocity profile in Figure 61.6, the meridional derivative of the background vorticity,
∂yζb, has a Dirac delta at each of the vorticity jumps so that the Rayleigh equation (61.35) is

(ub − c) (∂yy − k2) ψ̃ + ζo [δ(y + L)− δ(y − L)] ψ̃ = 0 with ζo = −U/L. (61.74)

The solution to this equation outside of the singular vorticity interfaces (at y = ±L) is given by

ψ̃(y) =

 A1 e
−|k|(y−L) y ≥ L

A2 e
|k|(y−L) +A3 e

−|k|(y+L) −L ≤ y ≤ L
A4 e

+|k|(y+L) y ≤ −L,
(61.75)

where A1,2,3,4 are constants determined by the kinematic and dynamic boundary conditions
applied (in the linear theory) at y = ±L.

61.6.2 Kinematic boundary condition at y = ±L

We derived the kinematic boundary condition in Section 54.5.4, which arises from the material
nature of the interface. The velocity is continuous at y = ±L, so that the kinematic boundary
condition means that the streamfunction is also continuous at the kinks. Evaluating equation
(61.75) at y = ±L leads to the relations

A1 = A2 +A3 e
−2|k|L and A4 = A3 +A2 e

−2|k|L, (61.76)

so that

ψ̃(y) =

 Aup e
−|k|(y−L) +Alo e

−|k|(y+L) y ≥ L
Aup e

|k|(y−L) +Alo e
−|k|(y+L) −L ≤ y ≤ L

Aup e
|k|(y−L) +Alo e

|k|(y+L) y ≤ −L,
(61.77)

which can be written in the more succinct form

ψ̃(y) = Aup e
−|k||y−L| +Alo e

−|k||y+L|, (61.78)

where we wrote
Aup = A2 and Alo = A3. (61.79)

The notation (61.79) for the amplitudes correspond to the latitude (y = L or y = −L) where
their respective exponentials are maximized. Equation (61.78) reveals that the streamfunction
is the sum of two functions, each peaked at one of the kinks in the background flow.

The coefficients, Aup and Alo, are generally complex. However, symmetry of the setup for
when the edge waves are phase locked requires their magnitudes to be equal, in which case

Aup = Γei θup and Alo = Γei θlo with Γ > 0, (61.80)
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and the corresponding streamfunction

ψ̃(y) = Γ
[
e−|k||y−L|+i θup + e−|k||y+L|+i θlo

]
. (61.81)

61.6.3 Dynamic boundary condition at y = L

As detailed in Section 54.5.5, the dynamic boundary condition is based on continuity of pressure
across an interface (ignoring surface tension). Equivalently, it arises from integrating the Rayleigh
equation (61.74) across each interface, with the Dirac delta rendering a jump condition. For this
purpose, it is convenient to write the Rayleigh equation in the form of equation (54.85)

∂y[(ub − c) ∂yψ̃ − ψ̃ ∂yub] + [−k2 (ub − c)] ψ̃ = 0. (61.82)

Since ub and ψ̃ are everywhere continuous, integration across y = L yields

lim
ϵ→0

ˆ L+ϵ

L−ϵ
∂y[(ub − c) ∂yψ̃ − ψ̃ ∂yub] dy = 0, (61.83)

which leads to the jump condition[
(U − c) ∂yψ̃ + ψ̃ ζo

]
y=L−ϵ =

[
(U − c) ∂yψ̃

]
y=L+ϵ

, (61.84)

where we noted that there is zero vorticity for y > L, and the zonal velocity equals to +U
at y = L. Note that ϵ is set to zero once evaluating the expressions. Making use of the
streamfunction (61.77) and its derivative,

∂yψ̃ = |k|

 −Aup e
−|k|(y−L) −Alo e

−|k|(y+L) y ≥ L
Aup e

|k|(y−L) −Alo e
−|k|(y+L) −L ≤ y ≤ L

Aup e
|k|(y−L) +Alo e

|k|(y+L) y ≤ −L,
(61.85)

brings the y = L jump boundary condition to

Aup [2 (U − c) |k|+ ζo] +Alo ζo e
−2|k|L = 0, (61.86)

which, with ζo = −U/L (equation (61.74)), can be written as

Aup [2 (1− c/U) |k|L− 1] = Alo e
−2|k|L. (61.87)

Solving for the dimensionless phase velocity leads to

c/U = 1− 1

2 |k|L

[
1 +

Alo

Aup

e−2 |k|L
]
= 1− 1

2 |k|L
[
1 + e−2 |k|L−i∆θ

]
, (61.88)

where we introduced the phase for the amplitudes according to equation (61.80) and wrote the
phase difference as

∆θ = θup − θlo. (61.89)

The phase velocity (61.88) is comprised of three terms

c = U︸︷︷︸
Doppler

− U

2 |k|L︸ ︷︷ ︸
free wave

− U

2 |k|L e−2 |k|L−i∆θ.︸ ︷︷ ︸
interaction

(61.90)

The first term arises from the Doppler shift via the background flow at the upper interface that
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is directed to the east,
ub(y = L) = U x̂. (61.91)

The second term corresponds to the phase velocity of a free edge wave at the upper interface,
with the westward intrinsic phase velocity

cintrinsicphase = −U/(2 |k|L) x̂ = ζo/(2 |k|) x̂. (61.92)

For high wavenumbers (short wavelengths), the first and second terms dominate, with the phase
velocity positive (eastward) as it is dominated by the Doppler term.

The final term in the phase velocity (61.90) arises from interactions between the upper and
lower edge waves. The interaction decays both exponentially and algebraically according to |k|L,
meaning that the edge waves have vanishingly small interactions for short wavelength zonal
waves. Furthermore, the interaction term is generally a complex number that can be written

− U

2 |k|L e−2 |k|L−i∆θ =
U e−2 |k|L

2 |k|L
[
− cos(∆θ) + i sin(∆θ)

]
= cr + i ci. (61.93)

Evidently, the growth rate, σ = ci k, is positive (meaning the wave grows) if

k sin(∆θ) > 0 =⇒ σ = ci k > 0 =⇒ growing waves. (61.94)

For k > 0 this condition means that the lines of constant phase are slanted into the background
shear, just as anticipated by Figures 61.1 and 61.6.

61.6.4 Dynamic boundary condition at y = −L
The interface at y = −L has the jump condition[

(−U − c) ∂yψ̃
]
y=−L−ϵ =

[
(−U − c) ∂yψ̃ + ψ̃ ζo

]
y=−L+ϵ, (61.95)

where the vorticity is zero for y < −L and the zonal velocity is −U . Making use of the
streamfunction (61.77) and the derivative (61.85) brings the y = −L jump boundary condition
to

Aup ζo e
−2|k|L +Alo [2 (U + c) |k|+ ζo] = 0, (61.96)

which can be written as

Alo [2 (1 + c/U) |k|L− 1] = Aup e
−2|k|L, (61.97)

thus leading to the dimensionless phase velocity

c/U = −1 + 1

2 |k|L

[
1 +

Aup

Alo

e−2 |k|L
]
= −1 + 1

2 |k|L
[
1 + e−2 |k|L+i∆θ

]
, (61.98)

where we introduced the phase for the amplitudes according to equation (61.80). Just like for
the y = L interface, we have the following interpretation for the phase velocity

c = −U︸︷︷︸
Doppler

+
U

2 |k|L︸ ︷︷ ︸
free wave

+
U

2 |k|L e−2 |k|L+i∆θ︸ ︷︷ ︸
interaction

= cr + i ci. (61.99)

At the y = −L interface the background flow is

ub(y = −L) = −U x̂, (61.100)
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so that the Doppler shift is in the opposite direction to that at the upper interface, as is the free
edge wave intrinsic phase velocity

cintrinsicphase = U/(2 |k|L) x̂ = −ζo/(2 |k|) x̂. (61.101)

The interaction term in equation (61.99) shares much with that at the upper interface given
by equation (61.90). Namely, both decay exponentially and algebraically according to |k|L.
Furthermore, the interaction term is generally a complex number that can be written

U

2 |k|L e−2|k|L+i∆θ =
U e−2|k|L

2 |k|L
[
cos(∆θ) + i sin(∆θ)

]
= cr + i ci. (61.102)

Just like for the upper interface, the growth rate, σ = ci k, is positive (meaning the wave grows)
if

k∆θ > 0 =⇒ σ = ci k > 0 =⇒ growing waves. (61.103)

61.6.5 Phase velocity for phase locked edge waves

Application of the dynamical boundary condition at y = L and y = −L resulted in two
expressions for the phase velocity as given by equations (61.88) and (61.98). The two phase
velocities must be identical for the edge waves to be phase locked, with inspection of the two
expressions leading to

cr/U = 0 = ±
[
−1 + 1

2 |k|L +
e−2 |k|L cos∆θ

2 |k|L

]
(61.104a)

ci/U =
sin(∆θ) e−2|k|L

2 |k|L . (61.104b)

That is, the phase velocity for the phase locked edge waves is purely imaginary, so that the edge
waves are stationary and have a streamfunction given by

ψ(x, y, t) = ψ̃(y) ei k x+k ci t = ψ̃(y) ei k x+σ t. (61.105)

Growth rate

The phase velocity for the phase locked edge waves has a nonzero imaginary component when
there is a nonzero phase shift between the two edge waves. Growth occurs when k ci = σ > 0,
which leads to the sufficient condition for instability

k∆θ > 0 =⇒ σ > 0 =⇒ unstable waves. (61.106)

Vanishing real phase velocity

The vanishing real phase velocity puts a constraint on the zonal wavenumber, in which case

2 |k|L = 1 + e−2|k|L cos∆θ. (61.107)

The maximum wavenumber that can satisfy this constraint is found when there is no phase shift
(∆θ = 0), in which we define a critical wavenumber

(1− 2 |k|L) = e−2|k|L =⇒ (|k|L)crit = 0.6329. (61.108)
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This is a high wavenumber cutoff, meaning that for wavenumbers larger than (|k|L)crit (i.e.,
relatively short waves), then there is a nonzero real component to the phase velocity. The nonzero
real component to the phase velocity means that the two edge waves are in fact not phase locked,
and as a result their amplitudes do not grow. Hence, the dimensionless wavenumber (61.108)
separates the stable regime (high wavenumbers, |k|L > (|k|L)crit) from the unstable regime (low
wavenumbers, |k|L < (|k|L)crit).

61.6.6 Dispersion relation and its interpretation
Here we derive the dispersion relation, which captures much of the information already gleaned
by studying the phase velocity as well as some complementary perspectives.

Deriving the dispersion relation

Combine the two jump conditions (61.86) and (61.96) into a matrix-vector equation[
[2 (U − c) |k|+ ζo] ζo e

−2|k|L

ζo e
−2|k|L [2 (U + c) |k|+ ζo]

] [
Aup

Alo

]
=

[
0
0

]
. (61.109)

Nontrivial solutions to this equation exist if the determinant of the 2× 2 matrix vanishes, which
then leads to the dispersion relation

(c/U)2 =
1

(2 |k|L)2
[
(1− 2 |k|L)2 − e−4|k|L] = [1− 1

2 |k|L

]2
− e−4|k|L

(2 |k|L)2 . (61.110)

Interpreting the two roots to the dispersion relation

The dispersion relation (61.110) leads to two roots for the phase velocity, c = ω/k, with roots
either both real or both imaginary. We already saw in Section 61.6.5 that the real roots must
vanish for phase locked edge waves, with a vanishing real phase velocity present when the
horizontal wavenumber satisfies |k|L < (|k|L)crit from equation (61.108). We interpret the
nonzero real roots that arise with |k|L > (|k|L)crit as stable and non-phase locked edge waves
moving in opposite directions along the velocity kinks at y = L and y = −L. For example, in
the high wavenumber limit the roots are real and have the approximate value

c ≈ ±U
[
1− 1

2 |k|L

]
. (61.111)

In this limit, the two edge waves correspond to the isolated edge waves studied in Section 54.5.
Evidently, the wavenumber is so large (small wavelength) that the meridional structure of the
edge waves rapidly decays in the direction away from their respective interfaces. As a result the
two edge waves are effectively free waves since their interaction is negligible and they are not
phase locked. As |k|L gets smaller, the wavelength gets longer and the meridional extent of the
two edge waves broadens. Interactions between the waves thus occurs, with these interactions
possible even when the waves are stable. However, phase locking occurs for |k|L < (|k|L)crit,
with such waves unstable.

Critical wavenumber separating the stable and unstable regimes

As seen in equation (61.108), the real part of the phase velocity vanishes when the dimensionless
wavenumber satisfies

(1− 2 |k|L)2 = e−4|k|L =⇒ (|k|L)crit = 0.6329. (61.112)
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Figure 61.7: Dimensionless phase velocity, c/U = ω/(k U), from equation (61.110) derived for the piecewise
linear velocity profile shown in Figure 61.6. A nonzero real phase velocity corresponds to stable edge waves
that are not phase locked. If there are two edge waves, one on each of the velocity jumps and moving in the
opposite directions, then they can interact. If the interaction is weak then it does not support a growing instability.
Imaginary phase velocities correspond to phase locked edge waves with zero real phase velocity, so that the waves
are stationary and have both an exponentially growing and decaying mode. The dimensionless wavenumber,
|k|crit L = 0.6329, separates the stable (high wavenumber) regime from the unstable (low wavenumber) regime.

That is, for lower dimensionless wavenumbers, the squared phase speed (61.110) becomes negative

(c/U)2 < 0 =⇒ c = i ci, (61.113)

in which case the two real roots vanish and, for smaller wavenumbers, become two imaginary
roots. One of the imaginary roots is an exponentially decaying mode and the other is the
exponentially growing mode. Since the real part of the phase velocity vanishes, the modes are
stationary relative to the shear layer, and thus they are either decaying or growing in place.

Fastest growth rate

The growth rate, σ = ci k, is given by

(σ L/U) = ±
[
e−4|k|L/4− (|k|L− 1/2)2

]1/2
, (61.114)

which we plot in Figure 61.8. The fastest growth rate is given by

d(σ L/U)2

d(|k|L) = 0 =⇒ (|k|L)fastest ≈ 0.4 =⇒ Λfastest ≈ 2πL/0.4 = 5πL. (61.115)

Evidently, the most unstable mode has a zonal wavelength that is roughly 16 times the meridional
width of the shear zone (see Figure 61.6). For this mode the positive dimensionless growth rate
is

(σ L/U) ≈ 0.2 =⇒ σ = 0.2U/L. (61.116)

The growth rate increases as the horizontal shear, U/L, increases, either by increasing the
background flow speed, U , or by decreasing the width of the shear zone.
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Figure 61.8: Dimensionless growth rate, σ L/U , from equation (61.114) derived for the piecewise linear velocity
profile shown in Figure 61.6. A real growth rate corresponds to imaginary phase velocity from Figure 61.7,
and represents exponentially growing (σ > 0) and decaying (σ < 0) modes. The dimensionless wavenumber,
|k|crit L = 0.6329, separates the stable (higher wavenumber) from unstable (lower wavenumber) regimes.

Phase shift for the fastest growing unstable mode

Making use of equation (61.104b) renders the expression for the phase shift present for phase
locked unstable edge waves

sin(∆θ) =
2 |k|Lσ
k U

e−2|k|L. (61.117)

Equation (61.116) says that the fastest growing mode has a growth rate of σ L/U ≈ 0.2 at the
non-dimensional wavenumber |k|L ≈ 0.4 (equation (61.115)), so that

sin(∆θ) = ±2 (σ L/U) e2|k|L ≈ ±0.4 e0.8. (61.118)

For an eastward intrinsic phase velocity, so that k > 0, the constraint (61.94) says that the
growing wave has k sin(∆θ) > 0, with sin(∆θ) = 0.4 e0.8 yielding a phase shift of

∆θ ≈ 1.3π/2. (61.119)

From Figure 61.6 we infer that the optimal alignment for growth of the two edge waves occurs
with a π/2 phase shift. However, this phase shift requires a larger |k|L, and a larger |k|L reduces
the exponential appearing in the interaction between the two edge waves and thus slows the
growth rate. Hence, the most unstable wave results from the dual need to optimize the relative
phase of the two waves as well as the amplitude of the interaction.

61.6.7 Plotting the ψ̃(y) streamfunctions
In Figure 61.9 we plot the streamfunction based on equation (61.78)

ψ̃(y) = Aup e
−L|k| |y/L−1| +Alo e

−L|k| |y/L+1|, (61.120)

for stable waves with k L = 1 and k L = −1, and for an unstable wave with k L = 0.4. There are
some subtleties with producing these plots, thus motivating the following presentation of details.
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Figure 61.9: Streamfunction, ψ̃(y), for stable and unstable edge waves on the free shear layer shown in Figure
61.6. Each streamfunction is non-dimensionalized with an amplitude set so that the maximum streamfunction
is unity. The black and red streamfunctions are for stable and non-phase locked edge waves maximized at the
upper velocity kink (red at y = L) and lower kink (black at y = −L). The two stable streamfunctions have
zero phase shift (θlo = θup = 0). The blue streamfunction is for the unstable mode with |k|L = 0.4 and with the
phase shift ∆θ = 1.3π/2, with the streamfunction given by equation (61.127). Details for how to compute these
streamfunctions are given in Section 61.6.7.

The stable streamfunction maximized at y = L

The stable streamfunctions have zero phase shifts (since they are stable waves) and they have
unequal amplitudes, Aup ≠ Alo. The k L = −1 wave is maximized on the y = L velocity kink
since this is where the edge wave has a westward intrinsic phase velocity. The dimensionless
phase velocity is given by the dispersion relation (61.110) with k L = −1, which yields (see also
equation (61.90))

c/U ≈ 0.495, (61.121)

with the eastward phase velocity arising from dominance of the eastward background flow at
y = L. That is, the stable edge wave maximized at y = L is swept eastward by the background
flow, thus precluding it from being phase locked with the edge wave centered on y = −L. The
amplitude ratio is computed from equation (61.87)

Alo/Aup = e2 [2 (1− c/U)− 1] ≈ 0.068, (61.122)

with the resulting streamfunction (61.120)

ψ̃(L)(y) = Aup

[
e−|y/L−1| + (Alo/Aup) e

−|y/L+1|
]
. (61.123)

We specify the amplitude, Aup, so that the maximum of ψ̃(L)(y) is unity as plotted in Figure 61.9.

The stable streamfunction maximized at y = −L

The k L = 1 wave is symmetric with respect to the k L = −1 wave. Namely, the k L = 1 wave
is maximized on the y = −L velocity kink since this is where the edge wave has a westward
intrinsic phase velocity. The dimensionless phase velocity is given by the dispersion relation
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(61.110) with k L = 1, which yields (see also equation (61.99))

c/U ≈ −0.495, (61.124)

with the westward phase velocity due to dominance of the westward background flow at y = −L.
That is, the stable edge wave maximized at y = −L is swept westward by the background flow,
thus precluding it from being phase locked with the edge wave centered on y = L. The amplitude
ratio is computed from equation (61.97)

Aup/Alo = e2 [2 (1 + c/U)− 1] ≈ 0.068, (61.125)

which is numerically equal to the ratio Alo/Aup in equation (61.122) for the wave maximized at
y = L. The resulting streamfunction (61.120) is

ψ̃(−L)(y) = Alo

[
(Aup/Alo) e

−|y/L−1| + e−|y/L+1|
]
. (61.126)

We specify the amplitude, Alo, so that the maximum of ψ̃(−L)(y) is unity as plotted in Figure
61.9.

The unstable streamfunction

When the zonal wavenumber gets smaller than (|k|L)crit = 0.6329, then the two edge waves
become phase locked and stationary (zero real phase velocity), with a phase shift allowing
for mutual growth to manifest shear instability. In Figure 61.9 we plot the magnitude of the
streamfunction for |k|L = 0.4 according to equation (61.81)

ψ̃(y) = Γ ei θup
[
e−L|k| |y/L−1| + e−L|k| |y/L+1|+i∆θ

]
, (61.127)

where the phase shift is given by ∆θ = 1.3π/2 as per equation (61.119), and the magnitude is
computed by

|ψ̃| =
√
ψ̃ ψ̃∗. (61.128)

61.6.8 Lack of mutual wave growth for stable flows
The wave mechanism for shear instability offers a mechanistic understanding of the integral
stability theorems from Section 61.5. For example, the case of Figure 61.6 illustrates how waves
can mutually reinforce each other’s amplitudes if there is an inflection point in the background
flow, thus satisfying the necessary condition for Rayleigh’s inflection point theorem. We sketch
a profile in Figure 61.10 that has no inflection point, and for which the edge waves have their
phase velocities in the same direction. If their relative phases are oriented so that the lower
wave enhances the amplitude of the upper wave, as in Figure 61.10, then the upper wave in turn
diminishes the amplitude of the lower. This result holds regardless the value for the relative
phase. Whereas one wave’s amplitude growth is supported by the other wave, that growth comes
at the cost of diminishing the amplitude of its partner. We conclude that no matter what the
relative phase relations, no mutual wave resonance can occur for the background flow profile of
Figure 61.10 so there is no instability.

61.6.9 Further study
The linear sheared velocity profile in an unbounded domain was first analyzed by Rayleigh
(1894) (volume II, page 393), and it forms the basis for most subsequent treatments, such as
Chandrasekhar (1961), Drazin and Reid (2004), Vallis (2017), and Smyth and Carpenter (2019).
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Figure 61.10: Two edge waves riding on their respective velocity jumps. There is no inflection point for this
velocity profile, so that the velocity profile is stable according to the Rayleigh inflection point theorem from Section
61.5.1. We can mechanistically understand this result by noting the that two edge waves have a phase velocity in
the same direction. Consequently, the waves cannot enter into the mutual resonance condition needed to create
exponential growth. In this sketch, the secondary circulation from the lower wave enhances the amplitude of the
upper wave. However, the upper wave diminishes the amplitude of the lower wave. Any other phase arrangement
results in a similar situation whereby the two waves cannot mutually enhance each other’s amplitude.
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H

Figure 61.11: Schematic of the flow configuration used to examine stratified shear instability. The fluid is
contained within a vertically bounded yet horizontally unbounded domain, with no-normal flow at the top and
bottom meaning that the vertical flow vanishes at these boundaries, w(0) = w(H) = 0. The background flow is
zonal with a vertical shear, ub(z) x̂. The background buoyancy, bb(z), is stably stratified with dbb/dz = N2(z) > 0.
The analysis in Section 61.7 reveals that the flow is stable if the gradient Richardson number, Ri = N2/(dub/dz)

2,
is everywhere less than the critical value of 1/4. In contrast, the flow satisfies a necessary (though not sufficient)
condition for shear instability if the Richardson number somewhere drops below 1/4.

In particular, the treatment of Smyth and Carpenter (2019) offers many insights into the nature
of the wave phases and phase speeds, with the presentation in this section emulating much from
theirs. This video from Prof. Mollo-Christensen provides a pedagogical introduction to a variety
of instabilities.

61.7 Integral conditions for stratified shear stability/instability

In this section we examine the stability of a vertically sheared zonal flow in the presence of
gravity and with a gravitationally stable vertical buoyancy stratification. The fluid is contained
within a vertically bounded domain yet with no boundaries in the horizontal, with Figure 61.11
providing an illustration of the configuration. Much in this discussion reflects that given for
the meridionally sheared zonal flow in Section 61.5, here with the added feature of buoyancy
stratification along with a slight increase in algebraic complexity.
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61.7.1 Governing equations

We formulate the problem using the inviscid and adiabatic Boussinesq ocean equations in a
rotating reference frame as developed in Section 29.1.6, with the governing equations given by

∂tv + (v · ∇)v + f ẑ × v = −∇φ+ b ẑ (61.129a)

(∂t + v · ∇) b = 0 (61.129b)

∇ · v = 0, (61.129c)

where b is the buoyancy, φ is the pressure divided by the Boussinesq reference density, and v is
the non-divergent velocity.

The Coriolis acceleration generally plays a minor role in the mechanics of stratified shear
instabilities, since the space-time scales are far too small for the Coriolis acceleration to play a
noticeable role in the dynamics. We thus set f = 0 in this section. In this case,

v = ub(z) x̂+ vb(z) ŷ, (61.130)

is an exact solution to the inviscid equations (61.129a)-(61.129c) if the background pressure has
a zero horizontal gradient.7 Evidently, the static and depth dependent horizontal flow (61.130)
is an exact solution to the inviscid equations of motion in the absence of a Coriolis acceleration.
It represents an unforced (free) mode for inviscid hydrostatic flow with pressure, φ(z), and
buoyancy b(z), in exact hydrostatic balance.

With zero Coriolis acceleration, it is sufficient to orient the background flow along the x̂ axis
so that we set vb = 0 in the following. We can further make use of Squire’s theorem (Section
61.2) to note that the most unstable perturbation is two-dimensional and in the x-z plane (the
plane of the background flow). We thus focus on stability of two-dimensional flows in the form

v = [ub(z) + u′(x, z, t)] x̂+ w′(x, z, t) ẑ, (61.131)

where u′ x̂+ w′ ẑ is the non-divergent perturbation flow in the x-z plane

∂xu
′ + ∂zw

′ = 0. (61.132)

Given the above flow perturbation, we decompose the buoyancy and pressure fields according
to

φ = φb(z) + φ′(x, z, t) and b = bb(z) + b′(x, z, t), (61.133)

where
dφb

dz
= bb and

dbb
dz

= N2 > 0. (61.134)

In this manner, the governing equations (61.129a)-(61.129c) take the form

∂tu
′ + (ub + u′) ∂xu

′ + w′ ∂z(ub + u′) = −∂xφ′ (61.135a)

∂tw
′ + (ub + u′) ∂xw

′ + w′ ∂zw
′ = −∂zφ′ + b′ (61.135b)

∂tb
′ + (ub + u′) ∂xb

′ + w′ ∂zb
′ = −w′N2 (61.135c)

∂xu
′ + ∂zw

′ = 0. (61.135d)

7This point is noted in Section 21 of Drazin and Reid (2004).
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61.7.2 The linear vorticity equation

To develop an integral condition for stability, linearize the governing equations (61.135a)-(61.135d)
(i.e., drop all terms with products of primed fields) to have

∂tu
′ + ub ∂xu

′ + w′ ∂zub = −∂xφ′ (61.136a)

∂tw
′ + ub ∂xw

′ = −∂zφ′ + b′ (61.136b)

(∂t + ub ∂x)b
′ = −w′N2 (61.136c)

∂xu
′ + ∂zw

′ = 0. (61.136d)

Taking the z-derivative of the zonal equation (61.136a) and the x-derivative of the vertical
equation (61.136b), and then subtracting, eliminates the pressure gradient to render

∂t(∂zu
′ − ∂xw′) + ∂z(ub ∂xu

′)− ub ∂xxw
′ + ∂z(w

′ ∂zub) = −∂xb′. (61.137)

A bit of rearrangement, and use of the continuity equation (61.136d), yields the linearized
vorticity equation

(∂t + ub ∂x)(∂zu
′ − ∂xw′) + w′ ∂zzub = −∂xb′, (61.138)

with
∂zu

′ − ∂xw′ = ŷ · (∇× v′) (61.139)

the meridional component to the vorticity of the fluctuating flow.

Since the x-z flow is non-divergent (equation (61.136d)), it is convenient to introduce a
zonal-depth streamfunction

u′ x̂+ w′ ẑ = ŷ ×∇ψ = ∂zψ x̂− ∂xψ ẑ, (61.140)

in which case the linear vorticity equation (61.138) becomes

(∂t + ub ∂x)(∂xx + ∂zz)ψ − ∂xψ ∂zzub = −∂xb′, (61.141)

where the meridional component to the vorticity is given by the Laplacian of the streamfunction

ŷ · (∇× v′) = (∂xx + ∂zz)ψ. (61.142)

Likewise, the linear buoyancy equation (61.136c) becomes

(∂t + ub ∂x)b
′ = ∂xψN

2. (61.143)

Since the fluid is contained by a top and bottom boundary as per Figure 61.11, the no-normal
flow condition for the vertical velocity,

w′ = 0 at z = 0, H, (61.144)

means that the streamfunction is a spatial constant along the top and bottom boundaries

∂xψ = 0 at z = 0, H. (61.145)

Without loss of generality we take these constant streamfunction values to be zero, thus rendering
the homogeneous Dirichlet boundary conditions

ψ = 0 at z = 0, H. (61.146)
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61.7.3 Taylor-Goldstein equation
The vorticity equation (61.141) and buoyancy equation (61.143) are two coupled linear partial
differential equations with independent variables, (x, z, t), and with z-dependent coefficients via
d2ub(z)/dz

2 and N2(z). To study the stability of this flow, we pursue a modal analysis based on
the wave ansatz

ψ(x, z, t) = ψ̃(z) ei k (x−c t) and b′(x, z, t) = b̃(z) ei k (x−c t), (61.147)

which accords with the wave ansatz (61.147) used to study stability of meridionally sheared
flows in Section 61.4. In particular, the phase velocity,

cp = c x̂ = (ω/k) x̂, (61.148)

follows the conventions in Section 61.4.1. Use of the ansatz (61.147) brings the vorticity equation
(61.141) and buoyancy equation (61.143) to

(−ω + ub k)(−k2 + ∂zz)ψ̃ − k ψ̃ ∂zzub = −k b̃ (61.149a)

(−ω + ub k)b̃ = −k ψ̃ N2. (61.149b)

Substituting the buoyancy equation (61.149b) into the vorticity equation (61.149a) leads to the
Taylor-Goldstein equation for the streamfunction

(ub − c)
[
d2

dz2
− k2

]
ψ̃ +

[
N2

ub − c
− d2ub

dz2

]
ψ̃ = 0. (61.150)

In the special case of N2 = 0 and with z swapped to y, the Taylor-Goldstein equation reduces
to the Rayleigh equation (61.35).

61.7.4 Richardson number and the stability conditions

An inspired transformation of the Taylor-Goldstein equation

To develop conditions for stability/instability, we make the inspired transformation of the
streamfunction to

ψ̃ = ϕ̃
√
ub − c and ϕ̃(0) = ϕ̃(H) = 0. (61.151)

A bit of algebra yields the second derivative

(ub − c)
d2ψ̃

dz2
=[

− 1

4 (ub − c)1/2
(
dub

dz

)2

+
(ub − c)1/2

2

d2ub

dz2

]
ϕ̃+ (ub − c)1/2

d

dz

[
(ub − c)

dϕ̃

dz

]
, (61.152)

and the consequent transformation of the Taylor-Goldstein equation (61.150)[
1

ub − c

[
N2 − 1

4

(
dub

dz

)2
]
− (ub − c) k2 −

1

2

d2ub

dz2

]
ϕ̃+

d

dz

[
(ub − c)

dϕ̃

dz

]
= 0. (61.153)

This form of the Taylor-Goldstein equation is actually a bit less compact than the original form
(61.150). Even so, as we now show, it offers an elegant stability condition in terms of the gradient
Richardson number.
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Sufficient condition for stability and necessary condition for instability

To develop an integral stability theorem, multiply equation (61.153) by the complex conjugate,
ϕ̃∗, and integrate over the depth range 0 ≤ z ≤ H. Performing this integral on the derivative
term in equation (61.153) leads to

ˆ H

0
ϕ̃∗

d

dz

[
(ub − c)

dϕ̃

dz

]
dz =

ˆ H

0

d

dz

[
ϕ̃∗ (ub − c)

dϕ̃

dz

]
dz −

ˆ H

0
(ub − c)

∣∣∣∣∣dϕ̃dz
∣∣∣∣∣
2

dz, (61.154)

with the total derivative term vanishing through use of the homogeneous Dirichlet boundary
conditions in equation (61.151). Rearrangement thus renders

ˆ H

0

|ϕ̃|2
ub − c

[
N2 − 1

4

(
dub

dz

)2
]
dz =

ˆ H

0
(ub − c)

k2 |ϕ̃|2 + ∣∣∣∣∣dϕ̃dz
∣∣∣∣∣
2
dz +

1

2

ˆ H

0

d2ub

dz2
|ϕ̃|2 dz. (61.155)

This integral condition provides the basis for developing a sufficient condition for stability and,
conversely, a necessary condition for instability.

The final term on the right hand side of equation (61.155) is real, so that the imaginary part
of this equation is given by

ci

ˆ H

0

|ϕ̃|2 (dub/dz)
2 (Ri− 1/4)

|ub − c|2
dz = −ci

ˆ H

0

k2 |ϕ̃|2 + ∣∣∣∣∣dϕ̃dz
∣∣∣∣∣
2
dz, (61.156)

where we used the identity

1

ub − c
=

ub − c∗
(ub − c) (ub − c∗)

=
ub − cr + i ci
|ub − c|2

, (61.157)

and introduced the gradient Richardson number (assuming nonzero vertical shear)

Ri =
N2

(dub/dz)2
. (61.158)

Evidently, if the Richardson number is greater than the critical value,

Ricrit = 1/4, (61.159)

throughout the vertical column, then the only way to satisfy equation (61.156) is for ci = 0,
which establishes a sufficient condition for stratified shear stability

Ri(z) > Ricrit = 1/4 ∀ z ∈ [0, H] =⇒ sufficient condition for stability. (61.160)

Conversely, a necessary condition for stratified shear instability is for the Richardson number to
be less than 1/4 somewhere in the vertical column

Ri(z) < Ricrit = 1/4 for some z ∈ [0, H] =⇒ necessary condition for instability. (61.161)

We emphasize that a Richardson number less than the critical value is necessary but not sufficient
for stratified shear instability. Although for many purposes it is sufficient, there are examples
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where it is not. For example, flows near boundaries generally require a smaller Richardson
number to go unstable. Even so, for most geophysical applications, Ricrit = 1/4 is a very good
indicator for stratified shear instability.

Comparison to barotropic shear instability

The gradient Richardson number (61.158) is the ratio of the buoyancy stratification to the
vertical shear of the horizontal flow. It is notable that the necessary condition for instability,
Ri < 1/4, does not depend on the curvature of the background flow, which contrasts to the case
of barotropic shear instability studied in Section 61.5. For stratified shear instability, there is
a direct struggle by the vertical shear to overcome the stabilizing effects from the background
buoyancy stratification.

61.7.5 Richardson number and mixing energetics
The gradient Richardson number (61.158) provides a measure of the struggle between stabilizing
effects from vertical stratification to the destabilizing effects from vertical shear. Here we
provide an interpretation of the Richardson number in terms of mixing energetics, with mixing
induced by the stratified shear instability. For this purpose we examine the thought experiment
illustrated in Figure 61.12, with the analysis emulating that in Section 60.3.6 for mixing induced
by Kelvin-Helmholtz instability.

Initial and final states of the thought experiment

Consider a Boussinesq ocean whose initial flow has a linear shear and a linear density profile

ub(z) = U0 + (z/H) δU and ρb(z) = ρo − (z/H) δρ, (61.162)

where U0 is the velocity at z = 0, ρo is the Boussinesq reference density, δρ > 0 is a constant
that sets the strength of the vertical stratification, and δU is a constant that sets the strength
of the vertical shear. The initial Richardson number is assumed to be less than the critical value
of 1/4,

Ri =
N2

(∂zub)2
=
g

ρo

(δρ/H)

(δU/H)2
< 1/4, (61.163)

thus satisfying the necessary condition for stratified shear instability. For the final state, assume
the fluid completely mixes to produce a uniform density and uniform velocity, which are taken
to be the vertical average of the initial values

ρ = U0 + δU/2 and ρ = ρo − δρ/2. (61.164)

We might think of this configuration as a tiny region where the shear and density are well
approximated with a linear vertical profile, and where shear induced mixing homogenizes the
density and velocity.

Change in the potential and kinetic energies per area

The difference in the potential energy (per horizontal area) between the final and initial states is
given by

Pfinal − Pinit = g

ˆ H

0
z [ρ− ρb(z)] dz = g δρH2/12. (61.165)

An increase in potential energy upon mixing is anticipated by the study in Section 60.3.6 of
Kelvin-Helmholtz induced mixing, and from the more general examination of potential energy
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Figure 61.12: Left panel: initial conditions for a linearly stratified flow specified by a constant density parameter,
δρ > 0, that sets the strength of the linear stratification, and a constant shear parameter, δU , that sets the
strength of the linear vertical shear. Right panel: a homogenized final state in which the density equals to
the average of the initial density, ρ = ρo − δρ/2, and the velocity equals to the average of the initial velocity,
u = U0 + δU/2. The ratio of the potential energy change to the kinetic energy change is proportional to the
gradient Richardson number as given by equation (61.167).

in Section 26.2.6. The basic idea is that vertical mixing raises the center of mass of the fluid,
thus increasing the gravitational potential energy.

Where does the energy come from to raise the center of mass? For this thought experiment
it must come from the kinetic energy, as that is the only other energy source. We thus anticipate
that the kinetic energy decreases upon mixing. Indeed, the change in the kinetic energy (per
horizontal area) is given by

Kfinal −Kinit =
ρo
2

ˆ H

0
(u2 − u2b ) dz = −

ρo
2

ˆ H

0
(ub − u)2 dz = −ρoH (δU)2/24. (61.166)

A decrease in kinetic energy follows since the square of a spatially variable velocity is always
greater than the square of its spatial average.

Taking the absolute ratio of the change in potential energy to the change in kinetic energy
renders ∣∣∣∣ Pfinal − Pinit

Kfinal −Kinit

∣∣∣∣ = 2 g

ρo

δρ/H

(δU/H)2
= 2Ri, (61.167)

where the second equality introduced the Richardson number (61.163) of the initial state.
Evidently, the Richardson number in this thought experiment is directly proportional to the
absolute ratio of the potential energy change upon mixing to the kinetic energy change upon
mixing. In Exercise 61.3 we find a similar result for a two-layer system, yet with a different
proportionality constant. These two thought experiments support the general connection between
the Richardson number and the energy ratio. Namely, the numerator is proportional to the
potential energy increase due to mixing (presenting a barrier to mixing), and the denominator is
proportional to the kinetic energy available from the shear to overcome the potential energy
barrier.

61.7.6 Constraining the phase velocity of unstable waves
The inspired transformation (61.151) is not the only one that can extract useful information
about stability from the Taylor-Goldstein equation (61.150). Another transformation, following
Howard (1961), is motivated by considering the vertical displacement of a fluid particle under
small amplitude linear waves, with this approach following that given in Section 61.4.5, where we
considered meridional displacements of fluid particles. The particle following approach motivates
a transformation of the Taylor-Goldstein equation that then leads to constraints on the real
and imaginary part of the phase velocity for unstable waves. That is, we derive conditions
that must be satisfied for a wave to grow when placed in an unstable background flow. The
development leads to the critical height theorem as well as Howard’s semi-circle theorem, which
are generalizations of the critical latitude theorem from Section 61.5.3.
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Taylor-Goldstein equation in terms of a fluid particle’s vertical displacement

Introduce the field, η(x, z, t), which measures the vertical displacement of a fluid particle that
has its rest vertical position at z. As such, this field satisfies

w′ = [∂t + (u′ + ub) ∂x]η ≈ (∂t + ub ∂x)η, (61.168)

with the linearization step following from the assumed small displacements. As defined, η(x, z, t)
is the vertical displacement of a fluid particle that has its rest position at z. Now assume the
displacements are generated by small amplitude waves of the form

η(x, z, t) = η̃(z) ei k (x−c t). (61.169)

The corresponding wave ansatz for the vertical velocity,

w′ = −∂xψ = −i k ψ̃(z) ei k (x−c t), (61.170)

leads to the relation between the streamfunction amplitude and the particle displacement
amplitude

ψ̃ = −(ub − c)η̃. (61.171)

The corresponding relation between second derivatives

−(ub − c)
d2ψ̃

dz2
=

d

dz

[
(ub − c)2

dη̃

dz

]
+ η̃ (ub − c)

d2ub

dz2
(61.172)

leads to the Taylor-Goldstein equation (61.150) written in terms of the vertical particle displace-
ment

d

dz

[
(ub − c)2

dη̃

dz

]
= [−N2 + k2 (ub − c)2] η̃ with η̃(0) = η̃(H) = 0. (61.173)

Multiplying by η̃∗, then integrating over the vertical extent of the domain and using the
homogeneous Dirichlet boundary conditions, η̃(0) = η̃(H) = 0, leads to the identity

ˆ H

0
N2 |η̃|2 dz =

ˆ H

0

[
k2 |η̃|2 +

∣∣∣∣dη̃dz
∣∣∣∣2
]
(ub − c)2 dz. (61.174)

The critical height theorem

The imaginary part of the integral condition (61.174) leads to the constraint

2 ci

ˆ H

0

[
k2 |η̃|2 +

∣∣∣∣dη̃dz
∣∣∣∣2
]
(ub − cr) dz = 0, (61.175)

where we used
(ub − c)2 = (ub − cr)2 − c2i − 2 i ci (ub − cr). (61.176)

The constraint (61.175) holds in the presence of an instability (ci ̸= 0) only if the real part of
the phase velocity lives within the bounds of the background flow

umin
b < cr < umax

b =⇒ ub(zcrit) = cr. (61.177)

That is, for a wave to grow in the presence of an unstable background flow, its phase velocity
must have a real part within the bounds of the background flow. It follows that there is a vertical
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position, z = zcrit, where the background flow and the real part of the phase velocity are equal,

ub(zcrit) = cr. (61.178)

This critical height theorem is the vertical analog to the critical latitude theorem from Section
61.5.3. Evidently, for a wave to grow, the real part of its phase velocity must match that of the
background flow at no less than one vertical position. Otherwise, if cr is outside of the bound
(61.177), then the wave simply moves too fast for it to extract energy from the background flow.

Howard’s semi-circle theorem

The real part of the integral condition (61.174) leads to the constraint

ˆ H

0
Q [(ub − cr)2 − c2i ] dz ≥ 0, (61.179)

where we introduced the shorthand for the non-negative quantity

Q = k2 |η̃|2 +
∣∣∣∣dη̃dz

∣∣∣∣2 ≥ 0. (61.180)

For the case with ci ̸= 0, which means there is an unstable wave, then equation (61.175) implies

2

ˆ H

0
Q (ub − cr) dz = 0. (61.181)

We can thus add this term to the constraint (61.179) to render

ˆ H

0
Q [(ub − cr)2 − c2i ] dz =

ˆ H

0
Q [(ub − cr)2 − c2i + 2 cr (ub − cr)] dz ≥ 0, (61.182)

which then leads to

ˆ H

0
Q u2b dz ≥

ˆ H

0
Q (c2r + c2i ) dz =⇒ (c2r + c2i ) ≤

´ H
0 Q u2b dz´ H
0 Q dz

. (61.183)

This inequality places a constraint on the real and imaginary part of the phase velocity. However,
it is not so practical since we need to specify Q from equation (61.180), which requires information
about the wavenumber and particle displacements.

A more useful practical constraint can be derived by starting from the inequality

ˆ H

0
Q (ub − umin

b ) (ub − umax
b ) dz =

ˆ H

0
Q [u2b − ub u

min
b − ub u

max
b + umin

b umax
b ] dz ≤ 0, (61.184)

which follows from the definition of the umin
b and umax

b , and recalling that Q ≥ 0. Making use of
equation (61.183) allows us to replace u2b with c2r + c2i and still maintain the inequality, so that

ˆ H

0
Q [c2r + c2i − ub (u

min
b + umax

b ) + umin
b umax

b ] dz ≤ 0, (61.185)

and use of the constraint (61.181) then allows us to replace ub with cr to have

ˆ H

0
Q [c2r + c2i − cr (umin

b + umax
b ) + umin

b umax
b ] dz ≤ 0. (61.186)
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Figure 61.13: Illustrating Howard’s semi-circle theorem (61.188) in the complex plane defined by the phase
velocity. The semi-circle theorem says that growing waves (with ci > 0) in a sheared flow have their phase velocity
within the gray region, with radius (umax

b − umin
b )/2 and center along the real axis at cr = (umin

b + umax
b )/2.

This constraint is more practical since it only involves the phase velocity and the maximum and
minimum values of the background velocity, each of which are independent of z. Evidently, since
Q is positive, we must have

c2r + c2i − cr (umin
b + umax

b ) + umin
b umax

b ≤ 0, (61.187)

which can be rearranged to

[cr − (umin
b + umax

b )/2]2 + c2i ≤ [(umax
b − umin

b )/2]2. (61.188)

This constraint is depicted in Figure 61.13, where we see that unstable waves (with ci > 0) have
phase velocities that sit within the semi-circle in the upper half of the complex plane whose
center is along the real axis with cr = (umin

b + umax
b )/2 and whose radius is (umax

b − umin
b )/2.

The semi-circle theorem is particularly useful when designing numerical algorithms to find
unstable waves. Also note that we derived this theorem starting from the case of a stratified
shear layer. However, the same result holds for unstable waves in the presence of a meridionally
sheared barotropic flow discussed as earlier in this chapter.

61.7.7 Further study
The Ri = 1/4 stability argument was first presented by Miles (1961) and soon thereafter it was
extended by Howard (1961). Our derivation of Howard’s semi-circle theorem (61.188) follows
Section 11.7 of Kundu et al. (2016).

61.8 A vertically sheared homogeneous fluid with a free surface
In this chapter we studied horizontal sheared flow in a homogeneous fluid, and then rotated the
geometry to consider vertically sheared flow in a gravitationally stratified fluid. Here we consider
a vertically sheared homogeneous fluid moving over a flat surface at z = 0 and with a free
surface at z = η, as depicted in Figure 61.14. Directly translating the analysis of stratified shear
instability from Section 61.7 to the present case, we might presume that since the Richardson
number vanishes here, then any flow satisfies the necessary condition for vertical shear instability.
However, besides having a vanishing buoyancy (since the fluid is homogeneous), the free upper
surface further distinguishes this configuration from the vertically stratified shear instability
studied in Section 61.7 (where we assumed the flow to occur between two rigid boundaries). The
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Figure 61.14: Schematic of the flow configuration used to examine vertical shear instability in a homogeneous
inviscid flow with a free upper surface. The background flow is zonal with a vertical shear, ub(z) x̂. The fluid
domain has a rigid lower bound at z = 0, where the bottom kinematic boundary condition means that w(0) = 0.
The upper surface is free at z = η = H + η′(x, t), so that the linearized upper kinematic boundary condition is
(∂t + ub ∂x) η

′ = w′, and this boundary condition is evaluated at z = H rather than z = η.

presence of a free surface removes the ability to make general statements about the stability,
thus illustrating the importance of boundary conditions when studying modal instabilities. This
section also serves to highlight the role of non-hydrostatic pressure for enabling vertical shear
instability.

61.8.1 Linearized governing equations

The linearized governing equations are given by equations (61.136a)-(61.136d) with identically
zero buoyancy

∂tu
′ + ub ∂xu

′ + w′ ∂zub = −∂xφ′ (61.189a)

∂tw
′ + ub ∂xw

′ = −∂zφ′ (61.189b)

∂xu
′ + ∂zw

′ = 0, (61.189c)

along with the bottom kinematic boundary condition and the linearized kinematic free surface
boundary condition

w′ = 0 at z = 0 (61.190a)

(∂t + ub ∂x) η
′ = w′ at z = H. (61.190b)

Since the x-z flow is non-divergent we can introduce a streamfunction as in equation (61.140)

u′ x̂+ w′ ẑ = ŷ ×∇ψ = ∂zψ x̂− ∂xψ ẑ, (61.191)

which yields the governing equations

(∂t + ub ∂x) ∂zψ − ∂xψ ∂zub = −∂xφ′ for 0 < z < H (61.192a)

(∂t + ub ∂x) ∂xψ = ∂zφ
′ for 0 < z < H (61.192b)

ψ = 0 at z = 0 (61.192c)

(∂t + ub ∂x)η
′ = −∂xψ at z = H. (61.192d)

page 1758 of 2158 geophysical fluid mechanics



61.8. A VERTICALLY SHEARED HOMOGENEOUS FLUID WITH A FREE SURFACE

61.8.2 Hydrostatic fluctuations are stable

If we assume the fluctuations are hydrostatic then the zonal pressure gradient is given by the
zonal derivative of the free surface (as in the case of a hydrostatic shallow water fluid),

∂xφ
′ = g ∂xη

′, (61.193)

so that the zonal velocity equation (61.192a) becomes

(∂t + ub ∂x) ∂zψ − ∂xψ ∂zub = −g ∂xη′. (61.194)

Now assume the small amplitude fluctuations of the streamfunction and free surface take the
propagating plane wave form

ψ(x, z, t) = ψ̃(z) ei k (x−c t) and η′(x, t) = η̃ ei k (x−c t). (61.195)

For these fluctuations the kinematic boundary conditions (61.192c) and (61.192d) become

ψ̃ = 0 at z = 0 (61.196a)

(ub − c)η̃ = −ψ̃ at z = H. (61.196b)

Similarly, the zonal velocity equation (61.194) renders the relations between the amplitude
functions

(ub − c)∂zψ̃ − ψ̃ ∂zub = −g η̃ for 0 < z < H. (61.197)

Dividing by (ub − c)2 brings about

d

dz

[
ψ̃

ub − c

]
= − g η̃

(ub − c)2
, (61.198)

whose vertical integral renders

ψ̃

ub − c

∣∣∣∣∣
z=H

− ψ̃

ub − c

∣∣∣∣∣
z=0

= −g η̃
ˆ H

0

dz

(ub − c)2
, (61.199)

where we evaluated the upper integral limit at z = H as per the linear theory. Making use of
the kinematic boundary conditions (61.196a) and (61.196b) brings this equation into the form

g

ˆ H

0

dz

(ub − c)2
= 1. (61.200)

This identity can only be satisfied if the phase velocity, c, has zero imaginary part, in which case
we conclude that the fluctuations are stable to vertical shear instability. In particular, for ub a
constant we recover the case considered in Exercise 55.4 for gravity waves moving on a constant
background flow, in which the phase velocity is c = ub ±

√
g H = ub ± cgrav.

We understand why the hydrostatic fluctuations are stable by appealing to the discussion of
shallow water dynamics in Section 35.2. In that section we observed that a homogeneous fluid
layer with a hydrostatic pressure (i.e., a shallow water fluid layer) renders a horizontal pressure
gradient that is depth independent, which in turn leads to a depth independent horizontal
velocity. That is, the homogeneous hydrostatic fluid cannot support a vertical shear in the
horizontal flow, so that there can be no vertical shear instability. That is, when studying stability
of a vertically sheared homogeneous fluid layer, hydrostatic fluctuations are depth independent
and so they cannot lead to a vertical shear instability.
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61.8.3 Taylor-Goldstein equation

Accepting that unstable fluctuations must involve a non-hydrostatic pressure, we make use of
the analysis in Section 61.7.3 for stratified shear instability, in which we formed the linearized
vorticity equation and introduced the streamfunction to render the Taylor-Goldstein equation
(61.150). Specializing Taylor-Goldstein to the case of zero buoyancy (N2 = 0) yields

(ub − c)
[
d2

dz2
− k2

]
ψ̃ =

d2ub

dz2
ψ̃ (61.201a)

ψ̃ = 0 at z = 0 (61.201b)

(ub − c)η̃ = −ψ̃ at z = H. (61.201c)

In deriving the necessary condition for vertical shear instability in Section 61.7.4, we made use
of the assumed rigid top and bottom boundaries to eliminate the two boundary contributions
appearing in equation (61.154). Yet with a free surface the z = H boundary contribution no
longer vanishes, instead it satisfies the kinematic condition (61.201c).

61.8.4 Necessary conditions for instability

To develop an integral condition, rather than introduce the ansatz (61.151), we work directly
with the Taylor-Goldstein equation (61.201a). Since N2 = 0, the manipulations are quite similar
to those used to derive the Rayleigh-Kuo inflection point theorem in Section 61.5.1. For this
purpose, multiply the Taylor-Goldstein equation (61.151) by ψ̃∗ and rearrange to yield

d

dz

[
ψ̃∗ dψ̃

dz

]
=

[
k2 +

1

ub − c
d2ub

dz2

]
|ψ̃|2 +

∣∣∣∣∣dψ̃dz
∣∣∣∣∣
2

(61.202)

Vertical integration and use of the kinematic boundary conditions leads to

ψ̃∗ dψ̃

dz

∣∣∣∣∣
z=H

=

ˆ H

0

k2 |ψ̃|2 + ∣∣∣∣∣dψ̃dz
∣∣∣∣∣
2
dz +

ˆ H

0

d2ub

dz2
|ψ̃|2
ub − c

dz. (61.203)

Taking the imaginary part of this equation and exposing the amplitude and phase for ψ̃,

ψ̃ = |ψ̃(z)| eiα(z), (61.204)

leads to [
|ψ̃|2 dα

dz

]
z=H

= ci

ˆ H

0

d2ub

dz2
|ψ̃|2
|ub − c|2

dz. (61.205)

The left hand side vanishes for a rigid upper boundary, in which case we recover the Rayleigh-Kuo
inflection point theorem (61.59). But with a free surface there are other situations that support
instability since the left hand side is no longer zero. That is, allowing for a free surface opens up
further avenues for instabilities. When developing necessary conditions for baroclinic instability
in Section 62.8, we also find a fundamental role for boundary processes.
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Figure 61.15: Initial (left) and final (right) conditions for a two-layer stratified flow that completely mixes
its density and velocity. In Exercise 61.3 we work through the energetics of mixing and show that the ratio of
the potential energy change to the kinetic energy change is proportional to a discrete version of the gradient
Richardson number.

61.9 Exercises
exercise 61.1: Complex conjugate formula
In equations (61.45c) and (61.48) we made use of the identity

Im
[
ψ̃∗ ∂yψ̃

]
= − Im

[
ψ̃ ∂yψ̃

∗
]
. (61.206)

Derive this identity. Hint: make use of equation (61.49) for the streamfunction.

exercise 61.2: Fjørtoft’s theorem with sinh profile and β ̸= 0
Consider the sinh velocity profile from Section 61.5.4. Show that with β ̸= 0 the flow remains
stable according to Fjørtoft’s theorem.

exercise 61.3: Richardson number and energetics of mixing
Rework the energetics from Section 61.7.5, only now with the two-layer stratified shear profile
shown in Figure 61.15. In particular, compute the ratio of the potential energy increase to the
kinetic energy decrease and show that this ratio is proportional to a discrete version of the
gradient Richardson number

Pfinal − Pinit

Kinit −Kfinal

∝ Ri. (61.207)

Assume a Boussinesq ocean for purposes of computing the kinetic energy. Hint: the solution to
this exercise is detailed in Section 14.1 of Cushman-Roisin and Beckers (2011).
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Chapter 62

QUASI-GEOSTROPHIC WAVES AND BAROCLINIC INSTABILITY

In this chapter we study waves and baroclinic instability in a continuously stratified quasi-
geostrophic flow within a vertically bounded domain. The vertically bounded domain is more
relevant to the ocean, with the atmosphere top boundary more suitably assumed to be at
infinity. However, beyond the ocean case, we are motivated to consider the vertically bounded
domain since it is assumed for the Eady model of baroclinic instability (Eady , 1949), which is a
particularly elegant example of baroclinic instability. We furthermore find it is convenient to
study waves in combination with baroclinic instability since baroclinic instability follows a wave
resonance mechanism, much like that considered for shear instability in Chapter 61.

The waves we encounter in this chapter include planetary Rossby waves, topographic Rossby
waves, and Eady edge waves. Recall that we encountered Rossby waves and edge waves in
the horizontally non-divergent barotropic model of Chapter 54, as well as Rossby waves and
topographic waves for the shallow water model in Chapter 55. In the present chapter, we work
fully within the quasi-geostrophic theory and allow for continuous stratification. In addition to
Rossby waves, we here consider a thermal wind background state, in which the quasi-geostrophic
flow supports Eady edge waves. As shown here, Eady edge waves rely on the presence of a
buoyancy gradient along the top and/or bottom boundaries of the domain. Eady waves are the
primary actors in the Eady model of baroclinic instability.

The study of baroclinic instability is motivated by asking whether a thermal wind flow is
stable to small amplitude geostrophic perturbations. Under certain circumstances, there are
unstable wave modes whose energy grows by feeding off the potential energy of the thermal wind
state. The Eady model considers the constructive interference of edge waves that leads to wave
resonance. This resonance then drives the mutual growth of the edge waves, which constitutes
baroclinic instability. Baroclinic instability dominates the fluctuations of the large-scale (order
deformation radius) flows in the middle latitude atmosphere (synoptic scale) and the mesoscale
ocean.

reader’s guide for this chapter
In this chapter we make use of the governing equations of continuously stratified quasi-

geostrophic flow from Chapter 45, as well as the Rossby wave discussions in Chapter 54
(horizontally non-divergent barotropic model) and Section 55.9 (shallow water layer). The
wave resonance interpretation of Eady’s model of baroclinic instability closely follows that
given for shear instability in Chapter 61.
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62.1 Loose threads
• Split this chapter into one with the linear waves and placed into Part X, and another
chapter focusing on baroclinic instability.

• Vertically propagating Rossby waves with an infinite top

• Continuous modes

• Show some vertical baroclinic modes in Section 62.4.1 for constantN2 and for an exponential
thermocline.

• Polarization relations for Eady waves.
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• Group velocity for Eady waves

• Energetics for planetary waves, topographic waves, and Eady waves. Prove that phase
averaged energy flux equals to the group velocity times the energy.

• Discuss the neutral wave case with ub = c and further explore Footnote 10 in Chapter 9 of
Vallis (2017).

• Offer further elaborations from Vallis (2017) and Cushman-Roisin and Beckers (2011).

• Eliasen-Palm fluxes and potential vorticity fluxes in Section 62.9.

• Discuss Figures 13.1 and 13.4 of Gill (1982).

• Charney model

62.2 Equations of quasi-geostrophy

As developed in Chapter 45, quasi-geostrophy is concerned with the evolution of hydrostatic and
nearly geostrophic flow in the presence of a prescribed and gravitationally stable background state
that is itself in hydrostatic and geostrophic balance. In this section we summarize salient features
of continuously stratified quasi-geostrophy that are useful in the study of quasi-geostrophic waves
and baroclinic instability.

62.2.1 Equations in the fluid interior

Within the interior of the fluid domain, the quasi-geostrophic buoyancy equation (45.42), relative
vorticity equation (45.47), and potential vorticity equation (45.54), are given by

(∂t + u · ∇) b = −wN2 buoyancy equation (62.1a)

(∂t + u · ∇) ζ = −β v + fo ∂zw relative vorticity equation (62.1b)

(∂t + u · ∇) q = 0, quasi-geostrophic potential vorticity equation, (62.1c)

in which

ψ = p/(ρo fo) quasi-geostrophic streamfunction (p =pressure)
(62.2a)

u = ẑ ×∇ψ non-divergent geostrophic velocity (62.2b)

b = fo ∂zψ buoyancy (62.2c)

ζ = ẑ · (∇× u) = ∇2
h ψ geostrophic relative vorticity (62.2d)

q = fo + β y + ζ + fo ∂z(b/N
2) quasi-geostrophic potential vorticity (62.2e)

q = fo + β y +∇2
h ψ + f20 ∂z(∂zψ/N

2) potential vorticity in terms of streamfunction. (62.2f)

The prescribed time-independent parameters are given by

N2(z) > 0 background stratification (62.3a)

f(y) = fo + β y β-plane Coriolis frequency. (62.3b)

CHAPTER 62. QUASI-GEOSTROPHIC WAVES AND BAROCLINIC INSTABILITY page 1765 of 2158



62.2. EQUATIONS OF QUASI-GEOSTROPHY

Quasi-geostrophy is based on the following scale assumptions

Ro = U/foL≪ 1 small Rossby number (62.4a)

β L/fo ≪ 1 β-plane approximation (62.4b)

Bu(z) = [Ld(z)/L]
2 = [N(z)H/fo]

2 L−2 ∼ 1 order unity Burger number (62.4c)

Ri(z) = Ro−2Bu(z)≫ 1 very large Richardson number. (62.4d)

The small Rossby number, Ro, means that the flow is strongly affected by the Coriolis acceleration,
which furthermore means it is in near geostrophic balance. This scaling holds for both the
background flow, which is prescribed, and perturbations to the background. The order unity
Burger number says that the horizontal length scale of the flow, L, is comparable to the
deformation radius, Ld, with the deformation radius a function of the vertical scale of motion,
H (also the vertical size of the Eady model domain), the f -plane Coriolis parameter, fo, and
the prescribed background buoyancy frequency, N(z). The large Richardson number, Ri, means
that the flow is stable with respect to stratified shear instability (Chapter 61). Note that when
writing the potential vorticity, the constant fo can be dropped since it plays no role in the
potential vorticity equation.

The evolution of buoyancy (equation (62.1a)) and relative vorticity (equation (62.1b)) are
both impacted by the ageostrophic vertical velocity, w. However, we do not need to explicity
compute w to evolve the flow within the domain interior. The reason is that we can instead
evolve the quasi-geostrophic potential vorticity through equation (62.1c). Thereafter, we solve
the Poisson equation (with boundary conditions) for the geostrophic streamfunction

∇2
h ψ + f2o ∂z(∂zψ/N

2) = q − (fo + β y). (62.5)

Upon updating the streamfunction we then update the velocity, buoyancy, and relative vorticity.
Even though w is unnecessary for updating the flow state, it can be useful for a variety of
diagnostic purposes. In Section 45.4.2 we derive a diagnostic equation for this ageostrophic
velocity component.

62.2.2 Boundary conditions for vertically bounded domain

For the lateral boundaries, we assume either an infinite horizontal domain with all fields assumed
to be finite or vanishing at spatial infinity, or assume doubly periodic domains. In this manner,
the lateral boundaries play no fundamental role in the dynamics of concern in this chapter.
In contrast, we are concerned with vertically bounded domains in which the top and bottom
boundaries are central to the dynamics. To establish the corresponding boundary conditions,
we make use of the buoyancy equation (62.1a), given the presence of the vertical velocity.
Furthermore, we are concerned with perfect fluid quasi-geostrophy, so consider just the kinematic
boundary conditions. The dynamic boundary conditions involve frictional stresses and are not
considered here.

The top and bottom boundary conditions for quasi-geostrophy were studied in Sections 45.6
and 45.7. For the upper surface (top) boundary, the vertical velocity is vanishingly small relative
to interior vertical motion, thus prompting the rigid lid approximation. Evaluating the buoyancy
equation (62.1a) at the rigid lid top boundary means that the boundary buoyancy is materially
invariant

(∂t + u · ∇h) b = 0 =⇒ (∂t + u · ∇h) ∂zψ = 0 at z = η. (62.6)

To within the accuracy of quasi-geostrophy, this boundary condition is evaluated at the resting
position of the top boundary, z = η, which is typically taken as η = 0.

page 1766 of 2158 geophysical fluid mechanics



62.3. LINEAR FLUCTUATIONS ON A ZONAL GEOSTROPHIC BACKGROUND FLOW

The analogous boundary condition at the domain bottom, z = ηb(x, y), is given by

(∂t + u · ∇h) b = −N2 u · ∇ηb at z = ηb. (62.7)

which takes on the following form with the streamfunction

(∂t + u · ∇h) (fo ∂zψ) = −N2 u · ∇ηb at z = ηb. (62.8)

The bottom boundary condition is evaluated at the horizontally averaged position, z = ηb, since
the more precise boundary location, z = ηb(x, y), is one order higher in Rossby number and so is
dropped from quasi-geostrophic theory. Correspondingly, quasi-geostrophic theory is formally
valid only for very gently sloping bottom boundaries. Note that when ηb is a constant, then
∇hηb = 0, so that the bottom boundary condition reduces to the material invariance of the
boundary buoyancy, just like the top boundary condition.

Quasi-geostrophic theory based on studies of just the top and/or bottom boundary conditions
is known as surface quasi-geostrophy (e.g., Held et al. (1995), Yassin and Griffies (2022)), where
the interior potential vorticity is assumed to be a constant, which can be set to zero without loss
of generality. Surface quasi-geostrophy shares mathematically elements with the study of surface
gravity waves in Chapter 52. Namely, surface quasi-geostrophy supports edge waves that are
exponentially trapped at the boundaries and with a vertical length scale inversely proportional
to the horizontal wavelength (i.e., shorter edge waves are more trapped next to the boundary
than longer edge waves). As we see later in this chapter, edge waves are central to baroclinic
instability as realized in the Eady model.

62.3 Linear fluctuations on a zonal geostrophic background flow

We here formulate equations for a zonal background flow state and the linear fluctuations relative
to that flow. The static and prescribed background state is assumed to be in thermal wind
balance, and all perturbations to that background state satisfy the scalings of quasi-geostrophy.
All background fields have a “b” subscript to remind us that these fields are prescribed.

The linear analysis in this section forms the baseline for subsequent sections that specialize
these results. In particular, in Section 62.4 we specialize to the case of zero thermal wind flow
with planetary beta, thus considering planetary Rossby waves. In Section 62.5, we set planetary
beta to zero but allow for a topographic slope, thus considering topographic Rossby waves. In
Section 62.6, we maintain the thermal wind state but assume zero planetary beta and zero
topographic beta, thus focusing on the mechanics of Eady edge waves, whose existence along
either the top or bottom boundary relies on the presence of a horizontal buoyancy gradient
along that boundary. In Section 62.7 we study the unstable Eady edge waves arising in the Eady
model, thus forming the wave mechanism for baroclinic instability.

62.3.1 Zonal geostrophic background flow

Consider a geostrophic background state described by a streamfunction, Ψb(y, z), with a corre-
sponding zonal flow and thermal wind shear

ub(y, z) = −∂yΨb and ∂zub = −∂yzΨb = −f−1
o ∂ybb, (62.9)

where bb(y, z) is the prescribed background buoyancy field supporting the background geostrophic
flow.

A particular example of buoyancy supporting a geostrophic flow with a constant thermal
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Figure 62.1: Example background buoyancy field written as the linear function, bb = N2 [z− y (dz/dy)bb ], as per
equation (62.13). The squared buoyancy frequency is positive, N2 = ∂zbb > 0, whereas the northward buoyancy
gradient is negative, ∂ybb < 0. Correspondingly, the buoyancy slope, (dz/dy)bb = −∂ybb/∂zbb = fo ∂zub/N

2 > 0, is
positive to the north (north is to the right). There are no lateral boundaries, so that the fluid is assumed to be
unbounded in the horizontal directions. However, the top and bottom are rigid.

wind shear is given by the sloped and planar buoyancy surfaces

bb = N2 z + (∂ybb) y = N2 z − fo (∂zub) y, with N2, ∂ybb, and ∂zub constants. (62.10)

We consider this special case when studying Eady waves in Section 62.6 and the Eady model of
baroclinic instability in Section 62.7. Although very idealized, it provides the core features of
Eady waves and baroclinic instability, and it does so in an analytically tractable manner.

The buoyancy (62.10) can be written in a geometric form by introducing the meridional
slope of the background buoyancy surfaces. To derive an expression for the slope, note that
constant buoyancy surfaces are defined by1

bb = constant =⇒ dbb = 0 = (∂bb/∂y) dy + (∂bb/∂z) dz, (62.11)

which means that the slope of constant buoyancy surfaces is given by[
dz

dy

]
bb

= −∂ybb
∂zbb

= −∂ybb
N2

=
fo ∂zub

N2
, (62.12)

so that the buoyancy (62.10) is

bb = N2 [z − y (dz/dy)bb ] with (dz/dy)bb a constant slope. (62.13)

Figure 62.1 illustrates such a buoyancy field with a constant and positive meridional slope,
(dz/dy)bb > 0.

It is common to forget the minus signs appearing in the first and second expressions for the
slope in equation (62.12). Examination of Figure 62.1 quickly remedies this mistake. Namely,
this figure depicts a buoyancy field that has a positive slope towards the north, (dz/dy)bb > 0.
This slope arises due to the reduction in buoyancy moving north (∂ybb < 0) in the presence of a
vertically stable stratification (∂zbb > 0).

62.3.2 Background state is an exact quasi-geostrophic solution
We here show that the thermal wind flow (62.9) identically satisfies the quasi-geostrophic
equations, thus constituting an exact solution to quasi-geostrophy. For this purpose, introduce

1See Section 63.12.2 for mathematical details on the treatment of generalized vertical coordinates.
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the quasi-geostrophic potential vorticity for the background flow

qb = fo + β y + ζb + f2o ∂z(N
−2 ∂zΨb) = fo + β y − ∂yub + f2o ∂z(N

−2 ∂zΨb), (62.14)

where we introduced the relative vorticity of the background zonal geostrophic flow

ζb = −∂yub. (62.15)

Since qb is static and a spatial function just of (y, z), it trivially satisfies the potential vorticity
equation

(∂t + ub x̂ · ∇h) qb = ub ∂x qb = 0. (62.16)

Likewise, the background buoyancy field, bb(y, z), trivially satisfies the top boundary condition
(62.6) since

(∂t + ub x̂ · ∇h) bb = ub ∂x bb = 0 at z = η. (62.17)

For the bottom boundary condition (62.8) we have

(∂t + ub ∂x) bb + ub ∂x(N
2 ηb) = 0 at z = ηb, (62.18)

which is satisfied if the topography is a function only of latitude, ηb = ηb(y). Hence, the
background thermal wind flow, ub(y, z), and corresponding buoyancy, bb(y, z), are exact solutions
to quasi-geostrophy if the bottom is either flat or has a meridional slope.

62.3.3 Fluctuating streamfunction, potential vorticity, and buoyancy

Now consider fluctuations relative to the zonal geostrophic flow, with streamfunction and
buoyancy decomposed as

ψ(x, y, z, t) = Ψb(y, z) + ψ′(x, y, z, t) and b(x, y, z, t) = bb(y, z) + b′(x, y, z, t). (62.19)

The corresponding quasi-geostrophic potential vorticity is decomposed according to

q(x, y, z, t) = qb(y, z) + q′(x, y, z, t), (62.20)

with qb given by equation (62.14). The fluctuating potential vorticity arises from relative vorticity
and stretching

q′ = ∇2
h ψ

′ + f2o ∂z(N
−2 ∂zψ

′). (62.21)

Substituting these expressions into the quasi-geostrophic potential vorticity equation (62.1c)
leads to

[∂t + (u′ + ub) · ∇] (qb + q′) = [∂t + (u′ + ub) · ∇] q′ + u′ · ∇qb = 0, (62.22)

where we set
∂tqb + ub · ∇qb = 0, (62.23)

since qb is an exact solution to quasi-geostrophy (Section 62.3.2). Rearranging equation (62.22),
and setting ub = ub x̂, leads to

[∂t + (ub x̂+ u′) · ∇h] q′ + v′ ∂yqb = 0. (62.24)

We are concerned in this chapter with linear theory, with the linearized equation for the
perturbation potential vorticity given by

(∂t + ub ∂x) q
′ = −v′ ∂yqb =⇒ (∂t + ub ∂x) [∇2

h ψ
′ + f2o ∂z(N

−2 ∂zψ
′)] = −∂xψ′ ∂yqb. (62.25)
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Evidently, in the linear theory we find that q′ is advected by the zonal background flow, ub,
and it has a source determined by the anomalous meridional advection of the background
quasi-geostrophic potential vorticity, qb.

For the buoyancy, b(x, y, z, t) = bb(y, z) + b′(x, y, z, t), we linearize the buoyancy equation
(62.1a) to find

(∂t + ub ∂x) b
′ = −v′ ∂ybb − w′N2. (62.26)

The right hand side source terms can be written in terms of the slope of the buoyancy surfaces
(62.12)

(∂t + ub ∂x) b
′ = −N2 [w′ − v′ (dz/dy)bb ]. (62.27)

62.3.4 Linearized upper boundary condition
The upper surface boundary condition (62.6) is

∂tb
′ + (ub ∂x + u

′ · ∇h)(bb + b′) = 0, (62.28)

which linearizes to

(∂t + ub ∂x) b
′ = −v′ ∂ybb =⇒ (∂t + ub ∂x) ∂zψ

′ = ∂xψ
′ ∂zub. (62.29)

As we see in Section 62.6, advection by the zonal geostrophic flow provides a frequency shift to
the linear waves, whereas the source, ∂xψ

′ ∂zub, supports the propagation of surface trapped
edge waves relative to the flow.

62.3.5 Linearized bottom boundary condition
The bottom boundary condition (62.8), with ηb = ηb(y), is given by

fo (∂t + ub ∂x + u
′ · ∇h) ∂zψ′ = v′ (fo ∂zub −N2 ∂yηb), (62.30)

which linearizes to
fo (∂t + ub ∂x) ∂zψ

′ = ∂xψ
′ (fo ∂zub −N2 ∂yηb). (62.31)

The right hand side can be written in a geometric manner by introducing the slope of the
background buoyancy as per equation (62.12), so that

(dz/dy)bb = −∂ybb/∂zbb = fo ∂zub/N
2. (62.32)

The bottom boundary condition (62.31) can thus be written as

fo (∂t + ub ∂x) ∂zψ
′ = ∂xψ

′N2 [(dz/dy)bb − ∂yηb], (62.33)

in which the forcing on the right hand side is proportional to the difference between the buoyancy
slope and bottom topography slope. When the bottom topography is flat then the bottom
boundary condition reduces to the same condition as the top

(∂t + ub ∂x) ∂zψ
′ = ∂xψ

′ ∂zub. (62.34)

62.4 Vertically bounded planetary Rossby waves
In this section we simplify the background state by assuming zero background flow with flat
top and bottom boundaries, yet affected by a nonzero planetary beta. That is, we here study
continuously stratified planetary Rossby waves in a vertically bounded domain. We already
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encountered planetary Rossby waves in Section 54.3 for the horizontally non-divergent barotropic
model, and in Section 55.9 for the shallow water model. The goal here is to extend those earlier
discussions to the case of continuous stratification.

62.4.1 Governing linear equations
Again, we assume the background state has a flat bottom with zero background thermal wind
flow, so that the background consists solely of planetary beta. Hence, the background potential
vorticity equals to the planetary vorticity

qb = fo + β y =⇒ ∇qb = β ŷ. (62.35)

The linearized potential vorticity equation (62.25) and linearized boundary conditions (62.29)
and (62.31), each with zero background flow, are given by

∂tq
′ + β v′ = 0 =⇒ ∂t[∇2

h ψ
′ + f20 ∂z(N

−2 ∂zψ
′)] + β ∂xψ

′ = 0 (62.36a)

∂tzψ
′ = 0 at z = η and z = ηb. (62.36b)

In the presence of a horizontally homogeneous vertical stratification, N2(z) > 0, we can introduce
a wave ansatz consisting of horizontally traveling free plane waves that are modulated by a
vertically dependent (generally complex) amplitude

ψ′(x, y, z, t) = ψ̃(z) ei (kx x+ky y−ω t) =⇒ u = (ẑ × ik) ψ̃(z) ei (kx x+ky y−ω t). (62.37)

As we will see when analytically calculating the vertical structure for constant N2 in Section
62.4.3, the vertical structure takes the form of vertically standing waves, which accords with
our prior experience of waves in a bounded domain (e.g., acoustic waves in a rectangular cavity
in Exercise 51.1; surface gravity waves in Section 52.8). Plugging the ansatz (62.37) into
the streamfunction equation (62.36a) and boundary condition equation (62.36b) leads to the
Sturm-Liouville eigenvalue problem2

d

dz

[
f2o
N2

dψ̃

dz

]
= −λ ψ̃ (62.38a)

dψ̃

dz
= 0 at z = η, ηb (62.38b)

λ = −(|k|2 + β kx/ω). (62.38c)

We refer to solutions ψ̃ as eigenmodes with λ the corresponding eigenvalues. From the Sturm-
Liouville theory we know there are a countably infinite number of eigenmodes, with the higher
eigenvalues corresponding to modes with more zero crossings.

62.4.2 Barotropic mode and baroclinic modes

Multiplying the eigenvalue equation (62.38a) by ψ̃∗, integrating over the depth of the fluid,
and making use of the Neumann boundary conditions (62.38b), leads to the expression for the
eigenvalue in terms of the eigenmodes

λ = −(|k|2 + β kx/ω) =

´ η
ηb
|(fo/N) dψ̃/dz|2 dz´ η

ηb
|ψ̃|2 dz

, (62.39)

2Sturm-Liouville eigenvalue problems have a well established theory in differential equations and mathematical
physics. Chapter 11 of Boyce and DiPrima (2009) is a classic reference, now in its 9th edition!
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which proves that the eigenvalues are non-negative

λ ≥ 0. (62.40)

Barotropic mode

The case with zero eigenvalue, λ = 0, has a dispersion relation given by

ω = −kx β/|k|2 barotropic mode, (62.41)

and a corresponding depth independent eigenmode (dψ̃/dz = 0), with this mode referred to
as the barotropic mode. Notice that the barotropic mode’s frequency is unbounded as the
wavenumber gets smaller (longer waves). That is, the longer wavelength modes have higher
frequency. Also note that the phase velocity (equation (49.26))

cp = (ω/|k|) k̂ = (ω/|k|2)k, (62.42)

has a westward component

(cp · x̂)barotropic = (ω/|k|2)k · x̂ = −k2x β/|k|2 < 0. (62.43)

This westward phase velocity accords with our earlier studies of Rossby waves. Even though
this barotropic mode appears in a stratified fluid, its properties are equivalent to that of the
Rossby waves appearing in a horizontally non-divergent barotropic model as studied in Section
54.3, further supporting this mode being referred to it as the barotropic mode.

Baroclinic modes

Equation (62.39) shows that all nonzero eigenvalues are positive

λ = −(|k|2 + β kx/ω) > 0. (62.44)

Furthermore, upon vertically integrating the eigenvalue equation (62.38a) and using the boundary
conditions (62.38b) we find that all higher modes have zero depth integral

ˆ η

ηb

ψ̃ dz = 0. (62.45)

We refer to these as baroclinic modes since they are depth dependent, with the baroclinic modes
having eigenvalues that form a monotonically increasing and countably infinite sequence. Each
successive baroclinic mode has one more zero crossing, and thus more vertical structure. We
display this behavior in Section 62.4.3 when analytically determing the eigenmodes with a
constant N2.

62.4.3 Planetary Rossby waves with constant N2

An analytic solution to the eigenvalue problem (62.38a)-(62.38b) for vertically bounded Rossby
waves can be found for the case of constant N2, whereby the eigenmode is given by the cosine
function

ψ̃ = ψ̃o cos[nπ (z − ηb)/H] with H = η − ηb, (62.46)

with ψ̃o a constant real amplitude. The eigenvalues can be found through equation (62.39),

λ = (nπ/Ld)
2 with n = 0, 1, 2, 3... and Ld = N H/fo, (62.47)
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which then lead to the dispersion relation for the baroclinic modes

ω = − β kx
(nπ/Ld)2 + k2x + k2y

. (62.48)

Since the angular frequency is non-negative (Section 49.2.3), all planetary Rossby wave modes
have a westward, kx < 0, phase propagation, just like we saw for the barotropic planetary wave
with n = 0. We display this property by writing the zonal component of the phase velocity

cp · x̂ = (ω/|k|2) kx = − β k2x/|k|2
(nπ/Ld)2 + k2x + k2y

< 0. (62.49)

Observe that a useful way to non-dimensionalize the dispersion relation (62.48) is to write

ω/(β Ld) = −
kx Ld

(nπ)2 + (kx Ld)2 + (ky Ld)2
, (62.50)

with this expression plotted in Figure 62.2 for the n = 0, 1, 2 Rossby wave modes with ky = 0.

A packet of Rossby waves with carrier wavevector k moves with the group velocity

cg = ∇kω =
β [x̂ (k2x − k2y − (nπ/Ld)

2) + 2 kx ky ŷ]

[(nπ/Ld)2 + k2x + k2y]
2

. (62.51)

In Section 54.3 we studied Rossby waves in the horizontally non-divergent barotropic model,
and then in Section 55.9 we studied Rossby waves in a single shallow water layer. Both of those
discussions share much with the present case, in particular the shallow water Rossby waves since
they have a finite deformation radius whereas the deformation radius is formally infinite in the
barotropic model. Hence, each baroclinic mode found in the continuously stratified case can be
understood as a Rossby wave in a single shallow water layer whose deformation radius,

Ld = cgrav/fo =
√
g H/fo, (62.52)

is chosen to fit that of the baroclinic mode. By extension, we can understand the geometry
of baroclinic Rossby wave packets, including their reflection from surfaces, by referring to the
earlier shallow water discussion.

62.5 Topographic Rossby waves

Now set β = 0, to eliminate planetary Rossby waves, but maintain a background potential
vorticity gradient by allowing the bottom to have a nonzero slope. In so doing we extend the
study of topographic Rossby waves from the shallow water in Section 55.4.6 to the continuously
stratified case. The resulting linearized potential vorticity equation and boundary conditions are

∂tq
′ = 0 =⇒ ∂t[∇2

h ψ
′ + f20 ∂z(N

−2 ∂zψ
′)] = 0 (62.53a)

∂tzψ
′ = 0 at z = η. (62.53b)

fo ∂tzψ
′ +N2 ẑ · (∇ψ′ ×∇ηb) = 0 at z = ηb. (62.53c)

To study plane waves in the horizontal, assume the special case of a gentle and constant linear
slope, ∂yηb, in the meridional direction so that

ηb = ηconst + y ∂yηb with |∂yηb| ≪ 1, (62.54)
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Figure 62.2: Dispersion relation for planetary Rossby waves according to equation (62.50), ω/(β Ld) =
−kx Ld/[(nπ)

2 + (kx Ld)
2 + (ky Ld)

2], showing the n = 0 barotropic mode and n = 1, 2 baroclinic modes,
each with ky = 0. A positive angular frequency is realized with kx < 0, so that the phase propagates to the west.
The frequency for the barotropic mode is unbounded approaching the origin, so that long barotropic Rossby waves
are high frequency waves. Both the barotropic and baroclinic wave modes have a vanishing frequency as the waves
become shorter (|k| → ∞).

in which case the bottom boundary condition (62.53c) becomes

fo ∂tzψ
′ +N2 ∂yηb ∂xψ

′ = 0 at z = ηb. (62.55)

62.5.1 Eigenvalue problem for ψ̃

Taking the linear bottom slope (62.54) allows us to consider the same wave ansatz (62.37) as
used for planetary Rossby waves in Section 62.4.1, which then converts equations (62.53a),
(62.53b), and (62.55) into the eigenvalue problem

ω
d

dz

[
f2o
N2

dψ̃

dz

]
= ω |k|2 ψ̃ ηb < z < η (62.56a)

ω
dψ̃

dz
= 0 at z = η, (62.56b)

fo ω
dψ̃

dz
= N2 ∂yηb kx ψ̃ at z = ηb. (62.56c)

The differential equation (62.56a) and surface boundary condition (62.56b) can be satisfied with
a zero frequency wave, ω = 0, in which case there is no propagating wave. However, the bottom
boundary condition (62.56c) cannot be satisfied with ω = 0 in the presence of a nonzero bottom
slope and nonzero Coriolis frequency. Evidently, the Coriolis frequency plays a fundamental role
in supporting a propagating topographic Rossby waves in the presence of a sloping bottom.

Cancelling the angular frequency in equation (62.56a) (since ω ̸= 0 for topographic waves),
then multiplying by ψ̃∗ and integrating over the depth of the domain leads to

ˆ η

ηb

d

dz

[
ψ̃∗ f

2
o

N2

dψ̃

dz

]
dz =

ˆ η

ηb

|k|2 |ψ̃|2 + f2o
N2

∣∣∣∣∣dψ̃dz
∣∣∣∣∣
2
dz. (62.57)
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Use of the surface boundary condition (62.56b) and bottom boundary condition (62.56c) render

fo ∂yηb kx = − ω

|ψ̃(ηb)|2

ˆ η

ηb

|k|2 |ψ̃|2 + f2o
N2

∣∣∣∣∣dψ̃dz
∣∣∣∣∣
2
dz. (62.58)

The right hand side is a negative number (recall ω > 0), which then orients the zonal component
to the phase velocity according to the sign of fo ∂yηb. For example, in the northern hemisphere
with a bottom slope rising to the north, so that fo ∂yηb > 0, then kx < 0, which means that the
zonal phase velocity is to the west. Likewise, for the southern hemisphere, a bottom slope that
is rising to the south has fo ∂yηb > 0, which also yields kx < 0.

62.5.2 Topographic Rossby waves with constant N2

Following our approach for planetary Rossby waves in Section 62.4.3, assume the buoyancy
frequency is constant so that the eigenvalue problem (62.56a)-(62.56c) reduces to

d2ψ̃

dz2
= k2R ψ̃ ηb < z < η (62.59a)

fo ω
dψ̃

dz
= N2 ∂yηb kx ψ̃ at z = ηb (62.59b)

ω
dψ̃

dz
= 0 at z = η, (62.59c)

where we introduced the inverse Rossby height

kR = |k|N/fo = |k|Ld/H with Ld = N H/fo. (62.60)

As we see below, k−1
R defines an exponential scale height over which the wave decays moving

away from the bottom boundary.

Bottom trapped streamfunction

To further simplify the analysis, assume the upper boundary, at z = η, is far enough away that
it can be ignored. In this case the streamfunction takes on the bottom trapped form

ψ̃ = ψ̃o e
−kR (z−ηb). (62.61)

To determine what is “far enough away”, evaluate the streamfunction at z = η, whereby

ψ̃(z = η) = ψ̃o e
−kRH = ψ̃o e

−|k|Ld . (62.62)

This streamfunction is exponentially small for wavenumbers satisfying

|k| ≫ L−1
d . (62.63)

That is, the topographic Rossby waves do not feel the upper boundary if their horizontal
wavelength is small compared to the deformation radius

Λ≪ 2π Ld. (62.64)
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Dispersion relation

Inserting the streamfunction (62.61) into the bottom boundary condition (62.59b) leads to the
dispersion relation

ω = −N ∂yηb kx/|k|. (62.65)

Since the angular frequency is positive, the wave vector is constrained so that ∂yηb kx < 0. That
is, if the bottom slope is rising to the north (∂yηb > 0) then the phase velocity has a westward
component (kx < 0), whereas a slope rising to the south (∂yηb < 0) has an eastward phase
velocity (kx > 0). We can also see this orientation by looking at the zonal component to the
phase velocity

cp · x̂ = (ω/|k|2) kx = −N ∂yηb k
2
x/|k|3, (62.66)

with the sign of ∂yηb determining the orientation of the zonal phase velocity.
Evidently, the topographic slope acts as a background potential vorticity gradient just like

planetary beta. To further this correspendence, define topographic beta

βtopo = fo ∂yηb/H, (62.67)

so that the dispersion relation (62.65) takes on the form

ω = −βtopo kx Ld

|k| , (62.68)

which shares features with the planetary Rossby wave from Section 62.4.1. However, in contrast
to planetary beta, the topographic beta can be either sign.

62.6 Non-interacting Eady waves
The geometric expression for the bottom boundary condition (62.33) suggests that sloping
buoyancy surfaces support waves in a manner akin to sloping bottom topography. Whereas a
sloping bottom in the presence of flat buoyancy surfaces supports topographic Rossby waves, a
sloping buoyancy surface in the presence of a flat bottom or rigid lid top supports Eady waves.
More precisely, a nonzero gradient of boundary buoyancy supports Eady edge waves.

62.6.1 Assumptions for Eady waves
We make the following assumptions to support an analytic derivation of the dispersion relation
for Eady waves.

• Disable planetary Rossby waves by setting β = 0.

• Disable topographic Rossby waves by setting ∇ηb = 0.

• The flow occurs between a flat bottom at z = ηb = 0 and flat top at z = η = H.

• A linear thermal wind front is supported by the buoyancy in equation (62.10), in which
N2, ∂ybb, and ∂zub are constants, thus implying that the buoyancy slope, (dz/dy)bb , is
also a constant;

• The background zonal geostrophic flow is a linear function of vertical position so that

ub = ub(z) = U0 + ∂zub (z − ηb), (62.69)

where
∂zub = constant. (62.70)
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In turn, the corresponding geostrophic streamfunction is

Ψb = −y [U0 + ∂zub (z − ηb)]. (62.71)

• With these assumptions the background potential vorticity (62.14) is a constant throughout
the fluid interior

qb = fo =⇒ ∇qb = 0, (62.72)

and thus it plays no dynamical role.

Each of the above assumptions is rather restrictive. Indeed, the use of a top boundary is not
very relevant to the atmosphere. However, these assumptions offer a streamlined means to
analytically reveal the core physics of Eady waves, and in turn the interaction of such waves
to produce baroclinic instability (Section 62.7). It is for this reason that the Eady model has
proven so compelling pedagogically.

62.6.2 Streamfunction equation

The linearized potential vorticity equation (62.25) and corresponding boundary conditions (62.29)
and (62.33) take on the form

[∂t + ub(z) ∂x] q
′ = 0 ηb < z < η (62.73a)

[∂t + ub(η) ∂x] ∂zψ
′ = ∂xψ

′ ∂zub z = η (62.73b)

(∂t + ub(ηb) ∂x) ∂zψ
′ = ∂xψ

′ ∂zub z = ηb, (62.73c)

with the bottom boundary condition resulting from the meridional gradient of the background
buoyancy, or equivalently the zonal thermal wind shear

N2 (dz/dy)bb = −∂ybb = fo ∂zub. (62.74)

The simplifying assumptions from Section 62.6.1 have led to a linear boundary value problem
in which the only spatial dependence is in the vertical. Hence, we can consider the familiar
wave ansatz (62.37) for the streamfunction, in which fluctuations are organized into horizontally
propagating free plane waves that are modulated by a vertically dependent amplitude function

ψ′(x, y, z, t) = ψ̃(z) ei (kx x+ky y−ω t). (62.75)

With this ansatz we find the fluctuating potential vorticity (62.21) is given by

q′ = (fo/N)2 (∂zz − k2R)ψ′, (62.76)

and the linear potential vorticity equation (62.73a) is

(−ω + ub kx) (∂zz − k2R) ψ̃ = 0, (62.77)

where
kR = |k|N/fo = |k|Ld/H (62.78)

is the inverse Rossby height originally introduced for topographic waves in equation (62.60).

Throughout the analysis we assume the angular frequency satisfies

ω ̸= ub kx, (62.79)
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Figure 62.3: Depicting the orientation for the intrinsic phase velocity of Eady edge waves for a northern
hemisphere thermal wind balanced base state with buoyancy decreasing northward. Relative to the local
background flow, the upper boundary has westward propagating Eady waves whereas the Eady waves are eastward
at the lower boundary (see Section 62.6.5).

which then means that the streamfunction equation (62.77) reduces to

d2ψ̃

dz2
= k2R ψ̃, (62.80)

which is the same equation as satisfied by the topographic Rossby wave (62.59a). As seen below,
the angular frequency assumption (62.79) indeed holds for Eady waves.

62.6.3 Bottom trapped Eady waves

As in our discussion of topographic Rossby waves in Section 62.5, assume here that the upper
boundary is far from the lower boundary, with “far” determined by a horizontal wavenumber
satisfying equation (62.63), i.e.,

|k| ≫ L−1
d . (62.81)

In this case, the bottom trapped streamfunction solution to equation (62.80) is given by

ψ̃ = ψ̃bot e
−kR (z−ηb), (62.82)

which is, as expected, the same as for the topographic Rossby wave (62.61). Even though they
have the same form for their streamfunctions, the Eady wave dispersion relation differs from
that of the topographic Rossby wave. Here, we derive the dispersion relation through use of the
bottom boundary condition (62.73c), which takes the form

(−ω + ub(ηb) kx)(−kR) = kx ∂zub, (62.83)

thus leading to the dispersion relation

ωbot = kx ub(ηb) + (kx/kR) ∂zub. (62.84)

The vertical shear portion of the right hand side can be written in the following equivalent forms
(again, each evaluated at z = ηb)

fo ∂zub

N
=
H

Ld

∂ub

∂z
= −N−1 ∂ybb = N (dz/dy)bb , (62.85)
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where the final equality introduced the meridional buoyancy slope (62.12). We are thus led to
the dispersion relation for the bottom trapped edge waves

ωbot = kx
[
ub + k−1

R ∂zub

]
z=ηb

= kx

[
ub +

N

|k|

(
dz

dy

)
bb

]
z=ηb

. (62.86)

The kx ub(ηb) term provides a Doppler shifted frequency due to motion of the background zonal
flow at the bottom. The next term arises from thermal wind shear in the presence of rotation
and stratification, with the zonal thermal wind shear reliant on the meridionally sloped buoyancy
surfaces that intersect the bottom.

62.6.4 Upper surface trapped Eady waves
Proceeding just like for the bottom, we now focus on the upper (top) boundary and assume the
bottom boundary is far away. In this case the upper surface trapped streamfunction is given by

ψ̃ = ψtop e
kR (z−η), (62.87)

which, when used in the upper boundary condition (62.29), leads to the dispersion relation

ωtop − kx ub(η) = −(kx/kR) ∂zub. (62.88)

This relation can be written just like equation (62.86) for the bottom boundary condition, only
with a swapped sign on the buoyancy slope term

ωtop = kx
[
ub − k−1

R ∂zub

]
z=η

= kx

[
ub −

N

|k|

(
dz

dy

)
bb

]
z=η

. (62.89)

As for the bottom trapped Eady waves, the term kx ub(η) is a Doppler shift in the frequency
arising from the zonal velocity at the upper boundary that couples to the zonal component of
the phase velocity. The other term arises from the thermal wind shear coupled to rotation and
stratification, which itself relies on the slope of the buoyancy surfaces that intersect the upper
boundary.

62.6.5 Comparing the top and bottom dispersion relations
It is useful to compare the dispersion relations (62.86) and (62.89), rewritten here as the x̂
component of the phase velocity

cp · x̂ = (ω/|k|2) kx, (62.90)

which are given by

(cp · x̂)bot =
k2x
|k|2

[
ub +

H ∂zub

Ld |k|

]
z=ηb

=
k2x
|k|2

[
ub +

N

|k|

(
dz

dy

)
bb

]
z=ηb

(62.91a)

(cp · x̂)top =
k2x
|k|2

[
ub −

H ∂zub

Ld |k|

]
z=η

=
k2x
|k|2

[
ub −

N

|k|

(
dz

dy

)
bb

]
z=η

. (62.91b)

The first difference between these expressions arises from the differences in the background zonal
flow at z = ηb versus z = η. Assuming ∂zub > 0, the background flow at the top has a larger
eastward value than the background flow at the bottom, as given by

ub(η) = ub(ηb) + (η − ηb) ∂zub = ub(ηb) +H ∂zub. (62.92)
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Figure 62.4: A perspective view of the intrinsic phase velocity of Eady edge waves for a northern hemisphere
thermal wind balanced base state with buoyancy increasing northward. The upper boundary has westward
propagating Eady waves whereas the Eady waves are eastward at the lower boundary. The top and bottom
boundaries are flat, and so we write z = η = H for the upper boundary and z = ηb = 0 for the lower boundary.

The second difference between the bottom dispersion relation (62.91a) and top dispersion
relation (62.91b) arises from the swapped signs for the buoyancy slope term. This term represents
the intrinsic frequency for the two edge waves (i.e., the frequency seen by an observer moving
with the background flow)

ωintrinsic
bot =

N kbot
x

|k|

(
dz

dy

)
bb

and ωintrinsic
top = −N ktop

x

|k|

(
dz

dy

)
bb

. (62.93)

For surfaces of constant buoyancy that slope upward to the north, (dz/dy)bb > 0, the intrinsic
frequency for the bottom wave is positive if the phase velocity is eastward relative to the
background flow (kbot

x > 0), whereas a positive frequency for the top wave requires a westward
phase velocity (ktop

x < 0). We also see this orientation by writing the intrinsic components to the
zonal phase velocities

(cp · x̂)intrinsicbot =
N k2x
|k|2

(
dz

dy

)
bb

> 0 and (cp · x̂)intrinsictop = −N k2x
|k|2

(
dz

dy

)
bb

< 0. (62.94)

The zonal component to the phase velocity in equations (62.91a) and (62.91b) are equal for
that wavevector whose magnitude satisfies

Ld |k| = 2, (62.95)

in which case

(cp · x̂)top = (k2x/|k|2) [ub(η)− (H/2) ∂zub] = (k2x/|k|2) [ub(ηb)+(H/2) ∂zub] = (cp · x̂)bot. (62.96)

Evidently, waves with Ld |k| = 2 have the opportunity to phase lock and thus to interact. This
possibility motivates the work in Section 62.7 whereby we include interactions in the formulation.

62.6.6 Meridional and vertical motion within an Eady wave

To help understand fluid particle motion in a stable Eady wave, we compute the meridional
velocity, v′, and vertical velocity, w′, for a wave moving along the bottom boundary, with a
similar calculation holding along the top. Recall that since the flow is quasi-geostrophic that the
vertical velocity is much smaller than the horizontal. Even so, it is nonzero and we can compute
it for the Eady wave, thus revealing motion in the meridional-depth plane. For this calculation
we use the streamfunction for a bottom trapped Eady wave

ψ′(x, y, z, t) = ψ̃o e
−kR (z−ηb) ei (k·x−ωbot t), (62.97)
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with ωbot given by the dispersion relation (62.86).

The meridional velocity of fluid particles within the bottom Eady wave is given by

v′ = ∂xψ
′ = i kx ψ̃o e

−kR (z−ηb) ei (k·x−ωbot t), (62.98)

whose real part is
v′ = −kx ψ̃o e

−kR (z−ηb) sin(k · x− ωbot t). (62.99)

A similar calculation leads to the zonal velocity within the wave

u′ = ky ψ̃o e
−kR (z−ηb) sin(k · x− ωbot t). (62.100)

Calculating the vertical velocity takes a bit more work, for which we make use of the linearized
buoyancy equation (62.26) so that

w′N2 = −(∂t + ub ∂x)b
′ − v′ ∂ybb. (62.101)

The first term is given by

−(∂t + ub ∂x)b
′ = i kR fo (−ωbot + kx ub)ψ

′, (62.102)

whose real part is

−(∂t + ub ∂x)b
′ = kR fo (ωbot − kx ub) ψ̃o e

−kR (z−ηb) sin(k · x− ωbot t), (62.103)

and the meridional velocity term is

−v′ ∂ybb = kx ∂ybb ψ̃o e
−kR (z−ηb) sin(k · x− ωbot t), (62.104)

so that

w′N2 = ψ̃o e
−kR (z−ηb) sin(k · x− ωbot t)[kx ∂ybb + kR fo (ωbot − kx ub)]. (62.105)

Making use of the dispersion relation (62.86) for the bottom trapped Eady edge waves leads to

kx ∂ybb + kR fo (ωbot − kx ub) = kx ∂ybb + kR fo kx (k
−1
R − z) ∂zub (62.106a)

= kR kx z ∂ybb, (62.106b)

so that the vertical velocity component is

w′ = −kR kx z (dz/dy)bb ψ̃o e
−kR (z−ηb) sin(k · x− ωbot t) (62.107)

and its ratio with the meridional velocity is

w′/v′ = z kR (dz/dy)bb = z |k| (N/fo) (dz/dy)bb . (62.108)

For vertical positions less than the Rossby height, k−1
R , the fluid particle motion is more horizontal

than the buoyancy slope, whereas the motion is more vertical than the slope for positions higher
than k−1

R . Also note that the amplitude of the motion exponentially decays moving away from
the bottom boundary with an efolding height k−1

R Figure 62.5 provides a schematic of this
motion.
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Figure 62.5: A meridional-vertical view of fluid particle velocity within a stable bottom trapped Eady wave, as
given by equation (62.108). The particle velocity is parallel to the bottom when at z = ηb = 0, and parallel to
the buoyancy surface at vertical position z kR = 1, and further steepens when moving higher in the column. The
amplitude of the oscillatory motion exponentially decays away from the bottom with an e-folding scale given by
the Rossby height, k−1

R . This figure is adapted from Figure 13.1(e) in Gill (1982).

62.6.7 Further study

The treatment in this section is compatible with Section 13.2 of Gill (1982), Chapter 19 of
Pedlosky (2003) and Section 8.7 of Smyth and Carpenter (2019).

62.7 Interacting Eady waves and baroclinic instability
The analysis from Section 62.6 revealed the presence of Eady edge waves that are exponentially
trapped next to the rigid top and bottom boundaries, with the wave supported by the thermal
wind shear intersecting the boundaries. Furthermore, the zonal component to the phase velocity
of the two waves is equal (equation (62.6.5)) for a horizontal wavenumber

ωtop = ωbot =⇒ |k| = 2L−1
d . (62.109)

For this wave, and for longer waves (smaller wavenumbers), we cannot ignore wave interactions.
Under specific circumstances detailed in this section, the waves constructively interact to support
mutual exponential growth, thus signaling baroclinic instability. The treatment is directly
analogous to our study in Section 61.6 of interacting vortex edge waves in a horizontally sheared
fluid.

62.7.1 Streamfunction solution

As before, we take the streamfunction ansatz (62.75), which builds in an assumption that the
Eady waves at the two boundaries move with the same phase velocity to thus allow them to
interact. We are thus led to the differential equation (62.80) and boundary conditions (62.73c)
and (62.83)

d2ψ̃/dz2 = k2R ψ̃ 0 < z < H (62.110a)

[−ω + ub(H) kx] ∂zψ̃ = kx ∂zub ψ̃ z = H (62.110b)

[−ω + ub(0) kx] ∂zψ̃ = kx ∂zub ψ̃ z = 0, (62.110c)

where we made use of the inverse Rossby height (62.60)

kR = |k|N/fo = |k|Ld/H with Ld = N H/fo. (62.111)

Additionally, we set
η = H and ηb = 0, (62.112)
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to help reduce notational clutter (see Figure 62.4).

Solution to the boundary value problem

The solution to the differential equation (62.110a) is given by the hyperbolic functions

ψ̃ = C1 cosh(kR z) + C2 sinh(kR z), (62.113)

where the coefficients C1 and C2, are specified from the boundary conditions. Making use of the
upper surface boundary condition (62.110b) and bottom boundary condition (62.110c) leads to
the coupled linear equations

(−c̃+H ∂zub) kR [C1 sinh(kRH) + C2 cosh(kRH)] = ∂zub [C1 cosh(kRH) + C2 sinh(kRH)]
(62.114a)

−c̃ kRC2 = C1 ∂zub, (62.114b)

where we introduced the shorthand

c̃ ≡ ω/kx − ub(0), (62.115)

and noted that the constant thermal wind shear means that

ub(H) = ub(0) +H ∂zub. (62.116)

62.7.2 Dispersion relation

Equations (62.114a) and (62.114b) are two homogeneous linear equations for the two unknowns,
C1 and C2. A nontrivial solution exists if the determinant of the 2×2 coefficient matrix vanishes.
This condition leads to the quadratic equation for c̃

c̃2 − c̃ H ∂zub + (∂zub/kR)
2 (H kR coth(kRH)− 1) = 0, (62.117)

which has two roots given by the quadratic formula

c̃ =
H ∂zub

2
± ∂zub

kR

[
(kRH)2

4
− kRH coth(kRH) + 1

]1/2
. (62.118)

A further simplification arises from use of the identity

2 cothx = tanh(x/2) + coth(x/2), (62.119)

in which case we have the roots

ω/kx = ub(z = 0) +
H ∂zub

2
± ∂zub

kR

[(
kRH

2
− coth(kRH/2)

)(
kRH

2
− tanh(kRH/2)

)]1/2
.

(62.120)
Since

x ≥ tanhx, (62.121)

the only way to realize a negative discriminant is for

kRH ≤ 2 coth(kRH/2). (62.122)
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A graphical solution to the equality finds the critical nondimensional wavenumber

kRH = |k|Ld ≈ 2.399. (62.123)

Longer waves that satisfy the inequality are baroclinically unstable

kRH = |k|Ld < 2.399 =⇒ unstable (62.124)

Note how |k|Ld ≈ 2.399 is rather close to the |k|Ld = 2 value from equation (62.109), computed
by setting the frequencies equal for two non-interacting Eady edge waves.

62.7.3 Growth rate

For unstable waves, the growth rate is given by the imaginary part of the angular frequency

σ =
|kx ∂zub|

kR

[∣∣∣∣kRH

2
− coth(kRH/2)

∣∣∣∣ ∣∣∣∣kRH

2
− tanh(kRH/2)

∣∣∣∣]1/2 . (62.125)

Due to the kx factor in the front, we see that for any given horizontal wavenumber,

|k| =
√
k2x + k2y, (62.126)

the growth rate is maximized for waves with a zonal phase velocity, in which case

|k| = |kx|. (62.127)

That is, the most unstable waves whose phase velocity is aligned with the background flow3

σ(k = x̂ kx) =
H |∂zub|
Ld

[∣∣∣∣ |k|Ld

2
− coth(|k|Ld/2)

∣∣∣∣ ( |k|Ld

2
− tanh(|k|Ld/2)

)]1/2
. (62.128)

Since the horizontal flow is non-divergent, Eady waves are horizontally transverse so that fluid
particle movement is perpendicular to the phase velocity. With a zonal phase velocity, fluid
particles move in the meridional direction.

Maximum growth rate

To determine the maximum growth rate we compute the wavenumber, |k| = |kx|, that satisfies

dσ2

dkx
= 0, (62.129)

which yields
|k|max = |kx|max ≈ 1.6/Ld =⇒ Λmax ≈ (2π/1.6)Ld ≈ 3.9Ld. (62.130)

Evidently, the fastest growing Eady waves are purely zonal and have wavelength about four times
the deformation radius. It is this connection to the deformation radius that directly connects
these unstable Eady waves to synoptic eddies in the atmosphere and mesoscale eddies in the
ocean.

3This is a version of Squires theorem described at the start of Chapter 61.
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Eady growth rate

The growth rate (62.128) is the product of an inverse time scale, T−1
Eady, and a non-dimensional

function, where the Eady time scale is given by

TEady =
Ld

H ∂zub

=
1

fo

N

∂zub

=

√
Ri

fo
= [N |(dz/dy)bb |]−1. (62.131)

We here introduced the balanced Richardson number from Section 43.7.5

Ri = N2/(∂zub)
2 = f2o [N (dz/dy)bb ]

−2. (62.132)

For quasi-geostrophic flows, the balanced Richardson number is normally quite large. Evaluating
the growth rate expression (62.128) with the fastest growing wave (62.130) renders

σmax = 0.31T−1
Eady = 0.31 |∂zub (fo/N)| = 0.31

|fo|√
Ri
. (62.133)

This maximum growth rate is sometimes generically called the Eady growth rate. For a background
state with Ri = 100 and fo = 10−4 s−1, we find the growth rate of the most unstable Eady wave

σmax ≈ (3.7 days)−1, (62.134)

which accords with the growth rate of middle latitude atmospheric cyclones. For the ocean, the
Eady growth rate is roughly ten times slower than the atmosphere (e.g., see Figure 1 in Treguier
et al. (1997)).

62.7.4 Further study

Our presentation of the Eady model is consistent with that found in Pedlosky (2003) and Vallis
(2017). Although maths and pictures are revealing, it is also useful to observe laboratory rotating
tank experiments to further ones understanding of the Eady model and baroclinic instability.

62.8 Necessary conditions for instability
In Section 61.5 we established the Rayleigh-Kuo inflection point theorem as well as Fjørtoft’s
theorem, each establishing necessary conditions for shear instability. Here we pursue a similar
approach for baroclinic instability of a zonal background flow

ub = ub(y, z), (62.135)

and maintain nonzero planetary β so that

f = fo + β y. (62.136)

The analysis of non-zonal flows greatly adds to the technical overhead, largely since the flow is
no longer perpendicular to the planetary vorticity gradient. We thus restrict attention to zonal
background flows.

As for the shear instability case, the necessary conditions for instability identifies cases
whereby instabilities are possible. However, the integral conditions are not sufficient conditions.
Hence, detailed calculations are required to determine if the flow is indeed unstable even if it
satisfies the necessary conditions. Both the derivation of the necessary conditions, and their
form, offer insights into the mechanics of baroclinic instability.
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62.8.1 Summary of the governing linear equations

From Section 62.3.3, we have the governing linear equation (62.25) for the geostrophic stream-
function and the boundary conditions (62.29) and (62.33)

(∂t + ub ∂x) [∇2
h ψ

′ + f2o ∂z(N
−2 ∂zψ

′)] = −∂xψ′ ∂yqb ηb < z < η (62.137a)

(∂t + ub ∂x) ∂zψ
′ = ∂xψ

′ ∂zub z = η (62.137b)

fo (∂t + ub ∂x) ∂zψ
′ = ∂xψ

′N2 [(dz/dy)bb − ∂yηb] z = ηb, (62.137c)

where the meridional derivative of the background potential vorticity is given by equation (62.14)

∂yqb = ∂y[fo + β y − ∂yub + f2o ∂z(N
−2 ∂zΨb)] = β − ∂yyub + f2o ∂yz(N

−2 ∂zΨb). (62.138)

The background flow is a function of (y, z), which means it only supports freely propagat-
ing plane waves in the zonal direction. We thus consider the following wave ansatz for the
streamfunction

ψ′(x, y, z, t) = ψ̃(y, z) ei (kx x−ω t). (62.139)

Use of this ansatz in the boundary value problem (62.137a)-(62.137c) yields

(ub − c) [(∂yy − k2x) ψ̃ + f2o ∂z(N
−2 ∂zψ̃)] = −ψ̃ ∂yqb ηb < z < η (62.140a)

(ub − c) ∂zψ̃ = ψ̃ ∂zub z = η (62.140b)

fo (ub − c) ∂zψ̃ = N2 ψ̃ [(dz/dy)bb − ∂yηb] z = ηb, (62.140c)

where the zonal phase velocity is written

cp = (ω/|k|) k̂ = (ω/kx) x̂ = c x̂. (62.141)

Note that the phase velocity, c, is generally complex, which means that the streamfunction, ψ̃,
is also complex. Just like for the horizontal shear case in Section 61.6, if c and ψ̃ satisfy the
boundary value problem (62.140a)-(62.140c), then so do their complex conjugates, c∗ and ψ̃∗.

62.8.2 Steps for deriving the necessary conditions

To develop a necessary condition for instability, multiply the differential equation (62.140a) by
ψ̃∗ and integrate over the full domain

ˆ [
ψ̃∗ (∂yy − k2x) ψ̃ + ψ̃∗ f2o ∂z(N

−2 ∂zψ̃) +
|ψ̃|2 ∂yqb
U − c

]
dy dz = 0. (62.142)

Meridional derivative term

Consider the meridional derivative term, in which we have

ˆ
ψ̃∗ ∂yyψ̃ dy =

ˆ
[∂y(ψ̃

∗ ∂yψ̃)− |∂yψ̃|2] dy. (62.143)

Assuming either meridionally periodic conditions, or fields that decay at infinity, allows us to
drop the total derivative term to have

ˆ
ψ̃∗ ∂yyψ̃ dy = −

ˆ
|∂yψ̃|2 dy. (62.144)
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Vertical derivative term

For the vertical derivative term we haveˆ
ψ̃∗ ∂z(N

−2 ∂zψ̃) dz =

ˆ
[∂z(ψ̃

∗N−2 ∂zψ̃)−N−2 |∂zψ̃|2] dz. (62.145)

The boundary conditions (62.140b) and (62.140c) lead to

[ψ̃∗N−2 ∂zψ̃]z=η =

[
|ψ̃|2 ∂zub

N2 (ub − c)

]
z=η

(62.146a)

[ψ̃∗N−2 ∂zψ̃]z=ηb =

[
|ψ̃|2 [(dz/dy)bb − ∂yηb]

fo (ub − c)

]
z=ηb

(62.146b)

It is important to note that these boundary terms are generally nonzero, and so they play a role
in determining the necessary conditions for instability.

62.8.3 Necessary conditions based on the imaginary part
The various pieces bring the integral (62.142) into the form

ˆ [
k2x |ψ̃|2 + |∂yψ̃|2 + (fo/N)2 |∂zψ̃|2

]
dy dz

=

ˆ |ψ̃|2 ∂yqb
ub − c

dy dz +

ˆ
z=η

f2o |ψ̃|2 ∂zub

N2 (ub − c)
dy −

ˆ
z=ηb

fo |ψ̃|2 [(dz/dy)bb − ∂yηb]
(ub − c)

dy. (62.147)

The left hand side is a real and non-negative number. For consistency, the imaginary part of the
right hand side must vanish. Making use of the identity

1

ub − c
=
ub − cr − i ci
|ub − c|2

(62.148)

leads to the constraint

ci

[ˆ |ψ̃|2 ∂yqb
|ub − c|2

dy dz +

ˆ
z=η

f2o |ψ̃|2 ∂zub

N2 |ub − c|2
dy −

ˆ
z=ηb

fo |ψ̃|2 [(dz/dy)bb − ∂yηb]
|ub − c|2

dy

]
= 0.

(62.149)
An instability exists only if ci ̸= 0. We thus see that if the sum of the integrals does not vanish,
then there can be no instability. That is, a sufficient condition for baroclinic stability of a zonal
geostrophic flow, ub(y, z), is that the sum of the integrals is nonzero. Conversely, a necessary
condition for baroclinic instability of the zonal flow is that the sum of the three integrals in
equation (62.149) vanishes. This necessary condition is known as the Charney-Stern-Pedlosky
condition (Charney and Stern, 1962; Pedlosky , 1964).

In summary, the necessary conditions for instability are that the following three functions
must not have the same sign everywhere

∂yqb must change sign within ηb < z < η (62.150a)

fo ∂yub = −∂ybb must change sign along z = η (62.150b)

(dz/dy)bb − ∂yηb must change sign along z = ηb. (62.150c)

Conversely, if each of these conditions fails, then that is sufficient to conclude that the flow is
stable to baroclinic instability.
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62.8.4 Necessary conditions based on the real part

Following from Fjørtoft’s theorem for shear instability in Section 61.5.2, consider the real part
of equation (62.147), which says

Γ =

ˆ
(ub − cr) |ψ̃|2 ∂yqb
|ub − c|2

dy dz

+

ˆ
z=η

(ub − cr) f2o |ψ̃|2 ∂zub

N2 |ub − c|2
dy −

ˆ
z=ηb

(ub − cr) fo |ψ̃|2 [(dz/dy)bb − ∂yηb]
|ub − c|2

dy, (62.151)

where we introduced the non-negative number

Γ =

ˆ [
k2x |ψ̃|2 + |∂yψ̃|2 + (fo/N)2 |∂zψ̃|2

]
dy dz ≥ 0. (62.152)

Given that the condition (62.149) is maintained (with ci ≠ 0), then we can replace cr in equation
(62.151) with an arbitrary constant, referred to as Us in Fjørtoft’s theorem from Section 61.5.2.
We conclude that a sufficient condition for stability is if there is any constant, Us, whereby all of
the following conditions hold

(ub − cr) ∂yqb < 0 ηb < z < η (62.153a)

(ub − Us) ∂zub < 0 z = η (62.153b)

−(ub − Us) [(dz/dy)bb − ∂yηb] < 0 z = ηb. (62.153c)

62.8.5 Necessary condition for instability of the Eady model

To help understand features of the necessary condition (62.149), and the summary statements
(62.150a)–(62.150c), we consider some special cases, starting with the Eady model from Sections
62.6 and 62.7. In this case, there is a constant interior potential vorticity of the background
state, so that ∂yqb = 0. Hence, the necessary condition for instability (62.149) reduces to a
condition on the boundary integrals

ˆ
z=η

|ψ̃|2 ∂zub

N2 |ub − c|2
dy =

ˆ
z=ηb

|ψ̃|2 ∂zub

N2 |ub − c|2
dy, (62.154)

where we set ∂yηb = 0 as per the Eady model, and the buoyancy slope is

(dz/dy)bb = −∂ybb/∂zbb = fo ∂zub/N
2. (62.155)

Furthermore, N2 and ∂zub are constants in the Eady model, and the zonal flow is a function
only of vertical, ub(z), so that the necessary condition for instability (62.154) reduces to[

|ψ̃|2
|ub − c|2

]
z=η

=

[
|ψ̃|2
|ub − c|2

]
z=ηb

. (62.156)

For this condition to hold requires the streamfunction to be nonzero at both boundaries. We are
ensured that the streamfunction is not exponentially small at the boundaries when the edge
waves have small enough wavenumber that the waves can overlap and have a nontrivial presence
at both boundaries
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Figure 62.6: The Eady model with constant sloping buoyancy surfaces and with a bottom slope that is steeper
than the buoyancy surfaces. This flow state is baroclinically stable according to equation (62.157) since the slope
of the topography is steeper than the buoyancy surface.

62.8.6 Effects from adding a bottom slope to the Eady model
Consider the Eady model but with a sloping bottom, in which case the necessary condition for
instability, equation (62.149), becomes

ˆ
z=η

|ψ̃|2 (dz/dy)bb
|ub − c|2

dy =

ˆ
z=ηb

|ψ̃|2 [(dz/dy)bb − ∂yηb]
|ub − c|2

dy. (62.157)

For the Eady model the buoyancy slope is constant, and let us assume it is positive. If the
bottom topography slope has the same sign as the buoyancy slope, but is larger in magnitude,
then the right hand side of equation (62.157) is negative whereas the left hand side is positive.
We reach a contradiction, which means this necessary condition for instability cannot be satisfied.
Evidently, the flow is baroclinically stable if the bottom slope is steeper than the buoyancy slope.
We depict this situation in Figure 62.6.

62.8.7 Flat bottom with constant buoyancy along the two boundaries
The Eady model has horizontally varying buoyancy along the top and bottom boundaries, and
stability of the Eady waves is determined by the boundary buoyancy. But what if there is a
constant buoyancy along the two boundaries (so (dz/dy)bb = 0) and with the bottom boundary
flat (∂yηb = 0)? In this case there are no topographic waves nor Eady waves along the boundaries,
and both boundary integrals in the necessary condition (62.149) vanish. The necessary condition
for instability (62.149) reduces to

ˆ |ψ̃|2 ∂yqb
|ub − c|2

dy dz = 0. (62.158)

We thus find that in the absence of boundary contributions, the necessary condition for baroclinic
instability holds so long as the meridional derivative of the background potential vorticity changes
sign somewhere in the domain. This condition is reminiscent of the Rayleigh-Kuo inflection
point theorem for horizontal shear instability (Section 61.5).

62.9 Energetics of small amplitude fluctuations
In this section we offer another means to help understand the mechanics of quasi-geostrophic
waves and baroclinic instability, as well as conditions required for a fluctuation to grow. Elements
of this section are shared with Section 62.8, yet here we focus on the mechanical energy budget
of the fluctuating fields. As with Section 62.8, the results here are more general than those found
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for the Eady model in Section 62.7, since we allow for the general linear theory from Sections
62.3 and 62.8.

Recall the energetics of quasi-geostrophy as studied in Section 45.9, where we identify the
mechanical energy per mass of the fluctuations

E = [∇hψ′ · ∇hψ′ + (fo ∂zψ
′/N)2]/2, (62.159)

which is the sum of the kinetic energy per mass

∇hψ′ · ∇hψ′/2 = u′ · u′/2, (62.160)

plus the available potential energy per mass

(fo ∂zψ
′/N)2/2 = (b′/N)2/2. (62.161)

To derive the energy budget equation, we follow the standard procedure in quasi-geostrophy by
multiplying the potential vorticity equation (62.25) by ψ′

ψ′ (∂t + ub ∂x) [∇2
h ψ

′ + f2o ∂z(N
−2 ∂zψ

′)] = −ψ′ ∂xψ
′ ∂yqb. (62.162)

We now move derivatives around, with the manipulations relatively straightforward with ub = 0,
but somewhat more tedious with ub ̸= 0.

62.9.1 Time derivative terms

The time derivative can be written

ψ′ ∂t(∇2
h ψ

′) = ψ′∇h · ∇h(∂tψ′) (62.163a)

= ∇h · [ψ′∇h(∂tψ′)]−∇hψ′ · ∇h(∂tψ′) (62.163b)

= ∇h · [ψ′∇h(∂tψ′)]− ∂t(∇hψ′ · ∇hψ′)/2, (62.163c)

along with

ψ′ ∂t∂z[(f
2
o /N

2) ∂zψ
′] = ψ′ ∂z[(f

2
o /N

2) ∂ztψ
′] (62.164a)

= ∂z[ψ
′ (f2o /N

2) ∂ztψ
′]− ∂zψ′ (f2o /N

2) ∂ztψ
′ (62.164b)

= ∂z[ψ
′ (f2o /N

2) ∂ztψ
′]− ∂t(fo ∂zψ′/N)2/2, (62.164c)

which yields

ψ′ ∂t[∇2
h ψ

′ + f2o ∂z(N
−2 ∂zψ

′)] = −∂tE +∇h · [ψ′∇h(∂tψ′)] + ∂z[ψ
′ (f2o /N

2) ∂ztψ
′]. (62.165)

62.9.2 Advection by the background zonal flow

To account for advection by the zonal background geostrophic flow, it is important to remember
that ub = ub(y, z), so that

ψ′ ub ∂x(∇2
h ψ

′) = ψ′ ub∇h · ∇h(∂xψ′) (62.166a)

= ∇h · [ψ′ ub∇h(∂xψ′)]−∇h(ψ′ ub) · ∇h(∂xψ′) (62.166b)

= ∇h · [ψ′ ub∇h(∂xψ′)]− ψ′∇hub · ∇h(∂xψ′)− ub∇hψ′ · ∇h(∂xψ′) (62.166c)

= ∇h · [ψ′ ub∇h(∂xψ′)]− ψ′ ∂yub ∂xyψ
′ − ub ∂x(∇hψ′ · ∇hψ′)/2. (62.166d)
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One further step is key, whereby we write

ψ′ ∂yub ∂xyψ
′ = ∂x(ψ

′ ∂yub ∂yψ
′)− ∂xψ′ ∂yub ∂yψ

′, (62.167)

so that

ψ′ ub ∂x(∇2
h ψ

′) = ∇h · [ψ′ ub∇h(∂xψ′)]− ∂x(ψ′ ∂yub ∂yψ
′) + ∂xψ

′ ∂yub ∂yψ
′

− ub ∂x(∇hψ′ · ∇hψ′)/2. (62.168)

A similar set of steps for the stretching term (temporarily dropping the constant f2o for brevity)
leads to

ψ′ ub ∂x∂z(N
−2 ∂zψ

′) = ψ′ ub ∂z(N
−2 ∂xzψ

′) (62.169a)

= ∂z[ψ
′ ubN

−2 ∂xzψ
′]− ∂z(ψ′ ub)N

−2 ∂xzψ
′ (62.169b)

= ∂z[ψ
′ ubN

−2 ∂xzψ
′]− ψ′ ∂zubN

−2 ∂xzψ
′ − ub ∂zψ

′N−2 ∂xzψ
′ (62.169c)

= ∂z[ψ
′ ubN

−2 ∂xzψ
′]− ψ′ ∂zubN

−2 ∂xzψ
′ − ub ∂x(∂zψ

′/N)2/2. (62.169d)

As for the relative vorticity terms, write

ψ′ ∂zubN
−2 ∂xzψ

′ = ∂x(ψ
′ ∂zubN

−2 ∂zψ
′)− ∂xψ′ ∂zubN

−2 ∂zψ
′, (62.170)

which then leads to

ψ′ ub ∂xz(f
2
o N

−2 ∂zψ
′) = ∂z(ψ

′ ub f
2
o N

−2 ∂xzψ
′)− ∂x(ψ′ ∂zub f

2
o N

−2 ∂zψ
′)

+ ∂xψ
′ ∂zub f

2
o N

−2 ∂zψ
′ − ub ∂x(fo ∂zψ

′/N)2/2. (62.171)

62.9.3 Summary of the energy equation

Bringing terms together gives

0 = ψ′ (∂t + ub ∂x) [∇2
h ψ

′ + f2o ∂z(N
−2 ∂zψ

′)] + ψ′ ∂xψ
′ ∂yqb

= −(∂t + ub ∂x)E −∇h · F h − ∂zF z + ∂xψ
′ ∂yub ∂yψ

′ + ∂xψ
′ ∂zub f

2
o N

−2 ∂zψ
′, (62.172)

where we introduced the horizontal and vertical components to the energy flux vector

F h = −ψ′ (∂t + ub ∂x)∇hψ′ + x̂ψ′ (−ψ′ ∂yqb/2 + ∂yub ∂yψ
′ + ∂zub f

2
o N

−2 ∂zψ
′) (62.173a)

F z = −ψ′ f2o N
−2 (∂t + ub ∂x)∂zψ

′ = −ψ′ foN
−2 (∂t + ub ∂x)b

′, (62.173b)

which gives the energy equation

(∂t + ub ∂x)E = −∇h · F h − ∂zF z + ∂xψ
′ ∂yub ∂yψ

′ + ∂xψ
′ ∂zub f

2
o N

−2 ∂zψ
′. (62.174)

Since ub is independent of x, one may choose to place the zonal advection term inside of the
horizontal flux by noting that

ub ∂xE = ∂x(ubE), (62.175)

so that

∂tE = −∇h · (E ub x̂+ F h)− ∂zF z + ∂xψ
′ ∂yub ∂yψ

′ + ∂xψ
′ ∂zub f

2
o N

−2 ∂zψ
′. (62.176)
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62.9.4 Horizontal and thermal wind shear production
Equation (62.176) indicates that time changes to the mechanical energy contained in the small
amplitude fluctuations is driven by the convergence of an energy flux, plus two source terms
arising from shears in the background zonal geostrophic flow. The flux convergence acts to move
energy around, and its domain integral provides possible sources for energy at the boundaries.
We do not study this term in this section since it is quite dependent on assumptions about the
boundaries, though we comment on this limitation in the analysis in Section 62.9.7.

Instead, we focus here on the two source terms in equation (62.176). The source arising from
horizontal shear can be written

∂xψ
′ ∂yub ∂yψ

′ = −v′ u′ ∂yub, (62.177)

and the source arising from vertical shear is

∂xψ
′ ∂zub f

2
o N

−2 ∂zψ
′ = v′ b′ (fo ∂zub/N

2) = v′ b′ (dz/dy)bb , (62.178)

where the final step introduced the slope of the background buoyancy surface according to
equation (62.12).

Horizontal shear production and thermal wind shear production

As in the study of horizonal shear instability in Section 61.4.6, we identify

−v′ u′ ∂yub = horizontal shear production. (62.179)

This shear production term is generally rather small for geostrophic flows in comparison to the
ageostrophic flows considered in Chapter 61. In analogy, we introduce

v′ b′ (dz/dy)bb = −v′ b′ ∂ybb/N2 = thermal wind shear production. (62.180)

The thermal wind shear production is fundamentally distinct from horizontal shear production.
The reason is that v′ b′ (dz/dy)bb arises from the potential energy in the background state that
supports the thermal wind shear, rather than from the background kinetic energy that supports
horizontal (or vertical) shear production described in Section 61.4.6. For quasi-geostrophic flows,
kinetic energy sourced shear production is generally far smaller than potential energy sourced
thermal wind shear production.

62.9.5 Meridional and vertical eddy buoyancy fluxes
As shown in the following, fluctuations that increase their energy through making use of the
prescribed background potential energy have a tendency to flux buoyancy down the meridional
gradient and upward. These two effects act in a manner that increases the total quasi-geostrophic
mechanical energy (sum of kinetic plus available potential) of the fluctuations, while feeding off
the available potential energy of the background flow.

Meridionally downgradient flux of buoyancy increases mechanical energy of the fluctuations

Mechanical energy of the fluctuations increases through the thermal wind shear production
(62.180) if the meridional eddy buoyancy flux is down the meridional gradient of the background
buoyancy

v′ b′ ∂ybb = −v′ b′ fo ∂zub < 0 mechanical energy of fluctuations increases. (62.181)
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In practice, this downgradient behavior occurs over a space and/or time and/or ensemble average,
in which we use an overbar as a generic average so that

v′ b′ ∂ybb = −v′ b′ fo ∂zub < 0 averaged mechanical energy of fluctuations increases. (62.182)

This downgradient meridional buoyancy flux leads to a poleward heat transport for flows where
temperature dominates buoyancy. Furthermore, the poleward heat transport extracts potential
energy from the background flow since it acts in a direction that flattens the background buoyancy
surfaces. Such fluctuations increase their energy at the expense of the available potential energy
of the background state.

Fluid particle motion leading to an increase in available potential energy of the fluctuations

Available potential energy contained in the fluctuations evolves according to

(∂t + ub ∂x)[(fo ∂zψ
′/N)2/2] = (∂t + ub ∂x)(b

′/N)2/2 (62.183a)

= (b′/N2) (∂t + ub ∂x)b
′ (62.183b)

= −b′ [w′ − v′ (dz/dy)bb ] (62.183c)

= −b′ (w′ + v′ ∂ybb/N
2), (62.183d)

where we used the linear buoyancy equation (62.27) for the penultimate step. The available
potential energy of the fluctuations increases if

b′ [w′ − v′ (dz/dy)bb ] = b′ (w′ + v′ ∂ybb/N
2) < 0 APE of the fluctuations increases. (62.184)

An increasing available potential energy in the fluctuations is expected for a growing disturbance,
in which fluctuating buoyancy surfaces have growing amplitudes. The condition (62.184) takes
on a geometric expression by cancelling the buoyancy fluctuation and writing

w′/v′ < (dz/dy)bb =⇒ APE of the fluctuations increases, (62.185)

whereas the fluctuations maintain a fixed available potential energy if the meridional and vertical
velocity components align with the background buoyancy surfaces

w′/v′ = (dz/dy)bb ] =⇒ APE of the fluctuations remains constant. (62.186)

We have more to say on these geometric conditions in Section 62.9.7.

Kinetic energy of the fluctuations

Substituting the available potential energy equation (62.183d) into the mechanical energy
equation (62.174) leads to the equation for the kinetic energy of the fluctuations

(∂t + ub ∂x)(u
′ · u′/2) = −∇h · F h − ∂zF z − v′ u′ ∂yub + w′ b′. (62.187)

Growth in the kinetic energy of the fluctuations arises if positive buoyancy anomalies are fluxed
upward,

w′ b′ > 0 kinetic energy of the fluctuations increases. (62.188)

This flux lowers the center of mass for the fluid and so decreases the potential energy.
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bb

Figure 62.7: Depicting the wedge of instability for baroclinic instability. The background buoyancy is oriented
with ∂ybb < 0, so that less buoyant fluid sits to the north (to the right), as well as ∂zbb > 0, so that the fluid is
stably stratified in the vertical. A buoyancy fluctuation, b′, in region R1 is more buoyant than bb, so that b′ > 0,
whereas in region R2 we find b′ < 0 relative to bb. Hence, motion of fluid within a fluctuation that moves from
region R1 to region R2 represents motion of relatively buoyant fluid (b′ > 0) upward (w′ > 0). This motion
thus has w′ b′ > 0, which leads to an increase in kinetic energy of the fluctuation (equation (62.188)). This same
motion also carries v′ b′ > 0 so that v′ b′ ∂ybb < 0, meaning that the mechanical energy of the fluctuation increases
(equation (62.181)). Finally, this motion ensures that w′ b′ ≤ v′ b′ (dz/dy)bb , so that the available potential energy
of the fluctuation increases (equation (62.189)). Motion from region R2 to region R1 reverses all signs of the
perturbations, so that their products remain the same, thus ensuring that energies increase for fluctuations moving
from R2 to region R1.

Summary of the inequalities

We summarize the considerations thus far by noting that the mechanical energy, kinetic energy,
and available potential energy of the fluctuating field increases for fluid particle displacements
that are sloped between the horizontal plane and the constant buoyancy surface passing through
the origin as in the wedge of instability in Figure 62.7

w′/v′ ≤ (dz/dy)bb =⇒ N2w′ b′ < −v′ b′ ∂ybb. (62.189)

Recall that w′ b′ > 0 means that kinetic energy in the fluctuating fields increases (equation
(62.188)), and v′ b′ ∂ybb < 0 means that the mechanical energy increases (equation (62.181)).
Inequality (62.189) thus ensures that available potential energy for the fluctuations also increases.

62.9.6 Tilting phase lines of unstable baroclinic waves
In Section 61.4.7 we showed that phase lines of unstable barotropic waves tilt into the meridional
shear of the zonal flow, with this orientation allowing the wave perturbations to grow by
extracting kinetic energy from the background shear. Here we pursue a similar argument to
reveal that unstable baroclinic waves tilt into the vertical shear of the zonal flow, with this
orientation allowing the waves to extract potential energy from the background thermal wind
flow.

Start with the phase average of the inequality (62.182) that provides a sufficient condition
for wave fluctuations to increase their mechanical energy

⟨v′ b′⟩ fo ∂zub > 0 mechanical energy of fluctuations increases. (62.190)

Writing the streamfunction in the form

ψ′(x, y, z, t) = ψ̃(z) ei (kx x+ky y−ωr t)+ωi t = |ψ̃(z)| ei (kx x+ky y+α(z)−ωr t)+ωi t, (62.191)

leads to

v′ = ∂xψ
′ = i kx |ψ̃| ei (kxx+kyy+α−ωrt)+ωit (62.192a)
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Figure 62.8: The lines of constant phase, Φ(x, z) = k x−α(z), for the streamfunction (or the meridional velocity)
in a northern hemisphere (fo > 0) baroclinic wave. The wave depicted here has an increasing mechanical energy
since the phase lines are tilted into the vertical shear of the zonal background flow, thus allowing for thermal wind
shear production to increase the mechanical energy as per equation (62.197). This figure is directly analogous to
the case of barotropic shear production as given by Figure 61.1.

b′ = fo ∂zψ
′ = fo [∂z|ψ̃|+ i |ψ̃| ∂zα] ei (kxx+kyy+α−ωrt)+ωit, (62.192b)

and with the phase averaging identity (8.17e) yielding

⟨v′ b′⟩ = (1/2) Re[v′ b∗] = (1/2) kx fo |ψ̃|2 e2ωit ∂zα. (62.193)

We focus on phase lines in the x-z plane (so that ky = 0), as that is the plane of the zonal flow
with a vertical shear and so it is the plane of the most unstable wave as per Squire’s theorem.
We thus consider the spatial phase function

Φ(x, z) ≡ kx x+ α(z), (62.194)

whose constant surfaces are defined by

dΦ = 0 = kx dx+ (∂zα) dz =⇒ (dz/dx)phase = −kx/∂zα, (62.195)

so that the instability condition (62.190) takes the form

(1/2) k2x f
2
o |ψ̃|2 e2ωit

∂zub

(dz/dx)phase
< 0 =⇒ sufficient condition for energy growth. (62.196)

Simplifying this equation leads to the condition for the ratio of the vertical shear to the phase
slope

∂zub

(dz/dx)phase
< 0 =⇒ sufficient condition for energy growth. (62.197)

This inequality says that mechanical energy of the wave grows when the wave’s phase lines tilt
into the background vertical shear, such as depicted in Figure 62.8. This condition is directly
analogous to equation (61.56) and Figure 61.1, which hold for unstable barotropic waves on a
meridional sheared zonal flow. Here, the tilt of the phase lines reflects the ability of the wave
to extract potential energy from the background state, thus leading to growth of energy for
the unstable wave. The geometric property (62.197) offers a visual indicator that the wave is
acting on a baroclinically unstable background state, thus providing a valuable diagnostic tool
for identifying when baroclinic instability is happening.

62.9.7 Caveats for extending the wedge of instability to parcels
Inequality (62.189) refers to the orientation of fluid particles affected by small amplitude wave
fluctuations that lead to baroclinic instability, as illustrated in Figure 62.7. Even so, this figure is
the basis for a parcel argument that goes beyond that of a small amplitude wave argument, with
the parcel argument presented in many texts, such as Section 7.6 of Pedlosky (1987), Lecture 20
of Pedlosky (2003), Section 13.15 of Kundu et al. (2016), and Section 9.4.1 of Vallis (2017), and
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originating from Eady (1949). Here we offer some caveats about this argument.

Baroclinic instability versus symmetric instability

The parcel arguments associated with the wedge of instability do not represent necessary
conditions for baroclinic instability, and so they are no substitute for the integral statements in
Section 62.8. This situation contrasts to parcel arguments considered for symmetric instability,
where the necessary and sufficient condition for symmetric instability is summarized by its wedge
of instability shown in Figure 59.8.

Furthermore, the parcel argument used for symmetric instability is based on a force balance,
and so it incorporates accelerations from both buoyancy and Coriolis to account for the vertical
and horizontal motion of the parcels. In contrast, the wedge of instability in Figure 62.7 is based
on energetic arguments for baroclinic instability, with Coriolis acceleration absent from such
arguments.

Baroclinic instability is a wave instability not a local instability

As explored in our study of the Eady model in Section 62.7, baroclinic instability mechanistically
occurs through wave resonance. The realization of wave resonance relies on boundary conditions
and phase locking of waves so that they can mutually reinforce one another. This mechanism is
directly analogous to that considered for horizontal shear instability in Chapter 61.

In contrast, parcel arguments, such as used for symmetric instability, do not know about
boundary conditions or phase locking. Instead, they are only concerned with local environmental
conditions. Consider the following case in point for limitions of parcel arguments for baroclinic
instability. Namely, observe that the wedge of instability does do not distinguish between flat
bottom boundary or sloping bottom boundary. However, in Section 62.8.6 we found that the
Eady model is stable in the presence of a bottom slope that is steeper than the buoyancy surfaces
(Figure 62.6).

Additional points

Focusing specifically on the arguments leading up to inequality (62.189), note that these
arguments have ignored all contributions from the convergence of energy fluxes that appear in
the energy equation (62.174). These fluxes, particularly at domain boundaries, provide further
influences on the domain integrated energetics and hence on stability of the flow (e.g., boundary
terms are critical for the necessary instability conditions in Section 62.8). Additional caveats
are raised by Heifetz et al. (1998) related to the problems with ignoring pressure fluctuations
acting on the fluid particles. These caveats are analogous to those raised in Section 30.11 when
studying effective buoyancy.

62.9.8 Further reading
Chapter 17 of Cushman-Roisin and Beckers (2011) offers qualifiers similar to those raised in
Section 62.9.7 regarding the conceptual limitations of using parcel arguments for describing the
mechanism of instabilities occuring via wave resonance.
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Generalized vertical coordinates (GVCs) offer a mathematical framework for describing fluid
mechanics according to monotonically stacked surfaces that are a general function of space and
time. For studying stratified fluid mechanics, the most common generalized vertical coordinate
is based on Archimedean buoyancy or specific entropy. Generalized vertical coordinates appear
in many guises throughout geophysical fluid mechanics, and they were introduced by Starr
(1945) for atmospheric modeling and Bleck (1978) for ocean modeling. There is a growing use of
GVC-based numerical ocean (e.g., Griffies et al. (2020)) and atmospheric models. This usage
prompts the need to master their use for analysis, model formulation, and theory, thus providing
motivation for this part of the book.

Time dependence of generalized vertical coordinates means that observers situated on a fixed
generalized vertical coordinate surface are non-inertial, in a manner akin to the Lagrangian
reference frame. Generalized vertical coordinates are also non-orthogonal, which contrasts to
the static and locally orthogonal coordinates described in Sections 4.21, 4.22, and 4.23 (e.g.,
Cartesian, cylindrical, spherical). Both time dependence and non-orthogonality offer advantages
for describing certain features of geophysical fluid motion. Yet there is a price to pay due to the
added mathematical complexity that requires care beyond that needed with the coordinates in
Chapter ??.

The key reason we fravor a locally non-orthogonal coordinate set is that gravity plays a
dominant role in orienting geophysical fluid motion. Hence, it is strategically useful to decompose
the equations of motion so that lateral motions are perpendicular to gravity, just like with
geopotential vertical coordinates. That is, we orient horizontal motions the same regardless
whether we use geopotential coordinates or generalized vertical coordinates, since doing so
removes the vertical pressure force from the horizontal equations of motion. If we were to instead
locally rotate the components of the velocity vector to be parallel and perpendicular to the surface
of constant generalized vertical coordinate, as per a locally orthogonal coordinate description,
then that representation would introduce a portion of the vertical pressure gradient into the
equations for lateral motion. Having the vertical pressure gradient appear in each of the three
components to the equations of motion makes it very difficult to isolate the hydrostatic pressure
force. In turn, it makes it difficult to describe nearly all of the basic features of geophysical
flows, such as the geostrophic and hydrostatic balances.4

In this part of the book we develop the mathematics of generalized vertical coordinates, and
then build up the kinematics and dynamics of stratified fluid mechanics using these coordinates.
These chapters are written in the style of a monograph, with equations derived in detail and
concepts explored. Here is a brief summary of these chapters.

• mathematical foundations: Chapter 63 establishes the mathematics of generalized
vertical coordinates. As noted already, their time dependence and their non-orthogonality
present some complexity in both concept and detail. Even so, with practice, generalized
vertical coordinates can become a versatile member of our theoretical and numerical toolkit.

• Chapters 64 and 65 describe elements of fluid kinematics and dynamics using generalized
vertical coordinates.

• Chapter 66 formulates the hydrostatic Boussinesq equations using buoyancy as the vertical
coordinate. This chapter specializes elements from the previous chapters, and in so doing
provides a mathematical and physical basis for isopycnal models of the ocean and isentropic
models of the atmosphere.

• Chapter 67 provides further insights into eddy and mean flow decomposition as viewed
through the lens of thickness weighted averaging (TWA) for the shallow water model.

4The one case where locally orthogonal coordinate are useful concerns the tracer diffusion operator within the
ocean interior, as discussed in Section 71.4.
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We position this chapter in this part of this book since it makes use of the layered
perspective of generalized vertical coordinates, particularly isopycnal coordinates. Indeed,
the adiabatic stacked shallow water model is a discrete realization of the perfect fluid
isopycnal equations. The TWA formalism of the shallow water equations offers a technically
less difficult rendition of the formalism when applied to the continuously stratified isopycnal
coordinates.
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Chapter 63

MATHEMATICAL FOUNDATIONS

In this chapter we present the mathematics of generalized vertical coordinates (GVC), with
Figure 63.1 offering a schematic of how these coordinates monotonically partition the vertical
direction. Such coordinates are of particular use for stratified fluid mechanics, where it is often
convenient to make use of a vertical coordinate distinct from, but uniquely related to, the
geopotential vertical coordinate.

chapter guide

We make use of the general tensor analysis detailed in Chapter 4. We mostly consider just
the spatial tensors in this chapter, consistent with the Newtonian perspective whereby
time is universal. However, since the vertical coordinate is a function of time, we follow the
space-time perspective from Section 4.9 for transforming the partial derivative operator.
Chapters directly relying on the material from this chapter include the fluid kinematics
discussed in Chapter 64, the general vertical coordinate dynamics discussed in Chapter
65, and the tracer equation diffusion and stirring operators discussed in Chapter 71.
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Figure 63.1: This stylized schematic illustrates the geometry of two surfaces of constant generalized vertical
coordinate σ(x, y, z, t) = σ1 and σ(x, y, z, t) = σ2, here showing patches on two such surfaces. The surfaces are
generally undulating in space and time yet are assumed to monotonically layer the fluid. Monotonic layering
means that the surface normal, n̂, always has a non-zero projection onto the vertical: n̂ · ẑ ̸= 0. That is, the
surfaces never become vertical nor do they overturn. It also means that there is a 1-to-1 invertible relation between
σ and geopotential, so that specifying (x, y, σ(x, y, z, t)) is sufficient to yield a unique z.

63.1 Relating Cartesian and GVCs
We make use of the symbol σ for a generalalized vertical coordinate. This coordinate is not
orthogonal to the horizontal spatial coordinates x, y. This is a central property of GVCs that
influences nearly all aspects of their calculus. To help develop the mathematics for transforming
between Cartesian coordinates and GVCs, it is important to distinguish the two coordinate
systems. For that purpose we write the time coordinate and spatial Cartesian coordinates
according to

ξα = (ξ0, ξa) = (ξ0, ξ1, ξ2, ξ3) = (t, x, y, z) with α = 0, 1, 2, 3, and a = 1, 2, 3. (63.1)

As defined, the tensor label a runs over the spatial coordinates 1, 2, 3 whereas α also includes
the time coordinate with α = 0. The corresponding generalized vertical coordinates are denoted
with an overbar

ξα = (ξ0, ξ1, ξ2, ξ3) = (t, x, y, σ). (63.2)

The 1-to-1 coordinate transformation between Cartesian and GVC coordinates is written

ξ0 = ξ0 ⇐⇒ t = t (63.3a)

ξ1 = ξ1 ⇐⇒ x = x (63.3b)
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ξ2 = ξ2 ⇐⇒ y = y (63.3c)

ξ3 = σ(x, y, z, t), (63.3d)

with the final relation expressing the generalized vertical coordinate as a function of space and
time. We ordered the appearance of independent variables in σ with time in the last position,
which is the conventional ordering in this book for functions of space and time even though the
zeroth coordinate is time.

The coordinate transformation is invertible so that we can write

ξ0 = ξ0 (63.4a)

ξ1 = ξ1 (63.4b)

ξ2 = ξ2 (63.4c)

ξ3 = ξ3(x, y, σ, t) = ξ3(x, y, σ, t). (63.4d)

The relation
ξ3 = ξ3(ξa) = ξ3(x, t, σ, t) (63.5)

provides the vertical position of a given σ surface. Since ξ3 = z one commonly writes

z = z(x, y, σ, t). (63.6)

However, this expression is prone to confusion since the meaning of z is overloaded.1 Namely,
one meaning ascribes z to a particular value of the vertical position; i.e., z = −100 m. The other
meaning, as on the right hand side, is for z as the vertical coordinate function of a particular
σ surface, with this value a function of space, time, and σ. Learning to distinguish when z
refers to a particular vertical position or as a coordinate function takes some practice, and
those who routinely work with generalized vertical coordinates typically find no problem with
the overloaded meanings. Indeed, after reading this chapter we should be able to hold the
two meanings in our mind without confusion. As a reminder, we commonly write the vertical
coordinate function as

z = η(x, y, σ, t), (63.7)

where η is used throughtout this book to represent the vertical position of a surface, such as the
ocean free surface, solid-earth topography, or a generalized vertical coordinate surface. Hence,
for example, the vertical position of a pressure surface of chosen value p is given by the functional
relation

ξ3 = z = η(x, y, p, t) = η(x, y, p, t). (63.8)

We make use of the η nomenclature where it seems useful but gradually sprinkle in more use of
the z(x, y, σ, t) notation since it is proves to be natural for many of the formulations.

63.2 Example generalized vertical coordinates
Before further diving into the mathematics, we here offer some examples of generalized vertical
coordinates commonly used to study geophysical fluid flows.

63.2.1 Pressure coordinates
Hydrostatic compressible fluids, such as the large-scale atmosphere, pressure is a convenient
choice as vertical since it absorbs the appearance of density in many formula such as mass

1We use the term overloaded as in computer science where a symbol has more than one meaning or usage.
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continuity as discussed in Section 64.9.2 and the geostrophic balance given by equation (31.1a).
Hence, a natural expression of the compressible hydrostatic equations of motion make use of
pressure rather than geopotential for the vertical coordinate, in which case σ = p(x, y, z, t).

63.2.2 Terrain following coordinates

When allowing for a time dependent ocean free surface, the terrain following coordinate in
oceanography is given by

σ =
z − ηsurf
−ηb + ηsurf

terrain following ocean coordinate, (63.9)

where z = ηsurf(x, y, t) is the vertical position of the ocean surface. The terrain following
coordinate is non-dimensional and extends from σ = 0 at the ocean surface and σ = −1 at
the ocean bottom (where z = ηb(x, y)). For rigid lid ocean models with ηsurf = 0, the terrain
following coordinate becomes time independent

σ = − z
ηb

terrain following rigid lid ocean. (63.10)

Finally, for a compressible ocean, it is more convenient to use pressure to define the terrain
following coordinate so that

σ =
p− pa
pb − pa

terrain following atmosphere coordinate. (63.11)

In this equation, pa is the pressure applied at the ocean surface and pb is the pressure at the
ocean bottom. For an atmosphere model we might set pa as the top of the atmosphere pressure,
which is typically assumed to be zero as in Phillips (1957).

63.2.3 Bottom slope oriented coordinates

Peterson and Callies (2022) consider an alternative to the traditional terrain following coordinates
from Section 63.2.2, here defining a bottom slope oriented coordinate (recall ηb = ηb(x, y))

σ = z − x · ∇ηb = z − x ∂ηb/∂x− y ∂ηb/∂y, (63.12)

with ∇ηb the slope of the bottom topography.

63.2.4 Isopycnal or buoyancy coordinates

Buoyancy surfaces are material when there is no mixing. Hence, for the study of perfect fluid
mechanics it is quite convenient to use the Archimedian buoyancy, b, as the vertical coordinate,
σ = b(x, y, z, t). Equivalently, one may choose the potential density as the vertical coordinate.
We have more to say about such vertical coordinates in Chapter 66 when developing the equations
for isopycnal ocean models.

63.3 Spatial basis vectors
Making use of the tensor formalism from Chapter 4, consider the transformation of the Cartesian
basis vectors into their corresponding GVC representation. This transformation takes is given by

ea = Λaa ea, (63.13)
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where the transformation matrix is

Λaa =

 ∂x/∂x ∂x/∂y ∂x/∂σ
∂y/∂x ∂y/∂y ∂y/∂σ
∂z/∂x ∂z/∂y ∂z/∂σ

 =

 1 0 0
0 1 0

∂η/∂x ∂η/∂y ∂η/∂σ

 , (63.14)

where the second equality used our preferred notation z = η(x, y, σ, t) for the vertical position of
a σ surface. The diagonal unit values for the space-space components arise since a horizontal
position in Cartesian and GVCs is the same and the horizontal directions are orthogonal. Likewise,
the time coordinate does not change when changing x, y, or σ. Additionally, ∂x/∂σ = ∂y/∂σ = 0
since the horizontal position remains unchanged when moving across a GVC surface. In contrast,
a non-zero value for ∂η/∂x and ∂η/∂y arise since we generally change vertical position when
moving horizontally along a sloped σ surface. Finally, the element ∂η/∂σ is nonzero due to
vertical stratification of the fluid when represented using general vertical coordinates.

63.3.1 More on the transformation matrix

To further detail how to produce elements of the transformation matrix (63.14), it is crucial to
ensure that the proper variables are held fixed when performing the partial derivatives. For
example, consider the top row where we compute

Λ1
a =

[
[∂x/∂x]y,σ [∂x/∂y]x,σ [∂x/∂σ]x,y

]
(63.15)

Since x = x, all elements vanish except for the first. Namely, [∂x/∂y]x,σ = 0 since x cannot
change when x is fixed. The same idea leads to the results for y derivatives.

63.3.2 Expressions for the basis vectors

Use of the transformation matrix (63.14) renders the spatial components of the GVC basis
vectors

e1 = x̂+ ẑ (∂η/∂x) (63.16a)

e2 = ŷ + ẑ (∂η/∂y) (63.16b)

e3 = ẑ (∂η/∂σ). (63.16c)

The basis vectors e1 and e2 have a vertical component due to sloping GVC surfaces. These
basis vectors lie within the tangent plane of the GVC surface. The basis vector e3 is purely
vertical and has a non-unit magnitude due to the inverse vertical stratification, ∂η/∂σ. The left
panel of Figure 63.2 illustrates the basis vectors.

As an example, consider the rigid lid terrain following vertical coordinate (63.10), where
σ = −z/ηb. In this case, the vertical position of a generalized vertical surface is given by
η = −σ ηb so that the basis vectors are

e1 = x̂− ẑ σ (∂ηb/∂x) and e2 = ŷ − ẑ σ (∂ηb/∂y) and e3 = −ẑ ηb. (63.17)

Similarly, the bottom slope oriented coordinate (63.12), with σ = z−x·∇ηb so that η = σ+x·∇ηb,
has the corresponding basis vectors

e1 = x̂+ ẑ (∂ηb/∂x) and e2 = ŷ + ẑ (∂ηb/∂y) and e3 = ẑ. (63.18)
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Figure 63.2: Illustrating the basis vectors (left panel) and basis one-forms (right panel) for generalized vertical
coordinates. The e3 basis vector is vertical whereas e1 and e2 lie within the tangent plane to the σ surface.

As a complement, the basis one-form e3 is normal to the σ surface whereas the basis one-forms e1 and e2 are
horizontal.

63.4 Basis one-forms
The basis one-forms are obtained by transforming from Cartesian into GVCs through use of the
inverse transformation

ea = Λaa e
a, (63.19)

where the inverse transformation matrix takes the form

Λaa =

 ∂x/∂x ∂x/∂y ∂x/∂z
∂y/∂x ∂y/∂y ∂y/∂z
∂σ/∂x ∂σ/∂y ∂σ/∂z

 =

 1 0 0
0 1 0

∂σ/∂x ∂σ/∂y ∂σ/∂z

 . (63.20)

As for the transformation matrix (63.14), the unit diagonal values arise since a horizontal position
in Cartesian and GVCs is the same and the horizontal directions are orthogonal. Likewise,
∂x/∂z = ∂y/∂z = 0 since the horizontal position on a GVC surface remains unchanged when
moving across a depth surface. The nonzero values for ∂σ/∂x, ∂σ/∂y, and ∂σ/∂z, arise in the
presence of horizontal and vertical stratification of the generalized vertical coordinate.

63.4.1 More on the inverse transformation matrix
When computing elements of the inverse transformation matrix (63.20), it is crucial to ensure
that the proper variables are held fixed. For example, consider the top row where we compute

Λ1
a =

[
[∂x/∂x]y,z [∂x/∂y]x,z [∂x/∂z]x,y

]
. (63.21)

Just as for the transformation matrix (63.15), since x = x, all but the first element vanish in
equation (63.21). Namely, [∂x/∂y]x,z = 0 since the x cannot change when x is fixed. The same
idea holds for the y row.

63.4.2 GVC basis one-forms
Use of the inverse transformation matrix (63.20) renders the spatial components of the GVC
basis one-forms

e1 = x̂ (63.22a)

e2 = ŷ (63.22b)

e3 = ea ∂aσ = x̂ (∂σ/∂x) + ŷ (∂σ/∂y) + ẑ (∂σ/∂z) = ∇σ. (63.22c)

The left panel of Figure 63.2 illustrates the basis one-forms.

page 1806 of 2158 geophysical fluid mechanics



63.5. TRIPLE PRODUCT IDENTITIES

As an example, consider again the rigid lid terrain following coordinate (63.10), σ = −z/ηb,
in which case

e3 = ∇σ = −(1/ηb) [ẑ − (z/ηb)∇ηb]. (63.23)

Similarly, the bottom slope oriented coordinate (63.12), with σ = z − x · ∇ηb, has

e3 = ẑ −∇ηb − x̂ (x · ∂x∇ηb)− ŷ (x · ∂y∇ηb) = ẑ −∇ηb − (x · ∇)∇ηb. (63.24)

In the case where the bottom slope is constant in both directions then this result simplifies to

e3 = ẑ −∇ηb. (63.25)

63.4.3 Verifying the bi-orthogonality relation

The basis one-forms satisfy the bi-orthogonality relation (4.25) with the basis vectors

ea · eb = δa
b
. (63.26)

This identity is trivial to verify for all a = 1, 2, 3.

63.5 Triple product identities

We find various occasions to make use of a suite of triple product identities that hold for GVCs.
For this purpose we write σ as a composite function as in Section 4.9.3

σ = σ(x, y, z, t) = σ[x, y, z(t, x, y, σ), t], (63.27)

with η(x, y, σ, t) written as z(x, y, σ, t) as it here eases the manipulations. Use of the chain rule
leads to the space-time differential increment

dσ = dt

[
∂σ

∂t

]
x,y,z

+ dx

[
∂σ

∂x

]
t,y,z

+ dy

[
∂σ

∂y

]
t,x,z

+ dz

[
∂σ

∂z

]
t,x,y

. (63.28)

Likewise, writing z = z[t, x, y, σ] leads to the space-time differential increment dz

dz = dt

[
∂z

∂t

]
x,y,σ

+ dx

[
∂z

∂x

]
t,y,σ

+ dy

[
∂z

∂y

]
t,x,σ

+ dσ

[
∂z

∂σ

]
t,x,y

. (63.29)

We note the identities[
∂σ

∂z

]
t,x,y

[
∂z

∂σ

]
t,x,y

= 1 dt = dt dx = dx dy = dy, (63.30)

which follow since t = t, x = x, and y = y. Substituting equation (63.29) into equation (63.28)
and making use of the identities (63.30) yields

0 = dt

[[
∂σ

∂t

]
x,y,z

+

[
∂σ

∂z

]
t,x,y

[
∂z

∂t

]
x,y,σ

]

+ dx

[[
∂σ

∂x

]
t,y,z

+

[
∂σ

∂z

]
t,x,y

[
∂z

∂x

]
t,y,σ

]
+ dy

[[
∂σ

∂y

]
t,x,z

+

[
∂σ

∂z

]
t,x,y

[
∂z

∂y

]
t,x,σ

]
. (63.31)
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For this equation to hold with general increments dt, dx, and dy requires that each bracketed
term vanish, which in turn leads to the following set of triple product identities2[

∂σ

∂z

]
t,x,y

[
∂z

∂t

]
x,y,σ

= −
[
∂σ

∂t

]
x,y,z

(63.32a)[
∂σ

∂z

]
t,x,y

[
∂z

∂x

]
t,y,σ

= −
[
∂σ

∂x

]
t,y,z

(63.32b)[
∂σ

∂z

]
t,x,y

[
∂z

∂y

]
t,x,σ

= −
[
∂σ

∂y

]
t,x,z

. (63.32c)

If the vertical stratification, ∂σ/∂z, is non-zero, the triple product identities are equivalent to[
∂z

∂t

]
x,y,σ

= − [∂σ/∂t]x,y,z
[∂σ/∂z]t,x,y

= −
[
∂σ

∂t

]
x,y,z

[
∂z

∂σ

]
t,x,y

(63.33a)[
∂z

∂x

]
t,y,σ

= − [∂σ/∂x]t,y,z
[∂σ/∂z]t,x,y

= −
[
∂σ

∂x

]
t,y,z

[
∂z

∂σ

]
t,x,y

(63.33b)[
∂z

∂y

]
t,x,σ

= − [∂σ/∂y]t,x,z
[∂σ/∂z]t,x,y

= −
[
∂σ

∂y

]
t,x,z

[
∂z

∂σ

]
t,x,y

. (63.33c)

Since t = t, x = x, and y = y we can write these identities in the more succinct form[
∂z

∂t

]
σ

=

[
∂η

∂t

]
σ

= − [∂σ/∂t]z
[∂σ/∂z]

(63.34a)[
∂z

∂x

]
σ

=

[
∂η

∂x

]
σ

= − [∂σ/∂x]z
[∂σ/∂z]

(63.34b)[
∂z

∂y

]
σ

=

[
∂η

∂y

]
σ

= − [∂σ/∂y]z
[∂σ/∂z]

, (63.34c)

where we reintroduced the notation η(x, y, σ, t) = z(x, y, σ, t). These identities are quite useful
for manipulating equations involving GVCs. In particular, equations (63.34b) and (63.34c)
provide alternate expressions for the slope of σ isosurfaces relative to the horizontal plane (see
Section 63.12).

63.6 Position vector

We are familiar with locating a point in space using Cartesian coordinates as in Figure 1.1. What
about specifying the position using GVCs? We can do so by making use of the basis vectors
(63.16a)-(63.16c) so that the position of an arbitrary point in space is given by

P = ξa ea (63.35a)

= x [x̂+ (∂η/∂x) ẑ] + y [ŷ + (∂η/∂y) ẑ] + σ (∂η/∂σ) ẑ (63.35b)

= x̂x+ ŷ y + ẑ [x (∂η/∂x) + y (∂η/∂y) + σ (∂η/∂σ)] (63.35c)

= x̂x+ ŷ y + ẑ ξa ∂aη. (63.35d)

We identify the following properties as a means to help understand these expressions, with
Figure 63.3 offering a schematic.

2These identities are directly analogous to the Maxwell relations from thermodynamics, with an introduction
in Section 22.8 and full details in the book by Callen (1985).
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z

x

⃗e 3

⃗e 1

σ

x

x (∂η/∂x) + σ (∂η/∂σ)

z = η(x, y, σ, t )

Figure 63.3: The position of a point in space as represented using GVCs following equation (63.36a). For this
example, y = 0 so that the horizontal position is determined by the coordinate x = x, whereas the vertical postion
is determined by x (∂z/∂x) + σ (∂z/∂σ) = x (∂η/∂x) + σ (∂η/∂σ).

• The expression (63.35b) has horizontal positions x and y multiplying the basis vectors ex
and ey, with these vectors oriented parallel to a surface of constant GVC as in Figure 63.3.
Likewise, the third term, σ (∂η/∂σ) ẑ, positions the point vertically according to the value
of the GVC and its inverse stratification.

• Consider the case of y = 0 so that

P = x x̂+ ẑ [x (∂η/∂x) + σ (∂η/∂σ)] (63.36a)

= x x̂+ ẑ (∂η/∂σ) [x (∂σ/∂z)x(∂η/∂x)σ + σ] (63.36b)

= x x̂+ ẑ (∂η/∂σ) [−x (∂σ/∂x)z + σ], (63.36c)

where we used the triple product identity (63.34b) for the final equality. Consequently, a
horizontal position vector is realized using GVC coordinates with σ = x (∂σ/∂x). That is,
a horizontal position vector crosses surfaces of constant GVC when the GVC surface has a
nonzero horizontal slope.

• The projection of the position vector onto the basis one-forms leads to

P · eb = ξa ea · eb = ξb. (63.37)

This result follows from the orthogonality relation (4.25). So the projection of the position
vector onto a basis one-form picks out the corresponding coordinate value.

• Equation (63.7) provides the spatial dependence for the vertical position of the surface of
constant GVC

z = z(ξa) = η(ξa). (63.38)

At any particular time instance we can perform a Taylor series about a reference geopotential
z0 = η0, so that

η(ξa) ≈ η0 + ξa ∂aη. (63.39)

We can thus write the position (63.35d) in the form

P = x̂x+ ŷ y + ẑ [η − η0]. (63.40)

Taking the reference geopotential as η0 = 0 recovers the Cartesian expression. Since the
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position vector is a geometric object, it is reassuring that the GVC representation is the
same as the Cartesian representation; it is merely a reorganization of the basis vectors and
corresponding coordinates.

63.7 Transforming components of a vector

Consider a vector field F⃗ with Cartesian representation

F⃗ = F = F a ea = F x x̂+ F y ŷ + F z ẑ. (63.41)

The corresponding GVC components are related through the transformation matrix

F a = Λaa F
a. (63.42)

Making use of the transformation matrix (63.20) yields the relations between GVC components
and Cartesian components

F 1 = F 1 and F 2 = F 2 and F 3 = ∇σ · F , (63.43)

where we wrote
∇σ · F = (∂σ/∂x)F 1 + (∂σ/∂y)F 2 + (∂σ/∂z)F 3. (63.44)

The vector field thus can be represented in GVC coordinates as

F⃗ = F a ea = F 1 e1 + F 2 e2 + (∇σ · F ) e3. (63.45)

Similarly, the covariant components transform as Fa = Λaa Fa, where use of the inverse transfor-
mation matrix (63.20) renders

F1 = F1 + (∂z/∂x)F3 = F1 + (∂η/∂x)F3 (63.46a)

F2 = F2 + (∂z/∂y)F3 = F2 + (∂η/∂y)F3 (63.46b)

F3 = (∂z/∂σ)F3 = (∂η/∂σ)F3, (63.46c)

and the expression for the vector field

F⃗ = Fa e
a = [F1 + (∂η/∂x)F3] e

1 + [F2 + (∂η/∂y)F3] e
2 + (∂η/∂σ)F3 e

3. (63.47)

Recall also that for Cartesian coordinates the contravarient and covariant components to a
vector are identical: F a = Fa.

63.8 Velocity
As an example of the results from Section 63.7, we here represent the velocity vector, considering
both covariant and contravariant representations. As for the position vector detailed in Section
63.6, we are assured that both representations lead to the same velocity vector since the velocity
is an objective geometric object (i.e., an arrow with a magnitude). In Section 63.8.4 we verify that
the transformation formalism indeed respects this equivalance, with the GVC representations
equivalent to the Cartesian representation

v⃗ = u x̂+ v ŷ + w ẑ. (63.48)
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63.8.1 Contravariant components

Following Section 63.7, we have the contravariant velocity components

v1 = u and v2 = v and v3 = v · ∇σ. (63.49)

Use of the basis vectors (63.16a)-(63.16c) then leads to

v⃗ = va ea (63.50a)

= u ex + v ey + (v · ∇σ) eσ (63.50b)

= u [x̂+ (∂η/∂x) ẑ] + v [ŷ + (∂η/∂y) ẑ] + (v · ∇σ) (∂η/∂σ) ẑ. (63.50c)

63.8.2 Covariant components

The covariant velocity components are given by

v1 = u+ (∂η/∂x)w and v2 = v + (∂η/∂y)w and v3 = (∂η/∂σ)w. (63.51)

The one-form basis (63.22a)–(63.22c) thus leads to the velocity vector

v⃗ = va ẽ
a = [u+ (∂η/∂x)w] x̂+ [v + (∂η/∂y)w] ŷ + w (∂η/∂σ)∇σ. (63.52)

63.8.3 Introducing the material time derivative

The material evolution for the generalized vertical coordinate can be written

Dσ

Dt
=
∂σ

∂t
+ v · ∇σ = σ̇, (63.53)

with σ̇ symbolizing any process contributing to motion across σ isosurfaces (as fully explained in
Section 64.3). Using the expression (63.53) in the velocity vector expression (63.50c) leads to

v⃗ = u [x̂+ (∂η/∂x) ẑ] + v [ŷ + (∂η/∂y) ẑ] + (v · ∇σ) (∂η/∂σ) ẑ. (63.54a)

= u [x̂+ (∂η/∂x) ẑ] + v [ŷ + (∂η/∂y) ẑ] + (σ̇ − ∂σ/∂t) (∂η/∂σ) ẑ (63.54b)

= u x̂+ v ŷ + [∂η/∂t+ u · ∇hσz + (∂η/∂σ)σ̇] ẑ, (63.54c)

where the final equality made use of the triple product (63.33a): (∂σ/∂t) (∂η/∂σ) = −∂η/∂t. In
the steady state and in the absence of material changes to σ, the three dimensional flow lies
within a surface of constant σ, whereby v · ∇σ = 0 and

v⃗ = u [x̂+ (∂η/∂x) ẑ] + v [ŷ + (∂η/∂y) ẑ] if ∂tσ = 0 and σ̇ = 0. (63.55)

However, in general there are transient fluctuations and material changes to σ so that v ·∇σ ≠ 0.

63.8.4 Equivalence to the Cartesian velocity representation

Use of the triple product identities (63.34b)-(63.34c) allows us to manipulate both expressions
(63.50c) and (63.52) to recover the Cartesian expression

v⃗ = u x̂+ v ŷ + w ẑ. (63.56)

CHAPTER 63. MATHEMATICAL FOUNDATIONS page 1811 of 2158



63.9. METRIC TENSOR

Another way to see this identity is to note that in equation (63.54c), the vertical component is
an expression for the material time derivative of the vertical position

w =
Dz

Dt
=
∂η

∂t
+ u · ∇hση +

∂η

∂σ
σ̇. (63.57)

We derive this identity in Section 64.4 where we discuss further kinematic results using GVCs.

63.9 Metric tensor

Recall from Section 4.1 that we make use of a metric tensor to measure the distance between
two points in space. The GVC representation of the metric tensor is given by

gab = ea · eb =

 1 + (∂z/∂x)2 (∂z/∂x) (∂z/∂y) (∂z/∂x) (∂z/∂σ)
(∂z/∂x) (∂z/∂y) 1 + (∂z/∂y)2 (∂z/∂y) (∂z/∂σ)
(∂z/∂x) (∂z/∂σ) (∂z/∂y) (∂z/∂σ) (∂z/∂σ)2

 , (63.58)

with the triple product identities (63.34b) and (63.34c) bringing the metric into the form

gab =

 1 + [(∂σ/∂x) (∂z/∂σ)]2 (∂σ/∂x) (∂σ/∂y) (∂z/∂σ)2 −(∂σ/∂x) (∂z/∂σ)2
(∂σ/∂x) (∂σ/∂y) (∂z/∂σ)2 1 + [(∂σ/∂y) (∂z/∂σ)]2 −(∂σ/∂y) (∂z/∂σ)2
−(∂σ/∂x) (∂z/∂σ)2 −(∂σ/∂y) (∂z/∂σ)2 (∂z/∂σ)2

 .
(63.59)

The representation of the inverse metric tensor is given by the somewhat simpler expression

gab = ea · eb =

 1 0 ∂σ/∂x
0 1 ∂σ/∂y

∂σ/∂x ∂σ/∂y |∇σ|2

 . (63.60)

Proof that gab gbc = δac requires use of the triple product identities (63.34b) and (63.34c). Note
that an additional means to derive the metric tensor (63.58) is given by writing the squared line
element as3

ds2 = dx2 + dy2 + dz2 (63.61a)

= dx2 + dy2 + [(∂z/∂x) dx+ (∂z/∂y) dy + (∂z/∂σ) dσ]2, (63.61b)

from which the metric tensor (63.58) is revealed upon expanding the quadratic term and then
rearranging.

63.9.1 Jacobian of transformation

The determinant of the GVC representation of the metric tensor (63.58) is

det(gab) = (∂z/∂σ)2 = (∂η/∂σ)2 (63.62)

so that the Jacobian of transformation (Section 4.5) is the specific thickness

∂(x, y, z)

∂(x, y, σ)
=
∂z

∂σ
=
∂η

∂σ
. (63.63)

3The traditional notation in physics writes the squared line element as ds2 = (ds)2. Likewise, dx2 = (dx)2,
etc.
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The coordinate transformation from Cartesian to generalized vertical is invertible only so long as
the Jabobian remains nonzero and single-signed, meaning the fluid retains a monotonic vertical
stratification of GVC surfaces. The invertible relation between z and σ means that each point
in the vertical can be uniquely specified by either of the two vertical coordinates, z or σ. For
example, the Jacobian for pressure as the generalized vertical coordinate in a hydrostatic fluid is
given by4

∂z

∂σ
=
∂z

∂p
= − 1

ρg
, (63.64)

which is indeed single-signed since the mass density is always positive.

63.9.2 Covariant and contravariant representations

The metric tensor allows us to convert between the covariant and contravariant representations
of a vector via the identity (Section 4.2.3)

Fa = gab F
b. (63.65)

We use triple product identities (63.34b)-(63.34c) to verify that this relation agrees with the
transformation matrix approach detailed in Section 63.7. For example,

F1 = g1b F
b (63.66a)

= [1 + (∂η/∂x)2]F 1 + (∂η/∂x) (∂η/∂y)F 2 + (∂η/∂x) (∂η/∂σ)F σ (63.66b)

= [1 + (∂η/∂x)2]F 1 + (∂η/∂x) (∂η/∂y)F 2 + (∂η/∂x) (∂η/∂σ)∇σ · F (63.66c)

= F 1 + (∂η/∂x)F 3 (63.66d)

= F1 + (∂η/∂x)F3, (63.66e)

where the final equality holds since F 1 = F1 and F 3 = F3 for Cartesian tensor components.

63.10 Volume element and the Levi-Civita tensor

The square root of the determinant of the metric tensor (63.58) is√
det(gab) = ∂z/∂σ = ∂η/∂σ (63.67)

so that the volume element (Section 4.5) is

dV = (∂z/∂σ) dx dy dσ. (63.68)

The covariant Levi-Civita tensor (Section 4.7) has the GVC representations

εabc = (∂z/∂σ) ϵabc εabc = (∂z/∂σ)−1 ϵabc (63.69)

where ϵ is the permutation symbol introduced in Section 1.7.1 with its components independent
of coordinate representation.

4We derive the hydrostatic balance in Section 27.2.

CHAPTER 63. MATHEMATICAL FOUNDATIONS page 1813 of 2158



63.11. VECTOR CROSS PRODUCT OF BASIS VECTORS

63.11 Vector cross product of basis vectors
We now verify the relation (4.87) for the cross product of two basis vectors using GVCs

ea × eb = εabc e
c =⇒ ea × eb = (∂z/∂σ)ϵabc e

c. (63.70)

Making use of the basis vectors from Section 63.3 and the basis one-forms from Section 63.4
renders

ex × ey = ẑ − x̂ (∂η/∂x)− ŷ (∂η/∂y) = (∂z/∂σ)∇σ = εxyσ e
σ (63.71a)

ey × eσ = x̂ (∂z/∂σ) = εyσx e
x (63.71b)

eσ × ex = ŷ (∂z/∂σ) = εσxy e
y. (63.71c)

63.12 Partial derivative operators
We here consider the partial derivative operators and their transformation between coordinate
systems. These identities are used throughout GVC calculus. Given the importance of these
expressions, we offer two derivations. Notably, the geometric derivation in Section 63.12.2
requires minimal use of the previous tensor formalism.

63.12.1 Analytical derivation
The partial derivative operators in GVCs are computed via ∂a = Λaa ∂a. Including also the time
component leads to the relations

∂t = ∂t + (∂z/∂t) ∂z = ∂t + (∂η/∂t) ∂z (63.72a)

∂x = ∂x + (∂z/∂x) ∂z = ∂x + (∂η/∂x) ∂z (63.72b)

∂y = ∂y + (∂z/∂y) ∂z = ∂y + (∂η/∂y) ∂z (63.72c)

∂σ = (∂z/∂σ) ∂z = (∂η/∂σ) ∂z. (63.72d)

We can make use of the triple product identities (63.34b) and (63.34c) to express the slope of a
constant GVC surface in the equivalent manners

S = ∇hση = ∇hσz = −(∂σ/∂z)−1∇hσ (63.73)

where we introduced the standard shorthand notation

∇hσ = x̂ ∂/∂x+ ŷ ∂/∂y and ∇h = x̂ ∂/∂x+ ŷ ∂/∂y. (63.74)

It is common to transform between the horizontal gradient operators, in which case we write

∇hσ = ∇h + (∇hσz) ∂z ≡ ∇h + S ∂z. (63.75)

We emphasize that ∇hσ is merely a shorthand for the two partial derivative operators and that it
only has components in the horizontal directions. Furthermore, the σ subscript is not a tensor
index.

63.12.2 Geometrical derivation
We provide a geometric derivation for the lateral derivative operator that complements the
previous analytical derivation. This operator is computed by taking the difference of a function
along surfaces of constant generalized vertical coordinate, but with the lateral distance computed
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in the horizontal direction as show in Figure 63.4. This feature of the horizontal derivative
operator is a key aspect of the GVCs’ non-orthogonality.

z

x
A

B

C

σ

ϑ
[ ∂ψ

∂x ]
σ

≈
ψ(B) − ψ(A)
x(C) − x(A)

Figure 63.4: A surface of constant generalized vertical coordinate, σ, along with a local tangent plane with a
slope tanϑ with respect to the horizontal plane. This figure illustrates the identities (63.77a)-(63.77d), with these
identities relating a lateral derivative taken along the GVC surface to horizontal and vertical derivatives taken
along orthogonal Cartesian axes.

Consider the geometry shown in Figure 63.4, which shows a generalized vertical coordinate
surface (constant σ surface) along with a sample tangent plane with a slope

Sx =
rise

run
= tanϑ =

z(B)− z(C)
x(C)− x(A) ≈

[
∂z

∂x

]
σ

= −(∂σ/∂x)z
(∂σ/∂z)

(63.76)

relative to the horizontal. We readily verify the following identities based on finite difference
operations for an arbitrary function[

∂ψ

∂x

]
σ

≈ ψ(B)− ψ(A)
x(C)− x(A) (63.77a)

=
ψ(C)− ψ(A)
x(C)− x(A) +

ψ(B)− ψ(C)
x(C)− x(A) (63.77b)

=
ψ(C)− ψ(A)
x(C)− x(A) +

[
z(B)− z(C)
x(C)− x(A)

]
ψ(B)− ψ(C)
z(B)− z(C) (63.77c)

=

[
∂ψ

∂x

]
z

+ Sx
[
∂ψ

∂z

]
x

. (63.77d)

Taking the continuum limit then leads to the relations between horizontal derivatives computed
on constant σ surfaces to those computed on constant z surfaces[

∂

∂x

]
σ

=

[
∂

∂x

]
z

+

[
∂z

∂x

]
σ

∂

∂z
=

[
∂

∂x

]
z

+

[
∂η

∂x

]
σ

∂

∂z
(63.78a)[

∂

∂y

]
σ

=

[
∂

∂y

]
z

+

[
∂z

∂y

]
σ

∂

∂z
=

[
∂

∂y

]
z

+

[
∂η

∂y

]
σ

∂

∂z
, (63.78b)

which can be written in the shorthand vector notation

∇hσ = x̂

[
∂

∂x

]
σ

+ ŷ

[
∂

∂y

]
σ

= ∇h + (∇hσz) ∂z = ∇h + (∇hση) ∂z. (63.79)

63.12.3 The gradient as a tensor operator
The gradient is given by the equivalent expressions

∇ = ea ∂a = e
a ∂a. (63.80)

The gradient has the following Cartesian coordinate expression

∇ = x̂ ∂x + ŷ ∂y + ẑ ∂z, (63.81)
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and the equivalent generalized vertical coordinate expression

∇ = x̂ ∂x + ŷ ∂y + (∇σ) ∂σ. (63.82)

As a check on the equality between equations (63.81) and (63.82), make use of equations (63.72b)-
(63.72d) for the partial derivatives and equations (63.22a)-(63.22c) for the one-form basis so
that

x̂ ∂x + ŷ ∂y + (∇σ) ∂σ = x̂ [∂x + (∂xz) ∂z] + ŷ [∂y + (∂yz) ∂z] + (∇σ) (∂z/∂σ) ∂z. (63.83)

Next use the triple product identities (63.34b) and (63.34c) to have

∂xz + (∂σ/∂x) (∂z/∂σ) = 0 (63.84a)

∂yz + (∂σ/∂y) (∂z/∂σ) = 0, (63.84b)

in which case

x̂ [∂x + (∂xz) ∂z] + ŷ [∂y + (∂yz) ∂z] + (∇σ) (∂z/∂σ) ∂z = x̂ ∂x + ŷ ∂y + ẑ ∂z. (63.85)

63.13 Material time derivative

Making use of the relations for the partial derivative operators in Section 63.12 allows us to
write the material time derivative in the following equivalent forms

D

Dt
=

[
∂

∂t

]
z

+ u · ∇h + w
∂

∂z
(63.86a)

=

[
∂

∂t

]
σ

− (∂η/∂t) ∂z + u · [∇hσ − (∇hση) ∂z] + w ∂/∂z (63.86b)

=

[
∂

∂t

]
σ

+ u · ∇hσ +
[
w − u · ∇hση − ∂η/∂t

]
(∂σ/∂z) ∂/∂σ (63.86c)

=

[
∂

∂t

]
σ

+ u · ∇hσ +
Dσ

Dt

∂

∂σ
(63.86d)

=

[
∂

∂t

]
σ

+ u · ∇hσ +
∂z

∂σ

Dσ

Dt

∂

∂z
. (63.86e)

The equality (63.86d) made use of the identity (63.57), which is itself derived in Section 64.4 where
we discuss further kinematic results using GVCs. Besides differences in the spatial operators, it
is important to note that the time derivative operators are computed on constant geopotential
and constant GVC surfaces, respectively. However, the horizontal velocity component is the
same for both forms of the material time derivative

(u, v) =
D(x, y)

Dt
. (63.87)

63.14 Divergence of a vector and the divergence theorem

Making use of the general expression (4.15) for the covariant divergence of a vector renders the
GVC expression

∇a F a = [det(gab)]
−1/2 ∂a

[
[det(gab)]

1/2 F a
]
= (∂z/∂σ)−1∂a [(∂z/∂σ)F

a]. (63.88)
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Recall that the GVC vector components, F a, are related to the Cartesian components in equation
(63.43), and the GVC components of the partial derivative operator, ∂a, are related to the
Cartesian operator in equation (63.74).

When making use of the divergence theorem (Section 4.19), we require the product of the
volume element and the covariant divergence. For GVCs this product takes on the form

(∇a F a) dV = ∂a [(∂z/∂σ)F
a] dx dy dσ, (63.89)

which reduces to a boundary integral when integrating over a volume.

63.15 The diffusion operator

As an explicit example of the covariant divergence operator (63.88), we here consider the diffusion
operator discussed in Chapter 69. The derivation here recovers much of what we just discussed
in Section 63.14, yet we make use of a bit less tensor formalism though at the cost of more
algebra.

63.15.1 Continuous expression

The diffusion operator is the convergence of the diffusive flux

R = −∇ · J, (63.90)

where J is the tracer flux vector. Let us convert the pieces of this operator from Cartesian
coordinates into generalized vertical coordinate, making use of the transformation of partial
derivative operators given in Section 63.12. Also, we make use of the shorthand z(x, y, σ, t)
rather than η(x, y, σ, t)

−R = ∇ · J (63.91a)

= ∇h · J h + ∂zJ
z (63.91b)

= (∇hσ −∇hσz ∂z) · J h + (σz) ∂σJ
z (63.91c)

= σz [zσ∇hσ · J h + (ẑ ∂σ −∇hσz ∂σ) · J ] (63.91d)

= σz [∇hσ · (zσ J h)− J h · ∇hσ (zσ) + ∂σJ
z − ∂σ (∇hσz · J) + J · ∂σ (∇hσz)] (63.91e)

= σz [∇hσ · (zσ J h) + ∂σJ
z − ∂σ (∇hσz · J h)] (63.91f)

= σz (∇hσ · (∂σz J h) + ∂σ [(ẑ −∇hσz) · J ]) (63.91g)

= σz [∇hσ · (zσ J h) + ∂σ (zσ∇σ · J)] , (63.91h)

where we used
zσ∇σ = ẑ −∇hσz (63.92)

to reach the final equality, and made use of the shorthand

zσ = ∂z/∂σ and σz = ∂σ/∂z = (zσ)
−1. (63.93)

The coordinate transformations in Section 63.7 for vector components reveal that the
expression (63.91h) is identical to equation (63.88) derived using formal tensor methods. Likewise,
multiplying by the volume element

dV = dx dy dz = dx dy zσ dσ, (63.94)
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leads to
−R dV = [∇hσ · (zσ J h) + ∂σ (zσ∇σ · J)] dx dy dσ, (63.95)

which is identical to the expression (63.89).

63.15.2 Layer thickness weighted diffusion operator

Consider a prescribed increment, δσ, separating two σ isosurfaces. This increment commutes
with the horizontal operator ∇hσ, acting within the layer. We can thus formally consider the
following layer-integrated or thickness weighted form of the diffusion operator

−R δV = [∇hσ · (δσ zσ J h) + δσ ∂σ (zσ∇σ · J)] δx δy (63.96a)

=
1

δz
[∇hσ · (δσ zσ J h) + δσ ∂σ (zσ∇σ · J)] δx δy δz (63.96b)

=
1

h
[∇hσ · (hJ h) + ∆σ(zσ∇σ · J)] δx δy h, (63.96c)

where we introduced the infinitesimal layer thickness

h = zσ δσ (63.97)

and the non-dimensional differential operator

∆σ ≡ δσ
∂

∂σ
. (63.98)

Cancelling the volume element on both sides leads to the diffusion operator

R = −1

h
[∇hσ · (hJ h) + ∆σ(zσ∇σ · J)] . (63.99)

This form is commonly found in the numerical modeling literature when considering generalized
vertical coordinate models.

We make the following comments concerning the diffusion operator in equation (63.99).

• Our introduction of the layer thickness h = zσ δσ is treated a bit more formally in Sections
64.9 and 64.10 by considering a vertical integral over a coordinate layer. Even so, the
resulting diffusion operator is the same as that derived here.

• The thickness weighted flux, hJ h, is oriented within the horizontal plane. However, its
contribution to the diffusion operator is computed by taking its convergence using the
operator ∇hσ rather than the horizontal operator ∇h. This distinction is fundamental to how
operators, such as advection and diffusion, appear using generalized vertical coordinates.

• The flux zσ∇σ · J is commonly referred to as the dia-surface subgrid scale flux.

• For the special case of a diffusive flux with zero component parallel to ∇σ, the diffusion
operator reduces to

R = −1

h
[∇hσ · (hJ h)] if ∇σ · J = 0. (63.100)

The neutral diffusion operator of Section 71.4.4 is an example of such an operator, with σ
in that case given by the locally referenced potential density.
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63.16 Vorticity

As detailed in Chapter 40, vorticity is the curl of the velocity

ω⃗ = curl(v⃗), (63.101)

where the curl has components (Section 4.18)

curl(v⃗) = ea ε
abc∂bvc = ea ε

abc∂bvc. (63.102)

63.16.1 The components

We identify the contravariant components of the vorticity via

ωa = εabc∂bvc = (∂z/∂σ)−1 ϵabc ∂bvc (63.103)

where we made use of equation (63.69) to introduce the permutation symbol. Expanding the
components leads to

ω1 = (∂σ/∂z) (∂2 v3 − ∂3 v2) (63.104a)

ω2 = (∂σ/∂z) (∂3 v1 − ∂1 v3) (63.104b)

ω3 = ωσ = (∂σ/∂z) (∂1 v2 − ∂2 v1). (63.104c)

63.16.2 Transforming from Cartesian coordinates

The above approach works solely with the GVC coordinates. An alternative approach connects
the GVC vorticity components and the Cartesian vorticity components. For that purpose we
use the transformation matrix via

ωa = Λaa ω
a, (63.105)

where ωa are the Cartesian components

ω = x̂

(
∂w

∂y
− ∂v

∂z

)
+ ŷ

(
∂u

∂z
− ∂w

∂x

)
+ ẑ

(
∂v

∂x
− ∂u

∂y

)
. (63.106)

Making use of the transformation matrix Λaa from equation (63.20) yields (as in Section 63.7)

ωx = ωx =
∂w

∂y
− ∂v

∂z
and ωy = ωy =

∂u

∂z
− ∂w

∂x
and ωσ = ω · ∇σ. (63.107)

Note that for isopycnal coordinates in a Boussinesq fluid, ωσ equals to the potential vorticity
when the vorticity is the absolute vorticity (Section 66.3). That is, the potential vorticity is the
isopycnal component of the absolute vorticity.

63.17 Velocity circulation

The velocity circulation (Section 37.4) is given by the closed oriented path integral of the velocity
projected into the direction of the path

C ≡
‰
∂S
v · dx (63.108)
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where dx is the vector line element along the path and ∂S is the closed path defining the
boundary to a two-dimensional surface S. Stokes’ Theorem from Section 2.6 leads to the identity

C =

‰
∂S
v · dx =

ˆ
S

(∇× v) · n̂dS =

ˆ
S

ω · n̂dS, (63.109)

where n̂ is the outward normal vector orienting the area element dS according to the right-hand
rule applied to the bounding circuit. These results are all written in a generally covariant manner
(Section 3.1) so that they hold for an arbitrary coordinate representation.

As a particular case, consider the circulation around a closed path on a constant σ surface,
in which

n̂ =
∇σ
|∇σ| (63.110)

is the outward normal and

ω · n̂ =
ωσ

|∇σ| (63.111)

where ωσ = ω · ∇σ (equation (63.107)). So long as the vertical stratification remains non-zero
(∂σ/∂z ̸= 0) we can write the area factor in the form

dS

|∇σ| =
dS√

(∂σ/∂x)2 + (∂σ/∂y)2 + (∂σ/∂z)2
(63.112a)

=
dS

|∂σ/∂z|
√
[(∂σ/∂x)/(∂σ/∂z)]2 + [(∂σ/∂y)/(∂σ/∂z)]2 + 1

(63.112b)

=
dS

|∂σ/∂z|
√
1 + tan2 ϑ

(63.112c)

=

∣∣∣∣∂z∂σ
∣∣∣∣ | cosϑ| dS (63.112d)

=

∣∣∣∣∂z∂σ
∣∣∣∣ dA. (63.112e)

The equality (63.112c) introduces the angle, ϑ, between the boundary surface and the horizontal
plane as in Figure 63.4. The squared slope of this surface given by

tan2 ϑ =
∇hσ · ∇hσ
(∂σ/∂z)2

= ∇hσz · ∇hσz. (63.113)

The equality (63.112d) made use of a trigonometric identity, and the equality (63.112e) introduced
the horizontal projection of the area,

dA = | cosϑ| dS. (63.114)

Bringing these results together leads to the expression for circulation around a closed loop on a
constant σ surface

Cσ−surface =

ˆ
S

(ω · ∇σ) |∂z/∂σ| dA. (63.115)

page 1820 of 2158 geophysical fluid mechanics



Chapter 64

KINEMATIC EQUATIONS

In providing a mechanistic description of budgets within the ocean or atmosphere, it is often
useful to measure the material or momentum transfer through a surface. This transport is
termed the dia-surface transport. Our discussion in this chapter unifies ideas developed for
kinematic boundary conditions in Section 19.6 with transport across an arbitrary surface in
the fluid interior. We do so by making use of the generalized vertical coordinates (GVCs) from
Chapter 63. We make use of the dia-surface transport formulation to express the material
time derivative operator using GVCs. This form for the material time derivative allows us to
decompose the vertical velocity into motion relative to a moving GVC surface. In turn, we
are afforded a means to reinterpret the velocity vector and corresponding particle trajectories.
GVC kinematics also provides a means to express the subduction of fluid into the ocean interior
beneath the mixed layer base. We close the chapter with derivations of the GVC version of
mass continuity and the tracer equation. We also introduce the layer integrated version of the
continuity and tracer equations, with the layer integrated equations appropriate for discrete
numerical fluid models.

chapter guide

We introduced mathematical properties of generalized vertical coordinates in Chapter 63,
including the calculus using these non-orthogonal coordinates. It is essential to have a
working knowledge of that material to understand the present chapter. Later in Chapter
65 we detail the dynamical equations using GVCs, with material in that chapter relying
on the kinematics presented here. Following the treatment in Chapter 63, we here use the
symbol σ to denote a generalized vertical coordinate, where σ has functional dependence
σ(x, y, z, t).
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64.1 Example generalized vertical coordinates
We here consider some generalized vertical coordinates that will prove of use for our discussion
in this chapter, with Figure 64.1 illustrating the examples.

z
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z = z(x, y,�, t) = ⌘(x, y,�, t)

Figure 64.1: Example surface upon which a generalized vertical coordinate, σ(x, y, z, t), is constant. The ocean
free surface can be represented mathematically by σ(x, y, z, t) = z − η(x, y, t) = 0; the ocean mixed layer base by
σ(x, y, z, t) = z − ηmld(x, y, t) = 0; and the solid earth bottom σ(x, y, z) = z − ηb(x, y) = 0. Likewise, the vertical
position of an interior generalized vertical coordinate surface can be written z − η(x, y, σ, t) = constant, where
η(x, y, σ, t) is a function of horizontal position and time for the surface defined by a particular σ value.

64.1.1 Ocean free surface

The first surface is the ocean free surface, whose kinematic boundary conditions were derived in
Section 19.6.3. Here, water and tracer penetrate this surface through precipitation, evaporation,
river runoff (when applied as an upper ocean boundary condition), and sea ice melt. Momentum
exchange arises from stresses between the ocean and atmosphere or ice. The ocean free surface
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can be represented mathematically by the identity

σ(x, y, z, t) = z − η(x, y, t) = 0 ocean free surface. (64.1)

This identity holds so long as we assume the surface height η is smooth and contains no overturns
at the scales of interest. That is, we assume breaking surface waves are filtered from the
description.

64.1.2 Solid earth boundary

We may describe the solid Earth lower boundary mathematically by using the time independent
expression

σ(x, y, z) = z +H(x, y) = z − ηb(x, y) = 0 ocean bottom, (64.2)

where we introduce the two common symbols used for the bottom, ηb = −H. We generally
prefer ηb since H is used elsewhere in this book for vertical scale. As detailed in Section 19.6.1,
we typically assume that there is no fluid mass transport through the solid Earth. However, in
the case of geothermal heating, we may consider an exchange of heat between the ocean and the
solid Earth. Momentum exchange through the action of stresses occur between the solid Earth
and ocean fluid.

64.1.3 Ocean mixed layer base

Let
σ = z − ηmld(x, y, t) = 0 (64.3)

represent the vertical position of the ocean mixed layer base. The corresponding normal vector
is given by

n̂(mld) =
∇ (z − ηmld)

|∇ (z − ηmld)| =
∇ (ẑ −∇ηmld)√
1 + |∇ηmld|2

. (64.4)

This example is relevant for the study of ocean ventilation, whereby we are interested in measuring
the transport of fluid that enters the ocean interior across the mixed layer base (see Section
64.7).

64.1.4 Interior generalized vertical coordinate surfaces

Within the ocean interior, transport across surfaces of constant generalized vertical coordinate
σ = σ(x, y, z, t) constitutes the dia-surface transport affecting budgets of mass, tracer, and
momentum within layers bounded by two generalized vertical coordinate surfaces. A canonical
example is provided by isopycnal layers formed by surfaces of constant potential density (or
equivalently constant buoyancy surfaces) as used in isopycnal ocean models as well as theoretical
descriptions of adiabatic ocean dynamics. The vertical position of this surface is written in one
of two equivalent manners

z = z(x, y, σ, t) = η(x, y, σ, t). (64.5)

The first expression exposes the functional dependence of the vertical position of the σ surface at
a horizontal position and time. In Section 63.1 we discussed the potential for confusion between
writing z as a particular vertical position versus a function, thus motivating z = η(x, y, σ, t).
However, by now we should have sufficient experience with generalized vertical coordinates so
that we can well distinguish when z refers to a particular vertical position versus z(x, y, σ, t) as
a coordinate function. For this reason we only infrequently use the nomenclature z = η(x, y, σ, t)
in this chapter.
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64.2 Specific thickness
As mentioned in Section 63.9.1, a surface of constant generalized vertical coordinate can be
successfully used to partition the vertical so long as the transformation between the generalized
vertical coordinate and the geopotential coordinate is invertible. The Jacobian of transformation
is given by

∂z

∂σ
= zσ, (64.6)

which must be single signed for suitable generalized vertical coordinates. This constraint means
that we do not allow the surfaces to overturn, which is the same assumption made about the ocean
surface, z = η(x, y, t), and solid earth bottom, z = ηb(x, y). This restriction places a limitation on
the ability of certain GVC models (e.g., isopycnal models) to describe non-hydrostatic processes,
such as the overturning common in Kelvin-Helmholtz billows and gravitational convection. Note
that for both the solid earth bottom and ocean free surface

∂z

∂σ
= 1 ocean free surface and fluid/solid interface. (64.7)

Furthermore, this relation also holds, trivially, for geopotential coordinates in which σ = z.
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Figure 64.2: Illustrating the thickness between surfaces of constant generalized vertical coordinates, δz =
(∂z/∂σ) δσ. In regions with larger magnitude for the specific thickness, ∂z/∂σ, or equivalently smaller vertical
stratification of the σ surfaces, ∂σ/∂z, the layer thicknesses are further apart. The converse holds where ∂z/∂σ is
small (equivalently ∂σ/∂z is large).

We refer to the Jacobian zσ as the specific thickness and sometimes find it useful to write it
as

h = zσ =
∂z

∂σ
. (64.8)

This name is motivated by noting that the vertical thickness of an infinitesimal layer of coordinate
thickness δσ is given by

δz =
∂z

∂σ
δσ = h δσ, (64.9)

with Figure 64.2 providing an example with finitely thick layers. For example, if σ = b(x, y, z, t)
(buoyancy or potential density as in isopycnal models), then the thickness of a buoyancy layer is
given by

δz =
∂z

∂σ
δb = N−2 δb, (64.10)

with

N2 =
∂b

∂z
(64.11)

the squared buoyancy frequency (Section 30.6) in a Boussinesq fluid (Chapter 29). For a
hydrostatic fluid using pressure as the vertical coordinate, the thickness of a pressure layer is

δz =
∂z

∂p
δp = − 1

ρ g
δp (64.12)
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where we used the hydrostatic relation (Section 27.2)

∂p

∂z
= −ρ g (64.13)

with g the constant acceleration due to effective gravity. Note that we assume the layer thickness
is positive, δz > 0. For this purpose, with hydrostatic pressure we might choose to consider
negative pressure increments, δp < 0, as this corresponds to vertically upward movement in a
fluid column.

64.3 The dia-surface transport
In this section we develop the concept of dia-surface transport and derive its expression in terms
of the material time derivative of the GVC surface.

64.3.1 Flow normal to the GVC surface
At an arbitrary point on a surface of constant generalized vertical coordinate (see Figure 64.3),
the rate at which fluid moves in the direction normal to the surface is given by

rate of fluid flow in direction n̂ = v · n̂, (64.14)

where

n̂ =
∇σ
|∇σ| , (64.15)

is the surface unit normal. Two examples are useful to ground this expression in common
experience. For the ocean free surface, σ = z − η(x, y, t) = 0, the unit normal takes the form

n̂ =
∇ (z − η)
|∇ (z − η)| =

ẑ −∇η√
1 + |∇η|2

, (64.16)

whereas at the solid Earth bottom, σ = z − ηb(x, y) = 0,

n̂ = − ∇ (z − ηb)
|∇ (z − ηb)|

= − ẑ −∇ηb√
1 + |∇ηb|2

. (64.17)

Introducing the material time derivative

Dσ

Dt
=
∂σ

∂t
+ v · ∇σ (64.18)

to equation (64.14) leads to the identity

v · n̂ =
1

|∇σ|

[
Dσ

Dt
− ∂σ

∂t

]
. (64.19)

Hence, the component to the velocity of a fluid particle that is normal to a GVC surface is
proportional to the difference between the material time derivative of the surface coordinate and
its partial time derivative.

64.3.2 Accounting for movement of the surface
A generalized vertical coordinate surface is generally moving. So to diagnose the net transport
of fluid penetrating the surface requires us to subtract the velocity of the surface, v(σ), from the
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Figure 64.3: A surface of constant generalized vertical coordinate, σ = constant, within a fluid. The normal
direction, n̂ = ∇σ/|∇σ|, points in the direction of increasing σ. We show an example velocity vector for a fluid
particle, v, at a point on the surface as well as the velocity, v(σ), of a point that lives on the surface. Note
that kinematics is only concerned with the normal component to the surface velocity, v(σ) · n̂, as per equation
(64.25). We require dynamical information to obtain information about the tangential component of v(σ), but
such information is not required for this chapter. Following equation (64.30), the horizontal projection of the
surface area element is given by dA = | cosϑ| dS, where ϑ is the angle between the surface and the horizontal and
dA = dxdy.

velocity of a fluid particle. We are thus led to

rate that fluid crosses a moving GVC surface = n̂ · (v − v(σ)). (64.20)

We next develop a kinematic property of the surface velocity, or more precisely the normal
component to that velocity. For that purpose, consider an infinitesimal increment in both space
and time under which σ undergoes an infinitesimal change

δσ = δx · ∇σ + δt ∂tσ. (64.21)

Now restrict attention to a point fixed on a constant σ surface, in which

δσ = δx(σ) · ∇σ + δt ∂tσ = 0, (64.22)

where δx(σ) is a differential increment following the moving surface. We define the velocity of
that point as

v(σ) =
δx(σ)

δt
, (64.23)

in which case equation (64.22) implies that at each point within the fluid,

∂σ

∂t
+ v(σ) · ∇σ = 0. (64.24)

We can likewise write this equation as one for the normal component of the surface velocity

v(σ) · n̂ = − 1

|∇σ|
∂σ

∂t
. (64.25)

Hence, we reach the sensible result that the normal component to the velocity of the surface
vanishes when the surface is static.
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64.3.3 We only care about divergent surface motion

For the kinematics of fluid motion relative to a surface of constant generalized vertical coordinates,
we are only concerned with the normal component to the surface velocity, v(σ) · n̂. That is, we
are only concerned with divergent motion of the surface, defined as motion parallel to the surface
normal direction, n̂. We have no concern for rotational or tangential motion, which is motion
perpendicular to n̂. Even so, some authors, by fiat, choose to set to zero the tangential component
of the surface motion. In fact, specification of the tangential surface velocity component is
generally not available without extra information about the surface motion, nor is its specification
necessary for developing kinematic properties of fluid motion relative to arbitrary generalized
vertical coordinate surfaces. Hence, we make no statement about tangential motion of the
surface.

64.3.4 Cross GVC transport in terms of GVC material evolution

Using expression (64.25) in equation (64.20) leads to the net flux of fluid crossing the GVC
surface

n̂ · (v − v(σ)) = 1

|∇σ|
Dσ

Dt
. (64.26)

The material time derivative of the GVC surface thus vanishes if no fluid crosses the surface.
Notably, this result holds for motion of the fluid as defined by the barycentric velocity, v, of
Section 20.1.2. For multi-component fluids, σ̇ = 0 can still, in principle, be associed with trace
matter exchange across the surface via diffusion so long as the net matter crossing the surface is
zero. But this situation is rather fine tuned and thus unlikely. Additionally, matter diffusion
also occurs with heat diffusion, in which case σ̇ = 0 only occurs in the absence of both matter
and heat diffusion, which then means that σ is a material surface.

64.3.5 Defining the dia-surface transport

The area normalizing the volume flux in equation (64.26) is the area dS of an infinitesimal patch
on the surface of constant generalized vertical coordinate with outward unit normal n̂. We now
follow the trigonometry discussed in Section 63.17 to introduce the horizontal projection of this
area, dA, which is more convenient to work with for many purposes. So long as the vertical
stratification remains non-zero (∂σ/∂z ̸= 0) we can write the area factor in the form

dS

|∇σ| =
dS√

(∂σ/∂x)2 + (∂σ/∂y)2 + (∂σ/∂z)2
(64.27a)

=
dS

|∂σ/∂z|
√
[(∂σ/∂x)/(∂σ/∂z)]2 + [(∂σ/∂y)/(∂σ/∂z)]2 + 1

(64.27b)

=
dS

|∂σ/∂z|
√
1 + tan2 ϑ

(64.27c)

=

∣∣∣∣∂z∂σ
∣∣∣∣ | cosϑ| dS (64.27d)

=

∣∣∣∣∂z∂σ
∣∣∣∣dA. (64.27e)

The equality (64.27c) introduced the angle, ϑ, between the boundary surface and the horizontal
plane. The squared slope of this surface given by (see Section 63.12)

tan2 ϑ =
∇hσ · ∇hσ
(∂σ/∂z)2

= ∇hσz · ∇hσz. (64.28)
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The equality (64.27d) made use of a trigonometric identity so that

| cosϑ|−1 = |zσ∇σ|. (64.29)

Furthermore, the equality (64.27e) introduced the horizontal projection of the area,

dA = | cosϑ| dS. (64.30)

We now introduce the dia-surface velocity component for the GVC coordinate

w(σ̇) =
∂z

∂σ

Dσ

Dt
= zσ σ̇, (64.31)

which measures the volume of fluid passing through the surface, per unit horizontal area, per
unit time

w(σ̇) ≡ n̂ · (v − v(σ)) dS
dA

(64.32)

=
(volume/time) fluid through surface

horizontal area of surface
, (64.33)

so that

w(σ̇) dA ≡ n̂ · (v − v(σ)) dS. (64.34)

The velocity component w(σ̇) is referred to as the dia-surface velocity component since it measures
flow rate of fluid through the surface. We can think of w(σ̇) as the “vertical” velocity which,
when multiplied by the horizontal area element, measures the transport of fluid that crosses the
surface in the normal direction.

64.3.6 Expressions for the dia-surface velocity component

Making use of various identities derived above, as well as the transformation of partial derivative
operators in Section 63.12, allows us to write the dia-surface velocity component in the following
equivalent forms

w(σ̇) =
∂z

∂σ

Dσ

Dt
(64.35a)

=
∂z

∂σ
|∇σ| n̂ · (v − v(σ)) (64.35b)

=
∂z

∂σ
∇σ · v − ∂z

∂σ
|∇σ| n̂ · (v − v(σ)) (64.35c)

= (ẑ −∇hσz) · v +
∂z

∂σ

∂σ

∂t
(64.35d)

= (ẑ −∇hσz) · v −
∂z

∂t
(64.35e)

= w − (∂t + u · ∇hσ)z, (64.35f)

where ∂z/∂t = (∂z/∂t)σ is the time derivative for the depth of the σ surface. We also made use
of the identity (see equations (63.34b) and (63.34c))

∇hσz = −zσ∇hσ (64.36)
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to express the slope of the σ surface as projected onto the horizontal direction plane, as well as
the corresponding identity (63.34a) for the time derivative[

∂z

∂t

]
σ

= − [∂σ/∂t]z
[∂σ/∂z]

. (64.37)

The form given by equation (64.35f) directly relates the vertical component to the fluid
particle velocity to the dia-surface velocity component

w =
Dz

Dt
←→ w(σ̇) =

∂z

∂σ

Dσ

Dt
= w − (∂t + u · ∇hσ)z. (64.38)

When the GVC surface is static, so that it occupies a constant vertical position ∂z/∂t = 0, then
the dia-surface velocity component reduces to

w(σ̇) = w − u · ∇hσz static surface, (64.39)

whereas if the GVC surface is flat, then the dia-surface velocity component measures the flux of
fluid moving vertically relative to the motion of the GVC surface. Finally, if the surface is flat
and static, the dia-surface velocity component becomes the vertical velocity component

w(σ̇) = w =
Dz

Dt
GVC surface static and flat, (64.40)

which is the case for the geopotential vertical coordinate. This relation reveals the kinematic
distinction between w and w(σ̇), with the two differing in the presence of GVC transients and
horizontal velocities that project onto a non-horizontal GVC surface. Equation (64.35f) thus
offers a useful means to distinguish w from w(σ̇).

64.3.7 An alternative definition of dia-surface velocity component
In some literature presentations, the dia-surface velocity component is taken to be

wdia = n̂ · (v − v(σ)) = 1

|∇σ|
Dσ

Dt
. (64.41)

For example, Groeskamp et al. (2019) prefer this definition for watermass analysis. As seen in
Chapter 73, the reason to prefer expression (64.41) for watermass analysis is that we do not wish
to assume vertically stable stratification for surfaces of constant σ. Dropping that assumption
allows us to consider transformation between arbitrarily oriented elements of seawater, even
those that are gravitationally unstable.

64.3.8 Area integrated dia-surface transport for non-divergent flows
We close this section by further emphasizing the distinction in time dependent flows between
dia-surface transport and flow normal to a surface. For this purpose consider a non-divergent
flow whereby ∇ · v = 0. Non-divergence means that for any closed surface within the fluid
interior, the following identity holds via the divergence theorem

0 =

ˆ
R

∇ · v dV =

˛
∂R
n̂ · v dS. (64.42)

Notably, only in the case of a static surface do we conclude there is no net flow across the surface
(see Exercise 21.6). For surfaces that move, there is generally a nonzero net dia-surface transport.
We clarify this rather puzzling statement in the following.

CHAPTER 64. KINEMATIC EQUATIONS page 1829 of 2158



64.3. THE DIA-SURFACE TRANSPORT

� = const
<latexit sha1_base64="a0J6WVYwyXTYsipsUMfhu3LYyG0=">AAACAHicbVDLSsNAFJ34rPUVdeHCzWARXJWkCroRim5cVrAPaEKZTCft0HmEmYlYQjb+ihsXirj1M9z5N07bLLT1wIXDOfdy7z1Rwqg2nvftLC2vrK6tlzbKm1vbO7vu3n5Ly1Rh0sSSSdWJkCaMCtI01DDSSRRBPGKkHY1uJn77gShNpbg344SEHA0EjSlGxko99zDQdMARvIJZwCP5mGEptMnznlvxqt4UcJH4BamAAo2e+xX0JU45EQYzpHXX9xITZkgZihnJy0GqSYLwCA1I11KBONFhNn0ghydW6cNYKlvCwKn6eyJDXOsxj2wnR2ao572J+J/XTU18GWZUJKkhAs8WxSmDRsJJGrBPFcGGjS1BWFF7K8RDpBA2NrOyDcGff3mRtGpV/6xauzuv1K+LOErgCByDU+CDC1AHt6ABmgCDHDyDV/DmPDkvzrvzMWtdcoqZA/AHzucP9yyWqA==</latexit>

ℛ

Figure 64.4: A constant GVC surface, σ = constant, within an ocean basin that intersects the bottom. The
region R is bounded above by the σ surface and below by the solid-earth. Along the constant σ surface a
non-divergent flow satisfies

´
σ=const

n̂ · v dS = 0.

As a specific example, consider a fluid region such as shown in Figure 64.4, which is bounded
by the solid-earth bottom and a constant GVC surface. Since the solid-earth bottom is static and
there is no-normal flow through the bottom, the identity (64.42) means that the area integrated
flow normal to the GVC vanishes ˆ

σ=const

n̂ · v dS = 0. (64.43)

But what does this identity imply about the area integrated dia-surface velocity? For the case
of a geopotential vertical coordinate, σ = z, it means that the area integrated vertical velocity
vanishes across any geopotential surface below the ocean free surface,

´
z=const

w dA = 0 (see
Exercise 21.6). What about other GVCs?

To address this question consider the general result

ˆ
σ=const

n̂ · (v − v(σ)) dS =

ˆ
σ=const

wdia dS =

ˆ
σ=const

w(σ̇) dA, (64.44)

where again dA = dx dy. Now make use of the property (64.43) for non-divergent flows as well
as the identity (64.25) to render

ˆ
σ=const

w(σ̇) dA = 0−
ˆ
σ=const

n̂ · v(σ) dS (64.45a)

=

ˆ
σ=const

∂σ/∂t

|∇σ| dS (64.45b)

=

ˆ
σ=const

∂σ

∂t

∣∣∣∣∂z∂σ
∣∣∣∣ dA (64.45c)

= −
ˆ
σ=const

[
∂z

∂t

]
σ

dA. (64.45d)

The final equality holds if ∂z/∂σ > 0, whereas we swap signs when the vertical stratification is
∂z/∂σ < 0. We can go one further step by noting that the time derivative is computed with σ
constant, as is the horizontal area integral. Hence, we can pull the time derivative outside the
integral to render ˆ

σ=const

w(σ̇) dA = −
[
∂

∂t

]
σ

ˆ
σ=const

z dA. (64.46)

This identity means that for a non-divergent flow, the integrated dia-surface transport across
the GVC surface equals to minus the time tendency for the area integrated vertical position of
that surface. Hence, there is an area integrated dia-surface transport across the GVC surface so
long as there is a volume change for the region beneath the surface.

For the case of an isopycnal surface in an adiabatic fluid, there is no change in the volume
beneath any interior isopycnal since no flow crosses the isopycnal, in which case we recover the
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expected result
´
σ=const

w(σ̇) dA = 0. However, this result does not hold for other coordinates,
such as the rescaled vertical coordinate, σ = z∗ defined by equation (64.112). In this case

z∗ = H
z − η
H + η

(64.47a)

∂z

∂z∗
= 1 +H/η > 0 (64.47b)[

∂z

∂t

]
z∗

=
∂η

∂t
(1 + z∗/H), (64.47c)

so that ˆ
z∗=const

w(ż∗) dA =

ˆ
z∗=const

(∂η/∂t) (1 + z∗/H) dA, (64.48)

which is generally nonzero. For example, consider a flat bottom so that

ˆ
z∗=const

w(ż∗) dA = (1 + z∗/H)

ˆ
z∗=const

(∂η/∂t) dA = (1 + z∗/H)

ˆ
z∗=const

(Qm/ρo) dA, (64.49)

where Qm is the surface mass flux and we made use of the free surface equation (21.81) holding
for a non-divergent flow. In this case the area integrated dia-surface transport across a z∗ surface
is proportional to the area integrated surface mass flux.

64.4 Material time derivative

The expression (64.31) for w(σ̇) brings the material time derivative operator into the following
equivalent forms

D

Dt
=

[
∂

∂t

]
z

+ u · ∇h + w
∂

∂z
(64.50a)

=

[
∂

∂t

]
σ

+ u · ∇hσ +
Dσ

Dt

∂

∂σ
(64.50b)

=

[
∂

∂t

]
σ

+ u · ∇hσ + w(σ̇) ∂

∂z
. (64.50c)

Note that the chain-rule means that

∂

∂σ
=
∂z

∂σ

∂

∂z
, (64.51)

thus providing a relationship between the two vertical coordinate partial derivatives. Furthermore,
recall that subscripts in the above derivative operators denote variables held fixed when taking
the partial derivatives.

We highlight the special case of no fluid particles crossing the generalized coordinate surface.
This sitution occurs in the case of adiabatic flows with σ equal to the buoyancy or isopycnal
coordinate. For adiabatic flow, the material time derivative in equation (64.50c) only has a
horizontal two-dimensional advective component, u · ∇hσ. This result should not be interpreted
to mean that the fluid particle velocity in an adiabatic flow is strictly horizontal. Indeed, it
generally is not, as the form given by equation (64.50a) makes clear. Rather, it means that the
advective transport of fluid properties occurs along surfaces of constant buoyancy, and such
transport is measured by the convergence of horizontal advective fluxes as measured along these
constant buoyancy surfaces.
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64.5 Vertical velocity and dia-surface velocity
Making use of the material time derivative operator (64.50c) affords us an opportunity to
emphasize both the differences and similarities between the vertical velocity component and the
dia-surface velocity component. Namely, the vertical velocity component takes on the equivalent
forms

w =
Dz

Dt
=

[
∂z

∂t

]
σ

+ u · ∇hσz + w(σ̇) =
∂z

∂σ

[
−∂σ
∂t
− u · ∇hσ +

Dσ

Dt

]
, (64.52)

and the corresponding expressions for the dia-surface velocity component are given by

w(σ̇) =
∂z

∂σ

Dσ

Dt
=
∂z

∂σ

[
∂σ

∂t
+ u · ∇hσ + w

∂σ

∂z

]
= −

[
∂z

∂t

]
σ

− u · ∇hσz + w. (64.53)

Whereas the vertical velocity component, w, measures the transport crossing z surfaces, which are
static and horizontal, the dia-surface velocity component, w(σ̇), measures the transport crossing
σ surfaces, which are generally moving and sloped. It is notable that the area normalization
used in equation (64.33) for the dia-surface velocity component means that it appears only in
the expression for the vertical velocity. However, as we will see in the following, the appearance
of w(σ̇) in the w equation does not necessarily mean that w(σ̇) corresponds to vertical particle
motion. Instead, when it arises from mixing, w(σ̇) can lead to vertical motion of the σ surface
while maintaining a fixed position for the fluid particle.

64.5.1 Decomposing the vertical velocity
The expression

w =

[
∂z

∂t

]
σ

+ u · ∇hσz + w(σ̇) (64.54)

decomposes the vertical velocity of a fluid particle into (i) changes to the vertical position of the
σ-surface at a particular horizontal point, (ii) lateral particle motion projected onto a sloped
σ-surface, (iii) motion that crosses a σ-surface. Importantly, the three terms are coupled. For
example, consider the case of σ defined by isopycnals, in which case irreversible mixing (w(σ̇) ̸= 0)
changes the configuration of σ surfaces by changing both their height, (∂z/∂t)σ, and slope ∇hσz.

64.5.2 Another form of the vertical velocity decomposition

Consider the velocity for a point on the surface, v(σ), which satisfies (Section 64.3.2)

∂σ

∂t
+ v(σ) · ∇σ = 0. (64.55)

Making use of the triple product identities from Section 63.5

∂z

∂σ
∇σ = −∇hσz + ẑ and

∂z

∂σ

[
∂σ

∂t

]
z

= −
[
∂z

∂t

]
σ

(64.56)

brings equation (64.55) into the form[
∂z

∂t

]
σ

= (ẑ −∇hσz) · v(σ) =⇒ ẑ · v(σ) =
[
∂z

∂t

]
σ

+ u(σ) · ∇hσz, (64.57)

where u(σ) is the horizontal component to the surface velocity v(σ). This equation shows that
the vertical component to the σ-surface velocity is given by the sum of the changes to the vertical
position of the surface plus the projection of the horizontal motion of the surface onto the slope
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of the surface. Additionally, even if the σ-surface has no component of velocity in the vertical,
the depth of the σ-surface measured at a horizontal point generally changes if the surface is
sloped and moves horizontally pass that point[

∂z

∂t

]
σ

= −u(σ) · ∇hσz if ẑ · v(σ) = 0. (64.58)

Returning to the general result (64.57) allows us to write[
∂z

∂t

]
σ

+ u · ∇hσz = ẑ · v(σ) + (u− u(σ)) · ∇hσz. (64.59)

Furthermore, return to the fundamental definition of the dia-surface velocity component detailed
in Section 64.3, in which we showed that

w(σ̇) =
∂z

∂σ

Dσ

Dt
=
∂z

∂σ
∇σ · (v − v(σ)) = (−∇hσz + ẑ) · (v − v(σ)). (64.60)

This expression, along with equation (64.59), leads to the rather elaborate decomposition of the
vertical velocity component according to motion of a generalized vertical coordinate surface

w =
[
ẑ · v(σ) + (u− u(σ)) · ∇hσz

]
︸ ︷︷ ︸

(∂t+u·∇hσ)z

+
[
ẑ · v − ẑ · v(σ) − (u− u(σ)) · ∇hσz

]
︸ ︷︷ ︸

w(σ̇)

. (64.61)

Terms in the first bracket compute vertical particle motion relative to the σ-surface. The
dia-surface contribution from the second bracket removes the contribution from σ-surface motion
to leave just the vertical motion of the particle. All terms on the right hand side cancel, except
for ẑ · v = w, thus trivially revealing w = w. The decomposition of w is rather pedantic when
viewed in the unpacked form of equation (64.61). Even so, let us consider some special cases to
offer further interpretation.

• no horizontal contribution: Consider the case where the horizontal velocity of a fluid
particle matches that of the σ-surface: u = u(σ). Alternatively, consider the case with flat
σ-surfaces so that ∇hσz = 0. In either case the vertical velocity is given by

w =
[
ẑ · v(σ)

]
︸ ︷︷ ︸
(∂t+u·∇hσ)z

+
[
ẑ · (v − v(σ))

]
︸ ︷︷ ︸

w(σ̇)

. (64.62)

The first contribution is from vertical motion of the σ-surface. The second contribution
adjusts for the vertical motion of the particle relative to the σ-surface, leaving behind just
the vertical motion of the particle. This rather trivial case exemplifies the contributions
from the two pieces of the vertical velocity.

• zero vertical particle motion: Consider the case where w = 0 so that

w = 0 (64.63a)

=

[
∂z

∂t

]
σ

+ u · ∇hσz + w(σ̇) (64.63b)

=
[
ẑ · v(σ) + (u− u(σ)) · ∇hσz

]
︸ ︷︷ ︸

(∂t+u·∇hσ)z

+
[
−ẑ · v(σ) − (u− u(σ)) · ∇hσz

]
︸ ︷︷ ︸

w(σ̇)

. (64.63c)

The final expression is trivial since each term in one bracket identically cancels terms in
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the other bracket. The penultimate expression reveals the balance between dia-surface
transport and motion relative to the σ surface

−w(σ̇) =

[
∂z

∂t

]
σ

+ u · ∇hσz if w = 0. (64.64)

A particularly simple realization of this balance holds for σ given by isopycnals and where
the isosurfaces are horizontal. In the presence of uniform mixing, the flat isopycnals
stay flat and there is correspondingly no vertical motion of fluid particles even as the
vertical stratification is modified. In contrast, the vertical position of an isopycnal surface
changes according to the dia-surface velocity component (∂z/∂t)σ = −w(σ̇) ̸= 0. This case
illustrates that w(σ̇) ̸= 0 can still occur even when there is zero fluid particle motion since
w(σ̇) ̸= 0 can arise from motion of a σ-surface alone.

64.6 The velocity vector and fluid particle trajectories
Recall from Section 64.5 the alternative forms for the vertical velocity component given by
equation (64.52). We focus on the form

w =

[
∂z

∂t

]
σ

+ u · ∇hσz + w(σ̇) (64.65)

so that the velocity vector is written1

v = u x̂+ v ŷ + w ẑ (64.66a)

= u x̂+ v ŷ +
[
(∂z/∂t)σ + u · ∇hσz + w(σ̇)

]
ẑ (64.66b)

= u [x̂+ ẑ (∂z/∂x)σ] + v [ŷ + ẑ (∂z/∂y)σ] +
[
(∂z/∂t)σ + w(σ̇)

]
ẑ. (64.66c)

To help further understand these velocity expressions we consider the following three cases, each
of which are illustrated in Figure 64.5.

v
(∂z /∂t) δt

σ(t + δt) σ(t + δt)
σ

x
z

(∂z /∂t + w( ·σ)) δt

σ(t) σ(t)

ϑ

Figure 64.5: This schematic shows the various contributions to the fluid particle velocity (red vector) when
written relative to motion of a particular generalized vertical coordinate surface. The fluid particle sits at the tail
of the velocity vector at time t and at the head at time t+ δt. The left panel is for the case of a static and material
σ-surface so that the particle remains on the σ-surface and has a velocity vector given by equation (64.68). The
slope of the σ-surface in the x̂-direction is given by tanϑ = (∂z/∂x)σ. The middle panel is for a non-steady
material σ-surface whereby the velocity of a particle takes on the form (64.69), with the particle remaining on
the moving σ-surface. The right panel shows the case of a non-steady and non-material σ-surface with velocity
(64.70). In this final case the particle position departs from the original σ-surface due to the nonzero dia-surface
velocity component, w(σ̇) ≠ 0. However, it is not known a priori whether this departure is due to particle motion
or motion of the surface. Notably, the horizontal position of the particle remains identical for each of the three
cases. It is only the vertical position that is modified according to the slope of the σ-surface (left panel), motion
of the σ-surface (middle panel), and motion crossing the σ-surface (right panel).

1As discussed in Section 63.7, we can connect these expressions to the contravariant representation of the
velocity vector using GVCs.
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• steady and material σ-surface: The velocity vector is aligned with the instantaneous
σ-surface (v ·∇σ = 0) when the σ-surface is steady (∂σ/∂t = 0) and material (Dσ/Dt = 0).
Hence, we can diagnose the vertical velocity component in terms of the horizontal via

w ∂σ/∂z = −u · ∇hσ =⇒ w = u · ∇hσz, (64.67)

where we used the triple product identities (63.34b) and (63.34c) for the final equality.
The velocity vector thus takes on the form

v = u [x̂+ ẑ (∂z/∂x)σ] + v [ŷ + ẑ (∂z/∂y)σ] ∂σ/∂t = 0 and Dσ/Dt = 0. (64.68)

In this case, the velocity vector is determined only by the horizontal velocity plus the slope
of the σ surface.

• non-steady and material σ-surface: Next consider material σ surfaces (Dσ/Dt = 0)
that move (∂tσ ̸= 0), in which case the velocity vector is

v = u [x̂+ ẑ (∂z/∂x)σ] + v [ŷ + ẑ (∂z/∂y)σ] + (∂z/∂t)σ ẑ Dσ/Dt = 0. (64.69)

To remain on the moving surface, the fluid particle must move vertically by the extra
amount (∂z/∂t)σ δt ẑ relative to the case of a static σ-surface.

• non-steady and non-material σ-surface: The general case with a non-material
and non-steady σ also requires the dia-surface velocity component, w(σ̇), which is diag-
nosed based on the material time derivative of σ and the inverse stratification, w(σ̇) =
(∂z/∂σ)Dσ/Dt :

v = u [x̂+ ẑ (∂z/∂x)σ] + v [ŷ + ẑ (∂z/∂y)σ] +
[
(∂z/∂t)σ + w(σ̇)

]
ẑ. (64.70)

The contribution w(σ̇) measures the vertical motion of the particle relative to the moving
σ-surface. Hence, the sum, (∂z/∂t)σ + w(σ̇), measures the vertical motion of the particle
relative to a fixed origin. As emphasized in Section 64.5, a non-zero w(σ̇) arises from
motion of the fluid particle relative to the σ-surface, and this relative motion does not
necessarily mean that the particle moves; e.g., recall the example discussed in Section
64.5.2 with a static particle and moving σ-surface.

64.7 Subduction across the mixed layer base

Consider the generalized vertical coordinate defined according to the mixed layer base as in
equation (64.3). The dia-surface mass transport across this surface leads us to define the
subduction

−S(subduction) ≡ ρdA
[
D(z − ηmld)

Dt

]
at z = ηmld(x, y, t), (64.71)

where the mass transport S(subduction) (dimensions of mass per time) is positive for fluid moving
downward beneath the mixed layer base into the pycnocline (subduction) and negative for water
moving into the mixed layer (obduction). The area element dA is the horizontal projection of
the area on the mixed layer base. Expanding the material time derivative leads to

−
[
S(subduction)

ρdA

]
= w − [∂t + u · ∇] ηmld at z = ηmld(x, y, t), (64.72)
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where again we define

S(subduction) > 0 subduction (64.73)

S(subduction) < 0 obduction. (64.74)

We illustrate this definition in Figure 64.6, and note that this definition is consistent with that
introduced by Cushman-Roisin (1987).
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z = ⌘(mld)(x, y, t)

Figure 64.6: Illustrating the subduction rate as defined by equation (64.72), which measures the mass transport
acrros the base of the ocean mixed layer. When water enters the ocean interior, S(subduction) > 0, and we say that
water subducts from the mixed layer to the ocean interior. Conversely, when water enters the mixed layer from
below, S(subduction) < 0 and we say that water is obducted from the interior to the mixed layer.

64.8 Mass continuity

We here derive the Eulerian expression for mass continuity (19.6) using generalized vertical
coordinates. We then specialize to non-divergent flows, in which mass conservation is converted
to volume conservation. To start, recall that mass conservation for a fluid element states that

ρ δV = ρ δx δy δz = ρ δx δy zσ δσ (64.75)

is constant following a fluid element.2 To develop the Eulerian expressions we first consider the
case of Cartesian coordinates.

64.8.1 Cartesian coordinates

Consider the expression
1

ρ δV

D(ρ δV )

Dt
=

1

ρ

Dρ

Dt
+

1

δV

D(δV )

Dt
. (64.76)

Now make use of Cartesian coordinates to write the volume

1

δV

D(δV )

Dt
=

1

δx δy δz

D(δx δy δz)

Dt
(64.77a)

=
1

δx

D(δx)

Dt
+

1

δy

D(δy)

Dt
+

1

δz

D(δz)

Dt
(64.77b)

=
δu

δx
+
δv

δy
+
δw

δz
(64.77c)

= ∇ · v. (64.77d)

Setting D(ρ δV )/Dt = 0 leads to the familiar expression for the continuity equation

Dρ

Dt
= −ρ∇ · v. (64.78)

2Recall that we write δ as an infinitesimal increment following a fluid element.
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64.8.2 Generalized vertical coordinates

We follow the above procedure but now with generalized vertical coordinates so that

1

δV

D(δV )

Dt
=

1

δx δy zσ δσ

D(δx δy zσ δσ)

Dt
(64.79a)

=
1

δx

D(δx)

Dt
+

1

δy

D(δy)

Dt
+

1

zσ

D(zσ)

Dt
+

1

δσ

D(δσ)

Dt
(64.79b)

=
δu

δx
+
δv

δy
+

1

zσ

D(zσ)

Dt
+
δ(σ̇)

δσ
(64.79c)

= ∇hσ · u+
1

zσ

D(zσ)

Dt
+
∂σ̇

∂σ
(64.79d)

where we introduced the shorthand σ̇ = Dσ/Dt. Note that we set

δu

δx
+
δv

δy
= ∇hσ · u (64.80)

since we are working with generalized vertical coordinates so that we consider infinitesimal
displacements occurring on constant σ surfaces. We are thus led to

1

ρ δV

D(ρ δV )

Dt
= ∇hσ · u+

1

zσ

Dzσ
Dt

+
∂σ̇

∂σ
+

1

ρ

Dρ

Dt
= 0. (64.81)

Now use the material time derivative in the form (64.50b) to derive the Eulerian expression of
mass conservation

∂(ρ zσ)

∂t
+∇hσ · (ρ zσu) +

∂(ρ zσ σ̇)

∂σ
= 0, (64.82)

where the time derivative is computed holding σ fixed. We can furthermore introduce the
dia-surface velocity component

w(σ̇) = zσ σ̇ (64.83)

so that mass continuity takes the form

∂(ρ zσ)

∂t
+∇hσ · (ρ zσu) +

∂(ρw(σ̇))

∂σ
= 0. (64.84)

Alternatively, we can reintroduce the material time derivative operator to write the mass
continuity equation (64.82) in the form

1

ρ zσ

D(ρ zσ)

Dt
= −(∇hσ · u+ ∂σ̇/∂σ), (64.85)

where we used equation (64.50b) to write

D

Dt
=

[
∂

∂t

]
σ

+ u · ∇hσ + σ̇
∂

∂σ
. (64.86)

64.9 Layer integrated mass continuity

The formulation thus far has been continuous, with the only assumption made that the specific
thickness, h = ∂z/∂σ, is single signed. We here consider a discrete increment in the generalized
vertical coordinate,

σ − δσ/2 ≤ σ′ ≤ σ + δσ/2, (64.87)

CHAPTER 64. KINEMATIC EQUATIONS page 1837 of 2158



64.9. LAYER INTEGRATED MASS CONTINUITY

and formulate the mass budget over this layer whose thickness is given by

h ≡
ˆ z(σ+δσ/2)

z(σ−δσ/2)
dz =

ˆ σ+δσ/2

σ−δσ/2

∂z

∂σ
dσ, (64.88)

and whose mass per horizontal area is

δm =

ˆ z(σ+δσ/2)

z(σ−δσ/2)
ρdz =

ˆ σ+δσ/2

σ−δσ/2
ρ zσ dσ = ρ h, (64.89)

where ρ is the layer averaged density. Note that for Boussinesq fluids the mass per area equals
to the layer thickness times the reference density

δm = ρo h Boussinesq. (64.90)

As defined by equation (64.88) and illustrated in Figure 64.2, the thickness of a layer is
relatively large in regions where ∂σ/∂z is small; i.e., in regions where σ is weakly stratified in
the vertical. Conversely, the layer thickness is relatively small where the vertical stratification
is large. Furthermore, if the specific thickness is negative, then the layer thickness remains
positive by choosing δσ < 0. For example, in a stably stratified fluid with σ given by potential
density, ∂σ/∂z = −(g/ρo)N2 < 0 so that we take δσ < 0 to move vertically upward in the water
column to regions of lower potential density. The same situation holds when σ is the hydrostatic
pressure in which ∂p/∂z = −ρ g (Section 64.9.2).

The formulation in this section, and its companion for tracers in Section 64.10, holds across
all generalized vertical coordinates, even incorporating the trivial case of geopotential coordinates
(σ = z) whereby the specific thickness is unity. Application of the resulting layer integrated
kinematics include the development of discrete equations for numerical layered models (see
Griffies et al. (2020) for a review), as well as the shallow water models discussed in Part VI of
this book.

64.9.1 Compressible fluids

Performing a layer integral of the specific thickness equation (64.84) renders

ˆ σ+δσ/2

σ−δσ/2

[
∂(ρ zσ)

∂t
+∇hσ · (ρ zσu) +

∂(ρw(σ̇))

∂σ

]
dσ = 0. (64.91)

The dia-surface term integrates to a finite difference across the layer

ˆ σ+δσ/2

σ−δσ/2

[
∂(ρ zσ)

∂t
+∇hσ · (ρ zσu)

]
= −∆σ(ρw

(σ̇)), (64.92)

where we introduced the dimensionless finite difference operator for properties defined at the
layer interface

∆σ(A) = A(σ + δσ/2)−A(σ − δσ/2). (64.93)

The time derivative and horizontal space derivative commute with the layer integral, since the
limits are specified fixed values for the layer increment, δσ, and the derivatives are computed
with σ fixed. Hence, layer mass continuity takes the form[

∂

∂t

]
σ

ˆ σ+δσ/2

σ−δσ/2
ρ zσ dσ +∇hσ ·

ˆ σ+δσ/2

σ−δσ/2
ρu zσ dσ = −∆σ(ρw

(σ̇)). (64.94)
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The first term involves the layer averaged density times the layer thickness as per equation
(64.89). The second term involves the layer averaged density-weighted velocity, which is the
layer averaged horizontal mass flux

ˆ σ+δσ/2

σ−δσ/2
ρu zσ dσ = h ρu. (64.95)

We are thus led to the layer integrated continuity equation[
∂(h ρ)

∂t

]
σ

+∇hσ · (h ρu) + ∆σ(ρw
(σ̇)) = 0. (64.96)

When evolving the fields in a discrete numerical model, we have information only about
layer averaged fields. So how do we estimate the depth average of the horizontal advective flux,
ρu, appearing in equation (64.96)? One method interprets all fields as their layer averaged
values so that ρu = ρu, thus considering uncomputed sub-layer correlations ρ′ u′ as part of
the truncation error. Alternately, we note that compressible hydrostatic flows can be described
by a pressure-based vertical coordinate in which case the layer mass per horizontal area is
proportional to a prescribed increment in pressure

δm =

ˆ σ+δσ/2

σ−δσ/2
ρ zσ dσ = ρ h = −g−1 δp. (64.97)

Correspondingly, the layer integrated horizontal mass flux equals to the mass increment times
the pressure-layer averaged velocity

ˆ σ+δσ/2

σ−δσ/2
ρu zσ dσ = −g−1

ˆ p+δp/2

p−δp/2
udp = −g−1 u δp = h ρu. (64.98)

With either of the above two methods, we are led to the same layer integrated continuity equation,
which we write in the generic form that drops overbars[

∂(h ρ)

∂t

]
σ

+∇hσ · (h ρu) + ∆σ (ρw
(σ̇)) = 0. (64.99)

We illustrate contributions to this layer mass budget in Figure 64.7.

h

ρ w( ·σ)

σ + δσ/2

σ − δσ/2

ρ w( ·σ)

ρ h u

Figure 64.7: Illustrating the terms contributing to changes in layer mass according to the layer integrated
continuity equation (64.99). The discrete layer is shown here with bounding interfaces at σ − δσ/2 and σ + δσ/2.
Within a layer there is a horizontal redistribution due to horizontal advective transport. Additionally, matter can
cross the layer due to dia-surface transport via w(σ̇).
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64.9.2 Mass continuity using pressure coordinates

Let us here consider in some detail the special case of pressure coordinates in a hydrostatic fluid,
and thus derive mass continuity using these coordinates.

Method I

The thickness of a hydrostatic pressure layer (equation (64.88)) takes on the following form

h =

ˆ p+δp/2

p−δp/2

∂z

∂p
dp = −

ˆ p+δp/2

p−δp/2

dp

ρ g
, (64.100)

so that its mass per unit area is

ˆ p+δp/2

p−δp/2
ρ
∂z

∂p
dp = −δp/g. (64.101)

The mass continuity equation (64.99) thus becomes

∂(δp)

∂t
+∇hp · (u δp) + ∆p (ṗ) = 0. (64.102)

The partial time derivative vanishes since it is computed by holding pressure fixed so that the
pressure increment has a zero time tendency[

∂(δp)

∂t

]
p

= 0. (64.103)

Likewise, ∇hp (δp) = 0. Thus, we can divide by δp to render the continuity equation

∇hp · u+
∂ṗ

∂p
= 0 compressible hydrostatic. (64.104)

This equation is isomorphic to the continuity equation for non-divergent flows written using
geopotential coordinates

∇h · u+
∂ż

∂z
= ∇h · u+

∂w

∂z
0 non-divergent flow, (64.105)

where w = ż is the vertical component to the velocity vector. For both pressure coordinates,
describing non-Boussinesq fluids, and depth coordinates, describing Boussinesq fluids, the
continuity equation is a diagnostic relation (i.e., no time derivatives) rather than prognostic (i.e.,
containing time derivatives).

Method II

For the second method we make use of the approach detailed in Section 64.8.2, which starts from

D(ρ δV )

Dt
= 0. (64.106)

In pressure coordinates the volume of the fluid element takes the form

δV = δx δy δz = δx δy

[
∂z

∂p

]
δp = −(ρ g)−1 δx δy δp. (64.107)
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Consequently,

0 =
D(ρ δV )

Dt
= g−1

(
D(δx δy δp)

Dt

)
, (64.108)

so that

0 =
1

δx δy δp

(
D(δx δy δp)

Dt

)
= ∇hp · u+

∂ṗ

∂p
. (64.109)

The second step made use of the isomorphism between this result and that for equation (18.140)
that holds for a geopotential vertical coordinate.

64.9.3 Non-divergent flow

Specializing to a non-divergent flow where fluid elements conserve their volume (see Chapters 21
and 29) yields the layer thickness equation

∂h

∂t
+∇hσ · (hu) + ∆σw

(σ̇) = 0. (64.110)

Further specializing to the case of zero dia-surface transport leads to

∂h

∂t
+∇hσ · (hu) = 0 no dia-surface transport. (64.111)

This case is commonly studied for adiabatic fluids using isopycnal coordinates, in which isopycnal
surfaces are material (Section 66.2).

64.9.4 Rescaled geopotential coordinates

The rescaled geopotential coordinate

z∗ =
H (z − η)
H + η

=
ηb (z − η)
ηb − η

and ηb(x, y) ≤ z∗ ≤ 0, (64.112)

is commonly used in Boussinesq ocean models, where z = η(x, y, t) is the ocean free surface and
z = ηb(x, y) = −H(x, y) is the ocean bottom. The thickness of a coordinate layer is given by

h = dz =
∂z

∂z∗
dz∗ = (1 + η/H) dz∗ = (1− η/ηb) dz∗. (64.113)

The depth integrated column thickness and depth integrated coordinate thickness are given by

ˆ η

ηb

dz = η − ηb = η +H and

ˆ z∗(η)

z∗(ηb)
dz∗ = −ηb = H. (64.114)

Correspondingly, the depth integrated thickness equation is given by the depth integrated volume
budget derived in Section 21.8

∂η

∂t
+∇ ·U + [w

(σ̇)
z∗=0 − w

(σ̇)
z∗=ηb

] = 0. (64.115)

We assume no volume flow through the ocean bottom so that w
(σ̇)
z∗=ηb

= 0, whereas

−ρow(σ̇)
z∗=0 = Qm (64.116)

is the mass flux crossing the ocean free surface (Section 19.6.3).
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64.10 Layer integrated tracer equation

h

J(σ)
ρ C w( ·σ)

σ − δσ/2

σ + δσ/2

ρ C w( ·σ)
J(σ)

h ρ C u
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Figure 64.8: Illustrating the terms contributing to changes in layer tracer content according to the layer integrated
tracer equation (64.121). The layer is shown here with bounding interfaces at σ − δσ/2 and σ + δσ/2. Within a
layer there is a redistribution of tracer due to horizontal advective and subgrid scale tracer fluxes. Additionally,
matter can cross the layer due to dia-surface transport via ρC w(σ̇) and subgrid tracer transport J(σ).

The tracer equation from Section 20.1.3 is given by

ρ
DC

Dt
= −∇ · J , (64.117)

where J is a subgrid scale flux. Now introduce the material time derivative operator in the form
(64.50b) to have

ρ

[
∂C

∂t
+ u · ∇hσC + σ̇ ∂σC

]
= −∇ · J , (64.118)

Multiplying by the specific thickness and making use of the mass conservation equation (64.84)
renders the flux-form Eulerian equation

∂(zσ ρC)

∂t
+∇hσ · (zσ ρC u) +

∂(ρC w(σ̇))

∂σ
= −

[
∇hσ · (zσ J h) +

∂(zσ∇σ · J)
∂σ

]
, (64.119)

where we made use of expression (63.99) for the subgrid scale operator. Now perform a layer
integral as detailed in Section 64.9 and use the layer mass continuity equation (64.99) to yield
the layer integrated tracer equation

∂(h ρC)

∂t
+∇hσ · (h ρC u) + ∆σ(ρC w

(σ̇)) = − [∇hσ · (hJ h) + ∆σ(zσ∇σ · J)] . (64.120)

Alternatively, we can bring all terms to the left hand side to yield

∂(h ρC)

∂t
+∇hσ · (h ρC u+ hJ h) + ∆σ(ρC w

(σ̇) + J (σ)) = 0 (64.121)

where we wrote
J (σ) = zσ∇σ · J . (64.122)

We illustrate contributions to the layer tracer budget (64.121) in Figure 64.8. Note that we
interpret these layer integrated fields and fluxes as per the discussion in Section 64.9.1.
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64.11 Overturning circulation in the meridional-σ plane
In Section 21.7 we studied the meridional-depth streamfunction, where we showed that equation
(21.73), or the equivalent form (21.78), are streamfunctions for the meridional-depth circula-
tion. Here we introduce a streamfunction defined according to generalized vertical coordinate,
σ(x, y, z, t). This generalization is useful for studying the zonally integrated circulation parti-
tioned according to σ surfaces rather than z surfaces, in particular when σ is potential density
or entropy surface. We make use of Figure 64.9 for the derivation.

As noted in Section 21.7, we can make use of the Boussinesq fluid, where the flow field is
non-divergent. Alternatively, we make use of a non-Boussinesq fluid when the flow is steady.
As shown in this section, we are afforded a meridional-σ streamfunction only when σ is time
independent.
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z = ⌘b(x, y)
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z = ⌘rock
b

<latexit sha1_base64="8ob6P/+qSEkptUN42K9IcJAi85c=">AAACSnicbVDJSgNBEO2Je9wSPXjIpTEInsKMuF2EoBePCsYISQw9nR5t0svQXSMJwxz8Gq/6H/6Av+FNvNhZDmrmQcHjvSqq6oWx4BZ8/8MrzM0vLC4trxRX19Y3NkvlrVurE0NZg2qhzV1ILBNcsQZwEOwuNozIULBm2L8Y+c0nZizX6gaGMetI8qB4xCkBJ3VLlcHZoJsG2X3alqEepG3gaoiNpv0s65aqfs0fA8+SYEqqaIqrbtnbafc0TSRTQAWxthX4MXRSYoBTwbJiO7EsJrRPHljLUUUks510/EWG95zSw5E2rhTgsfp7IiXS2qEMXack8Gj/eyMx12OWK8h1QpkntxKITjspV3ECTNHJZVEiMGg8yhD3uGEUxNARQg13z2H6SAyh4JLOWV0suiiD/8HNktuDWnBcO7o+rNbPp6EuowraRfsoQCeoji7RFWogip7RC3pFb9679+l9ed+T1oI3ndlGf1CY/wHL2bK1</latexit>

x = xrock
1
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2
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z = ⌘(x, y,�, t)

Figure 64.9: Geometry for computing the meridional streamfunction, here generalizing the meridional-depth
streamfunction geometry in Figure 21.5 to meridional-σ. The zonal boundaries are written x = x1(y, z, t) and
x = x2(y, z, t), which are generally functions of latitude and vertical position as well as time. The bottom is
written as z = ηb(x, y) and the vertical position of an arbitrary surface is written z = η(x, y, σ, t), where we
assume this surface is monotonic in the vertical. Note that for shorthand, we often find it convenient to write
z = ησ(x, y, t), particularly when suppressing the dependencies on horizontal position and time. We also display
the constant zonal positions, xrock1,2 , which are fully within the rock, as well as the bottom position, ηrockb , which is
also within the rock.

64.11.1 Overturning streamfunction
Start from equation (21.78) for the meridional-depth streamfunction, here generalized to

Ψ(y, σ, t) = −
ˆ xrock2

xrock1

[ˆ z=η(x′,y,σ,t)

ηb(x′,y)
v(x′, y, z′, t) dz′

]
dx′. (64.123)

As defined, Ψ(y, σ, t) makes use of z = η(x′, y, σ, t) for the upper bound on the vertical integral,
where η(x′, y, σ, t) is the vertical position of a generalized vertical coordinate surface with value
σ, such as depicted in Figure 64.9. In this manner, Ψ(y, σ, t), is a function of latitude, σ, and
time. Our job in the next subsection is to prove that Ψ(y, σ, t) indeed serves as a streamfunction
for the zonally integrated flow, with the zonal integral along constant σ surfaces rather than
constant z surfaces.

64.11.2 Proving that Ψ(y, σ, t) is a streamfunction
To prove that Ψ(y, σ, t) is indeed a streamfunction, we proceed much like in Section 21.7.3
for the meridional-depth streamfunction, Ψ(y, z, t), with the key new piece in the derivation
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concerning the space-time dependence of the z = η(x, y, σ, t) surface. The vertical derivative of
the streamfunction is given by

∂Ψ

∂z
= − ∂

∂z

ˆ xrock2

xrock1

[ˆ z=η(x′,y,σ,t)

ηb(x′,y)
v(x′, y, z′, t) dz′

]
dx′ (64.124a)

= −
ˆ xrock2

xrock1

[
∂

∂z

ˆ z=η(x′,y,σ,t)

ηb(x′,y)
v(x′, y, z′, t) dz′

]
dx′ (64.124b)

= −
ˆ xrock2

xrock1

v(x′, y, z = η(x′, y, σ, t)) dx′ (64.124c)

= −V (y, σ, t). (64.124d)

In these steps we used used Leibniz’s rule and noted that only the upper integration limit is a
function of z. Furthermore, the upper limit on the vertical integral is evaluated at the vertical
position of the σ surface. Hence, the zonal integral is defined while keeping the vertical position
on the σ surface rather than on a constant geopotential surface.

For the meridional derivative we have

∂Ψ

∂y
= −
ˆ xrock2

xrock1

[
∂

∂y

ˆ z=η(x′,y,σ,t)

ηb(x′,y)
v(x′, y, z′, t) dz′

]
dx′. (64.125)

Focusing on the vertical integral yields (dropping various coordinate dependencies when not
essential)

∂

∂y

ˆ z=η(x′,y,σ)

ηb(x′,y)
v(x′, y, z′) dz′ = v(ησ) ∂yησ − v(ηb) ∂yηb +

ˆ z=η(x′,y,σ)

ηb(x′,y)
∂yv(x

′, y, z′) dz′. (64.126)

Focus again on the vertical integral and make use of the non-divergence condition to yield

ˆ z=η(x′,y,σ)

ηb(x′,y)
∂yv(x

′, y, z′) dz′ = −
ˆ z=η(x′,y,σ)

ηb(x′,y)
[∂x′u(x

′, y, z′) + ∂z′w(x
′, y, z′)] dz′. (64.127)

Leibniz’s rule on the ∂x′u(x
′, y, z′) term then brings us to

∂

∂y

ˆ z=η(x′,y,σ)

ηb(x′,y)
v(x′, y, z′) dz′ = −[w(ησ)− u(ησ) · ∇ησ] + [w(ηb)− u(ηb) · ∇ηb]

− ∂

∂x

ˆ z=η(x′,y,σ)

ηb(x′,y)
u(x′, y, z′) dz′. (64.128)

Recall that w(ηb) − u(ηb) · ∇ηb = 0 from the bottom kinematic boundary condition (19.56).
Furthermore, from equation (64.35f) for the dia-surface velocity, we have

w(ησ)− u(ησ) · ∇ησ = w(σ̇) + ∂tησ. (64.129)

Bringing these results together then renders

∂Ψ

∂y
=

ˆ xrock2

xrock1

[w(σ̇)(x′, y, z = ησ) + ∂tησ] dx
′, (64.130)

where we set
u(xrock

1 ) = u(xrock
2 ) = 0. (64.131)
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We conclude that Ψ(y, σ, t) is a streamfunction for the special case where σ is time independent,
in which case

∂Ψ

∂y
=

ˆ xrock2

xrock1

w(σ̇)(x′, y, z = ησ) dx
′ =W (σ̇)(y, σ, t). (64.132)

We can understand the need for time independence since that ensures that the flow underneath
the σ surface is non-divergent, much like the case for a shallow water model in steady state (see
Chapter 35). In the literature, one can find Ψ(y, σ, t) referred to as a streamfunction even when
the flow has time dependence, in which case extra caution is needed if inferring the associated
flow patterns.
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Chapter 65

DYNAMICAL EQUATIONS

In this chapter we derive the dynamical equations for momentum, vorticity, and potential
vorticity using generalized vertical coordinates. These equations provide the foundations for
many numerical models of the atmosphere and ocean. Besides being essential for developing
methods for numerical simulations, understanding the physical and mathematical basis of these
equations supports the analysis of simulations.

reader’s guide to this chapter
We assume a working knowledge of the mathematics of generalized vertical coordinates as

detailed in Chapter 63 and the corresponding kinematics in Chapter 64. We make particular
use of the layer integrated notions introduced for mass continuity and the tracer equations in
Sections 64.9 and 64.10. We also make use of the dynamical equations derived in Chapter
24. For most purposes in this chapter we find Cartesian horizontal coordinates sufficient.
However, we note some places where spherical coordinates warrant special consideration.

65.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1847
65.1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1848
65.1.2 Mass and tracer equations . . . . . . . . . . . . . . . . . . . . . . 1848
65.1.3 Momentum equation . . . . . . . . . . . . . . . . . . . . . . . . . 1848
65.1.4 Flux-form horizontal momentum equation . . . . . . . . . . . . . 1849
65.1.5 Vector-invariant horizontal momentum equation . . . . . . . . . . 1849
65.1.6 Hydrostatic balance with constant gravitational acceleration . . . 1850

65.2 Concerning the pressure force . . . . . . . . . . . . . . . . . . . . . . . . 1850
65.2.1 Computing the horizontal pressure gradient . . . . . . . . . . . . 1851
65.2.2 Integrated pressure force on the cell faces . . . . . . . . . . . . . 1852
65.2.3 Net vertical pressure force . . . . . . . . . . . . . . . . . . . . . . 1853
65.2.4 Net horizontal pressure force . . . . . . . . . . . . . . . . . . . . 1853
65.2.5 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1853

65.3 Hydrostatic vorticity and potential vorticity . . . . . . . . . . . . . . . . 1853
65.3.1 Basic manipulations . . . . . . . . . . . . . . . . . . . . . . . . . 1854
65.3.2 Vorticity and potential vorticity equation . . . . . . . . . . . . . 1855
65.3.3 Boussinesq ocean . . . . . . . . . . . . . . . . . . . . . . . . . . . 1856

65.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1856

65.1 Equations of motion
We here derive the equations of motion based on generalized vertical coordinates. The scalar
equations were already discussed in Sections 64.8, 64.9, and 64.10, so our main focus concerns
the momentum equation.
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65.1.1 Notation
For much of this chapter we focus on the continuous formulation of the generalized vertical
coordinates. Following the discussion in Section 64.2, we encounter the specific thickness
throughout the equations

h =
∂z

∂σ
= zσ. (65.1)

Using this notation we write the dia-surface transport velocity as

w(σ̇) =
∂z

∂σ
σ̇ = h σ̇, (65.2)

and the dia-surface advection operator is

w(σ̇) ∂z = σ̇ ∂σ. (65.3)

65.1.2 Mass and tracer equations
The mass and tracer equations were derived in Sections 64.8, 64.9, and 64.10, with their
continuous vertical coordinate formulation given by

∂(ρ h)

∂t
+∇hσ · (ρ hu) + ∂σ(ρ h σ̇) = 0 (65.4a)

∂(h ρC)

∂t
+∇hσ · (h ρC u+ h Jh) + ∂σ(ρ h σ̇ C + h∇σ · J) = 0. (65.4b)

Compatibility is maintained between the mass continuity equation (65.4a) and the tracer equation
(65.4b) so long as the tracer equation reduces to the mass equation upon setting the tracer
concentration to a spatial constant. Hence, for compatibility we must have the subgrid fluxes, J ,
vanish when the tracer is a spatial constant. For example, diffusive fluxes, which are proportional
to the tracer gradient, respect this constraint. These properties originate from our discussion of
mass budgets and the barycentric velocity in Section 20.1.

65.1.3 Momentum equation
From Section 26.13, the horizontal and vertical components to the momentum equation are

ρ
Du

Dt
+ 2 ρΩ× u = −ρ∇hΦ−∇hp+ ρF h (65.5a)

ρ
Dw

Dt
= −ρ ∂Φ

∂z
− ∂p

∂z
+ ρF z. (65.5b)

The simple form of the geopotential sets Φ = g z (Section 13.10), so that the horizontal gradient
of the geopotential vanishes

Φ = g z =⇒ ∇hΦ = 0. (65.6)

However, this gradient is nonzero in the presence of astronomical tide forcing, such as discussed
in Chapter 34.

Horizontal momentum equation

We transform the horizontal derivatives from geopotential coordinates to generalized vertical
coordinates according to (see equation (63.75))

∇h = ∇hσ − (∇hσz) ∂z (65.7)

page 1848 of 2158 geophysical fluid mechanics



65.1. EQUATIONS OF MOTION

thus leading to the horizontal momentum equation

ρ
Du

Dt
+ 2 ρΩ× u = −ρ [∇hσ − (∇hσz) ∂z] Φ− [∇hσ − (∇hσz) ∂z] p+ ρF h. (65.8)

In Section 65.1.6 we present some special cases for this equation that simplify the pressure and
geopotential terms.

Vertical momentum equation

The vertical momentum equation is transformed into

ρ
Dw

Dt
= −∂σ

∂z

[
ρ
∂Φ

∂σ
+
∂p

∂σ

]
+ ρF z, (65.9)

with the hydrostatic form given by
∂p

∂σ
= −ρ ∂Φ

∂σ
. (65.10)

65.1.4 Flux-form horizontal momentum equation
Using Cartesian horizontal coordinates and generalized vertical coordinates, the horizontal
momentum equation includes a contribution from the acceleration that has a form similar to
that for a tracer (Section 64.10)

h ρ
Du

Dt
=

[
∂(h ρ u)

∂t

]
σ

+∇hσ · (h ρ uu) + ∂σ(h ρ u σ̇) (65.11a)

h ρ
Dv

Dt
=

[
∂(h ρ v)

∂t

]
σ

+∇hσ · (h ρ vu) + ∂σ(h ρ v σ̇). (65.11b)

We provide a σ subscript on the time derivative operator to signal that this derivative is taken
with σ held fixed. With spherical coordinates there are additional metric terms appearing on the
right hand side, as detailed in Section 24.3. In particular, there is a metric term that contains
the vertical velocity component, w = Dz/Dt. The appearance of w is awkward since the vertical
velocity is not naturally computed using generalized vertical coordinates. This limitation is
overcome through use of the vector-invariant velocity equation derived in Section 65.1.5.

65.1.5 Vector-invariant horizontal momentum equation
As noted in Section 24.4, the vector-invariant form of the velocity equation eliminates the metric
terms that appear in the non-Cartesian flux-form equations. The vector-invariant form is also
suited for deriving the vorticity equation (see Section 65.3). Here, we start with the material
time derivative in the form (64.50c) appropriate for generalized vertical coordinates, in which
case the horizontal acceleration is given by

Du

Dt
=

[
∂u

∂t

]
σ

+ (u · ∇hσ)u+ (σ̇ ∂σ)u. (65.12)

Now make use of the vector identity (see Section 2.3.4)

(u · ∇hσ)u = ∇hσK + (∇hσ × u)× u, (65.13)

where
K = u · u/2 (65.14)
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is the kinetic energy per mass of the horizontal flow. Introducing the generalized vertical
coordinate version of the relative vorticity (see Section 66.3.1)

ζ̃ ≡ ẑ · (∇hσ × u) =
[
∂v

∂x

]
σ

−
[
∂u

∂y

]
σ

(65.15)

renders
Du

Dt
=

[
∂u

∂t

]
σ

+∇hσ K + ζ̃ ẑ × u+ σ̇ ∂σ u, (65.16)

so that the horizontal momentum equation takes the form[
∂u

∂t

]
σ

+ σ̇
∂u

∂σ
+ (2Ω+ ẑ ζ̃)× u = −∇hσK −∇hΦ− (1/ρ)∇hp+ F h, (65.17)

where again ∇h = ∇hσ− (∇hσz) ∂z as per equation (65.7). This equation is form-invariant regardless
the horizontal coordinates, thus motivating the name vector-invariant.1

65.1.6 Hydrostatic balance with constant gravitational acceleration

There are many special cases that simplify various terms in the momentum equation. For
example, when considering a geopotential in the form Φ = g z (Section 13.10) with g assumed to
be a constant effective gravitational acceleration, then the horizontal momentum equation (65.8)
becomes

ρ
Du

Dt
+ 2 ρΩ× u = −[∇hσ − (∇hσz) ∂z] p+ ρF h. (65.18)

Furthermore, assuming an approximate hydrostatic balance (and corresponding simplification of
the Coriolis acceleration as per Section 27.1.3) allows us to write ∂p/∂z = −g ρ so that

ρ
Du

Dt
+ ρ f ẑ × u = −[∇hσp+ ρ∇hσΦ] + ρF h, (65.19)

which also takes on the vector-invariant form[
∂u

∂t

]
σ

+ σ̇
∂u

∂σ
+ (f + ζ̃) ẑ × u = −∇hσ(K +Φ)− (1/ρ)∇hσp+ F h. (65.20)

This form is commonly used for hydrostatic models of the ocean and atmosphere, such as
discussed in Griffies et al. (2020).

65.2 Concerning the pressure force

As seen in Section 25.2.3, the pressure force acting on a fluid region is given by the integral

F press = −
˛
∂R
p n̂dS = −

ˆ
R

∇p dV, (65.21)

where the second equality follows from Gauss’s divergence theorem applied to a scalar field
(Section 2.7.2). We refer to the right-most expression as the pressure gradient body force, and
this expression is the basis for the discussion in Sections 65.1.6 and 65.2.1. In this formulation,
the pressure force at a point is oriented down the pressure gradient, so that the net pressure
force acting on a region is the volume integral of pressure gradient.

1See Section 4.4.4 of Griffies (2004) for a detailed derivation using arbitrary horizontal coordinates.

page 1850 of 2158 geophysical fluid mechanics



65.2. CONCERNING THE PRESSURE FORCE

The middle expression in equation (65.21) formulates the pressure force as the area integrated
pressure contact force acting on the region boundaries. In this form, the pressure acting on
a region is computed as the integral of pressure over the area bounding the region, with the
orientation determined by the inward normal at each point on the boundary. Much of this
section is concerned with the contact force expression as a basis for computing the pressure force
acting on a finite region as shown in Figure 65.2. The contact force perspective was taken by
Lin (1997) and Adcroft et al. (2008) in their finite volume approach to computing the pressure
force acting on a numerical model grid cell.

65.2.1 Computing the horizontal pressure gradient

σ

x

z

#
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Figure 65.1: Illustrating how the horizontal pressure gradient is decomposed into two terms, one aligned with
the surface of constant σ, and another associated with the slope of the σ-surface relative to the horizontal,
tanϑ = (∂z/∂x)σ. We here consider the decomposition using terrain following vertical coordinates, where the
vertical coordinate is aligned according to the solid-earth bottom (shaded region). Specifically, for terrain following
Boussinesq ocean models we set σ = (z−η)/(−ηb+η), where z = η(x, y, t) is the ocean free surface and z = ηb(x, y)
is the ocean bottom topography. Terrain-following atmospheric models have a similar definition, often using
pressure rather than geopotential so that σ = (p − pa)/(pb − pa), where p is the pressure, pa = pa(x, y, t) is the
pressure applied at the top of the atmosphere (typically assumed to be zero), and pb = pb(x, y, t) is the pressure
at the bottom of the atmosphere.

The horizontal pressure gradient is aligned perpendicular to the local gravitational direction.
It is generally among the dominant horizontal forces acting on a fluid element. Hence, its
accurate representation in numerical models is crucial for the physical integrity of a simulation.
Unfortunately, decomposition of the horizontal pressure gradient into two terms according to the
transformation (65.7) can lead to numerical difficulties. For example, with a simple geopotential
and a hydrostatic fluid, equation (65.19) shows that the horizontal pressure gradient takes the
form

∇hp = ∇hσp+ ρ∇hσΦ = ∇hσp+ g ρ∇hσz, (65.22)

with this decomposition illustrated in Figure 65.1 for the case of terrain following vertical
coordinates. Numerical difficulties occur when the two terms on the right hand side have
comparable magnitude but distinct signs. We are thus confronted with computing the small
difference between two large numbers, and that situation generally exposes a numerical simulation
to nontrivial truncation errors. Unfortunately, these errors can corrupt the integrity of the
computed pressure forces and in turn contribute to spurious flow. An overview of this issue for
ocean models is given by Haney (1991), Mellor et al. (1998), Griffies et al. (2000), with advances
offered by Lin (1997), Shchepetkin and McWilliams (2002), and Adcroft et al. (2008). In the
remainder of this section, we outline a finite volume method for computing the pressure force as
proposed by Lin (1997) for atmosphere models and Adcroft et al. (2008) for ocean models. This
approach starts from the middle expression in equation (65.21) for the pressure force; i.e., it
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formulates the pressure force as the area integral of the pressure contact force rather than the
volume integral of the pressure gradient force.

65.2.2 Integrated pressure force on the cell faces

The inward normal on the grid cell vertical side boundaries points in the horizontal direction.
For example, on the left side of Figure 65.2 the pressure force acts in the positive ŷ direction

F press
left = ŷ

ˆ
left

p dx dz (65.23)

whereas pressure on the right wall acts in the opposite direction

F press
right = −ŷ

ˆ
right

p dx dz. (65.24)

Similar expressions appear for the front and back vertical boundaries acting in the x̂ direction.

Since the top and bottom boundaries of the grid cell are sloped, there is a pressure force
acting on this surface directed in both the horizontal and vertical directions. To unpack the
form of this force, write the vertical position of a point on the top interface as z = η(x, y, t) so
that the outward normal is given by

n̂ =
∇(z − η)
|∇(z − η)| =

ẑ −∇η√
1 + |∇η|2

. (65.25)

Following our discussion of dia-surface transport in Section 64.3.5, we know that the product of
the normal direction and the area element can be written

n̂dS = (ẑ −∇η) dA, (65.26)

where dA = dx dy is the horizontal projection of the area element (see Figure 64.3). Hence, the
net pressure force acting on the top face is given by

F press
top = −ẑ

ˆ
top

pdx dy + x̂

ˆ
top

p (∂z/∂x)σ dx dy + ŷ

ˆ
top

p (∂z/∂y)σ dx dy, (65.27)

where we set z = η in the second and third terms and placed a σ subscript to emphasize that the
horizontal derivative is taken with σ held constant. Notice that the pressure acts in the positive
horizontal direction if the top surface slopes upward (surface shoaling) when moving in either of
the two horizontal directions. Pressure acting on the bottom face has the same appearance yet
with opposite signs

F press
bott = ẑ

ˆ
bott

p dx dy − x̂
ˆ

bott

p (∂z/∂x)σ dx dy − ŷ
ˆ

bott

p (∂z/∂y)σ dx dy. (65.28)

The pressure acts in the positive horizontal direction if the bottom surface slopes downward
(surface deepens) when moving in either of the two horizontal directions. As discussed in Section
25.2.3, the horizontal pressure acting on a sloped surface is known as form stress. Here the
sloped surface is defined by a constant generalized vertical coordinate.
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65.2.3 Net vertical pressure force
Bringing the pieces together leads to the net vertical pressure force acting on the grid cell

F press
vertical = −ẑ

[ˆ
top

p dx dy −
ˆ

bott

p dx dy

]
. (65.29)

If the fluid is in hydrostatic balance, then this vertical force is given by the weight of fluid within
the cell

F press
vertical = ẑMg, (65.30)

where M is the mass of fluid in the grid cell. The net vertical hydrostatic pressure force acts
vertically upward since hydrostatic pressure at the cell bottom is greater than at the cell top.

65.2.4 Net horizontal pressure force
The net meridional pressure force is given by the forces acting on the sides as well as those
acting on the sloped top and bottom boundaries

F press
merid =

[ˆ
left

p dx dz −
ˆ

right

p dx dz

]
+

[ˆ
top

p (∂z/∂y)σ dx dy −
ˆ

bott

p (∂z/∂y)σ dx dy

]
.

(65.31)
We can write this expression in a more compact form by orienting our integration in a counter-
clockwise manner around the cell boundaries, and making use of the identity (∂z/∂y)σ dy = dz
on the top and bottom faces, so that

F press
merid = −

‰
p dx dz. (65.32)

For some purposes it is more convenient to work with the geopotential, Φ = g z, than the
pressure. In this case we can write the meridional pressure force as

F press
merid = −

‰
pdx dz = −

‰
dx [d(p z)− z dp] = g−1

‰
Φdx dp, (65.33)

where

dx d(p z) = 0. This form is useful with compressible / non-Boussinesq models, in which

pressure is a natural vertical coordinate (e.g., see the caption to Figure 65.1).

65.2.5 Comments
A numerical realization of the integrated contact pressure force requires a representation of
pressure along the boundaries of the grid cell. A variety of methods are available with differing
accuracies. Adcroft et al. (2008) are notable in proposing an analytic form that allows for an exact
integration along the cell faces in special cases, and a highly accurate numerical integration in
other cases. In general, this method for computing pressure forces is highly suited to generalized
vertical coordinate grid cells, which was the motivation offered by Lin (1997) in the context of
terrain following atmospheric models.

65.3 Hydrostatic vorticity and potential vorticity
Generalized vertical coordinates are most commonly used to study hydrostatic fluids. We are
thus motivated to develop the evolution equation for the vertical component of vorticity, ζ̃, in a
hydrostatic fluid as written using generalized vertical coordinates. By extension, we derive the
budget equation for the corresponding potential vorticity.
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σ − δσ/2
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p n̂
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Figure 65.2: Schematic of pressure forces acting on the boundaries of a finite region such as a discrete model
grid cell. In generalized vertical coordinate models, the side faces are vertical, so that pressure acts only in the
horizontal directions. The top and bottom faces are defined by surfaces of constant generalized vertical coordinates
with depth σ(x, y, z, t) = constant. We assume that these surfaces have an outward normal that has a nonzero
projection into the vertical so that we can write the depth of a point on these surfaces as z = η(x, y, t). Because
of the slope of the top and bottom surfaces, pressure has both a horizontal and vertical component when acting
on these surfaces. The net pressure acting on the grid cell is given by the area integral of the pressures around the
grid cell boundary.

65.3.1 Basic manipulations

Recall the the vector-invariant velocity equation given by equation (65.20)[
∂u

∂t

]
σ

+ σ̇
∂u

∂σ
+ ζ̃a ẑ × u = −∇hσ(K +Φ)− (1/ρ)∇hσp+ F h, (65.34)

where ζ̃a = ζ̃ + f is the absolute vorticity. Taking the curl of this equation and projecting onto
the vertical direction leads to

Dζ̃a
Dt

= −ζ̃a∇hσ · u+
ẑ · (∇hσρ×∇hσp)

ρ2
+ ẑ ·

[
∂u

∂σ
×∇hσσ̇ +∇hσ × F h

]
(65.35)

where we noted that the planetary vorticity, f , is independent of time and vertical position.

Making use of the mass conservation equation

Mass conservation in the form of equation (64.85)

1

ρ h

D(ρ h)

Dt
= −(∇hσ · u+ ∂σ̇/∂σ), (65.36)

renders

ρ h
D

Dt

[
ζ̃a
ρ h

]
=
ẑ · (∇hσρ×∇hσp)

ρ2
+ ζ̃a

∂σ̇

∂σ
+ ẑ ·

[
∂u

∂σ
×∇hσσ̇ +∇hσ × F h

]
. (65.37)

page 1854 of 2158 geophysical fluid mechanics



65.3. HYDROSTATIC VORTICITY AND POTENTIAL VORTICITY

Massaging the σ̇ terms

The terms containing σ̇ can be written in the form

ζ̃a ∂σσ̇ + ẑ · (∂σu×∇hσσ̇) = ζ̃a ∂σσ̇ + ẑ · [−∇hσ × (σ̇ ∂σu) + σ̇∇hσ × ∂σu] (65.38a)

= ζ̃a ∂σσ̇ + σ̇ ∂σ ζ̃a − ẑ · [∇hσ × (σ̇ ∂σu)] (65.38b)

= ∂σ(σ̇ ζ̃a)− ẑ · [∇hσ × (σ̇ ∂σu)] . (65.38c)

65.3.2 Vorticity and potential vorticity equation

The above results allow us to write equation (65.37) in the form

ρ h
DQ

Dt
=
ẑ · (∇hσρ×∇hσp)

ρ2
+ ∂σ(σ̇ ζ̃a) +∇hσ · [ẑ × σ̇ ∂σu− ẑ × F h] , (65.39)

where we introduced the potential vorticity defined according to the generalized vertical coordi-
nates

Q =
ζ̃a
ρ h

. (65.40)

The potential vorticity equation (65.39) has a generally nonzero baroclinicity contribution (see
Section 40.4 for more on baroclinicity)

ẑ · (∇hσρ×∇hσp)
ρ2

, (65.41)

so that the potential vorticity (65.40) is generally not materially invariant even if σ̇ = 0. Finally,
note that it is sometimes convenient to make use of the potential vorticity (65.40) in the
horizontal velocity equation (65.34) so that[

∂u

∂t

]
σ

+ σ̇
∂u

∂σ
+ (h ρQ) ẑ × u = −∇hσ(K +Φ)− (1/ρ)∇hσp+ F h. (65.42)

Pressure coordinates

The baroclinicity (65.41) vanishes when choosing σ = p. We already noted this property in the
discussion of baroclinicity in Section 40.4. As noted there, pressure does not render a useful
potential vorticity since σ̇ = ṗ does not generally vanish for a perfect fluid. Namely, a nonzero
ṗ merely signals vertical motion, so that ṗ ̸= 0 for both real and perfect fluids. Hence, even
though the baroclinicity vanishes by choosing σ = p, the ∂σ(σ̇ ζ̃a) term does not.

Flux-form potential vorticity budget

Just like we did in Section 65.1.4 for the velocity equation, we can make use of the thickness
equation (65.4a) to bring the material time derivative in equation (65.39) into the form

ρ h
DQ

Dt
= ρ h (∂t + u · ∇hσ + σ̇∂σ)Q+Q [∂t(ρ h) +∇hσ · (ρ hu) + ∂σ(ρ h σ̇)] (65.43a)

= ∂t(ρ hQ) +∇hσ · (ρ huQ) + ∂σ(ρ h σ̇ Q). (65.43b)

Since ζ̃a = h ρQ, we see that the term

∂σ(ρ h σ̇ Q) = ∂σ(σ̇ ζ̃a), (65.44)
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also appears on the right hand side of equation (65.39). Hence, it cancels from the flux form
potential vorticity equation[

∂(ρ hQ)

∂t

]
σ

=
ẑ · (∇hσρ×∇hσp)

ρ2
−∇hσ · [ρ huQ+ ẑ × σ̇ ∂σu+ ẑ × F h] , (65.45)

which is equivalent to the absolute vorticity equation[
∂ζ̃a
∂t

]
σ

=
ẑ · (∇hσρ×∇hσp)

ρ2
−∇hσ ·

[
u ζ̃a + ẑ × σ̇ ∂σu+ ẑ × F h

]
. (65.46)

As a check, note that setting σ = z so that h = 1 reduces the vorticity equation (65.46) to the
vertical component of the vorticity equation (40.42).

65.3.3 Boussinesq ocean
Recall the discussion of the Boussinesq ocean vorticity budget in Section 40.7, where we noted
that the vertical component to the absolute vorticity is unaffected by baroclinicity. This property
holds in the present context, as seen by returning to the vector-invariant velocity equation (65.34)
and setting the factor 1/ρ multiplying the pressure gradient to 1/ρo as part of the Boussinesq
ocean

(1/ρ)∇hσp −→ (1/ρo)∇hσp, (65.47)

in which ρo is a constant. In this case the ∇hσ× operation annihilates pressure and we are left with
no vertical component to the baroclinicity. We are thus led to define the Boussinesq potential
vorticity

Q =
ζ̃a
h

(65.48)

which satisfies the material and flux-form evolution equations

h
DQ

Dt
= ∂σ(σ̇ hQ) +∇hσ · [ẑ × σ̇ ∂σu− ẑ × F h] (65.49)[

∂(hQ)

∂t

]
σ

= −∇hσ · [huQ+ ẑ × σ̇ ∂σu+ ẑ × F h] . (65.50)

We again emphasize that σ̇ is generally non-zero, even for a perfect fluid, so that potential
vorticity as defined via σ is not generally a material constant for a perfect fluid. It is only when
σ̇ = 0 for a perfect fluid (e.g., σ is buoyancy or specific entropy) that we recover the desirable
perfect fluid properties of potential vorticity. We develop the theory for this case in Sections
66.3 and 66.4.

65.4 Exercises
exercise 65.1: Checking the vorticity equation
Verify that for 2Ω = f ẑ the choice σ = z reduces the vorticity equation (65.46) to the vertical
component of the vorticity equation (40.42).
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Chapter 66

ISOPYCNAL PRIMITIVE EQUATIONS

For stably stratified fluids, buoyancy is a particularly useful generalized vertical coordinate.
Most notably, physical processes away from turbulent boundary layers are oriented according
to buoyancy surfaces, and horizontal buoyancy gradients give rise to thermal wind shears in
a geostrophically balanced flow. For this reason buoyancy (or entropy) plays a key role in
theoretical and numerical models of ocean and atmospheric circulation.

In this chapter we study the hydrostatic Boussinesq equations using buoyancy as the vertical
coordinate. The resulting primitive equation set forms the basis for isopycnal models of the
ocean or isentropic models of the atmosphere. We pay particular attention to the needs of
vertically integrating the equations over discrete layers, as required to develop discrete numerical
models. In the adiabatic limit, the isopycnal equations reduce to the stacked shallow water
equations. After deriving the primitive equations using isopycnal coordinates, we derive the
corresponding vorticity and potential vorticity equations. Throughout this chapter we expose
details for the practitioner interested in the mathematical formalism for the purpose of analyzing
ocean momentum, vorticity and potential vorticity budgets using isopycnal models.

reader’s guide for this chapter
We assume an understanding of the generalized vertical coordinate mathematics in Chapter

63, kinematics in Chapter 64, and dynamics in Chapter 65. Furthermore, we are concerned
with details of vorticity and PV budgets in isopycnal coordinates, with the presentation
building from our study of vorticity and potential vorticity in generalized vertical coordinates
from Chapter 65.
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66.1. LOOSE THREADS

66.4.1 Derivation method I . . . . . . . . . . . . . . . . . . . . . . . . . 1866
66.4.2 Derivation method II . . . . . . . . . . . . . . . . . . . . . . . . . 1867
66.4.3 Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1869

66.1 Loose threads
When defining PV using h versus h, it is best to use different symbols to avoid confusion.

66.2 Layered isopycnal primitive equations
Rather than specializing the generalized vertical coordinate equations provided in Section 65.1, we
find it pedagogical to start from the equations written using the geopotential vertical coordinate
(see Section 29.1.6)

Du

Dt
+ f ẑ × u = −∇hφ+ F horizontal momentum (66.1a)

∂φ

∂z
= b hydrostatic (66.1b)

∇h · u+
∂w

∂z
= 0 continuity (66.1c)

Db

Dt
= ḃ thermodynamics (66.1d)

DC

Dt
= Ċ tracers, (66.1e)

where v = (u, w) is the velocity field, u is its horizontal component, φ is the dynamic pressure,
b is the buoyancy, and C is an arbitrary tracer concentration. A discrete realization of the
isopycnal layer-integrated form of these equations is depicted in Figure 66.1, with the remainder
of this section detailing the formulation using isopycnal coordinates for the vertical.

hk
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Figure 66.1: Schematic of an isopycnal model, formulated as stacked shallow water layers (green layers) that
generally allow for the transfer of matter and energy across the layer interfaces as well as across the ocean surface
and ocean bottom (as depicted by the double-headed dashed arrows). The dark gray region is land. Discrete layer
thicknesses are denoted hk with corresponding layer buoyancy, bk.

66.2.1 Montgomery potential and the pressure force
We here consider the horizontal pressure force appearing in isopycnal models, in which we
uncover the importance of the Montgomery potential.
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Horizontal pressure gradient force

Throughout this chapter we make use of the horizontal derivatives on constant buoyancy surfaces
(derived in Section 63.12), written here in the form

∇hb = x̂
[
∂

∂x

]
b

+ ŷ

[
∂

∂y

]
b

. (66.2)

Following the discussion in Section 65.1.3, the horizontal pressure thus gradient transforms as

∇hφ = ∇hbφ−
∂φ

∂z
∇hbz (66.3a)

= ∇hbφ− b∇hbz (66.3b)

= ∇hb (φ− b z) (66.3c)

= ∇hbM, (66.3d)

where
M = φ− b z (66.4)

defines the Montgomery potential. As the contribution to the horizontal pressure force, the
Montgomery potential is the geostrophic streamfunction in buoyancy coordinates (see Section
66.2.4).

The horizontal pressure gradient force for numerical models

It is notable that the horizontal pressure gradient force is determined by the horizontal isopycnal
gradient of a single term, the Montgomery potential. Furthermore, as shown below, the
Montgomery potential satisfies the buoyancy coordinate form of the hydrostatic balance. Hence,
numerical isopycnal models do not suffer from problems with computing the horizontal pressure
gradient that can occur with other generalized vertical coordinate models, such as terrain-
following models (see Figure 65.1).

Equation (66.3c) is the key step in the formulation, whereby we made use of ∇hbb = 0.
This step is available only under certain cases that utilize an idealized equation of state for
seawater. In more realistic cases, the buoyancy determining the hydrostatic pressure (i.e., the
mass buoyancy) is defined locally whereas the generalized vertical coordinate must be defined
globally. As a result, there are two terms contributing to the pressure gradient in a manner
similar to terrain-following models. Sun et al. (1999) and Hallberg (2005) discuss this issue in the
context of numerical ocean modeling. For present purposes we ignore this detail and continue to
assume a simplified equation of state so that ∇hbb = 0.

Hydrostatic balance

Supporting our use of the Montgomery potential as a pressure field, the hydrostatic balance
takes the form

∂M

∂b
=
∂φ

∂b
− b ∂z

∂b
− z = ∂φ

∂z

∂z

∂b
− b ∂z

∂b
− z = −z, (66.5)

where we made use of the hydrostatic balance ∂φ/∂z = b (equation (66.1b)). This result means
that M is the buoyancy coordinate version of pressure.
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66.2.2 Material time derivative

As seen in Section 64.4, there are two equivalent forms for the material time derivative

D

Dt
=

[
∂

∂t

]
z

+ u · ∇h + w
∂

∂z
geopotential form (66.6a)

=

[
∂

∂t

]
b

+ u · ∇hb + w(ḃ) ∂

∂z
isopycnal form, (66.6b)

where

w(ḃ) =
∂z

∂b

Db

Dt
(66.7)

is the diapycnal velocity component that measures the rate of flow crossing buoyancy surfaces
(Section 64.3). Besides differences in the spatial operators, it is important to note that the time
derivative operators in equations (66.6a) and (66.6b) are computed on constant geopotential
and constant buoyancy surfaces, respectively. However, the horizontal velocity component is the
same for both forms of the material time derivative

u = x̂u+ ŷ v = (D/Dt) (x̂x+ ŷ y). (66.8)

66.2.3 Layer thickness and specific thickness

The continuity equation, ∇h · u+ ∂zw = 0, is an expression of volume conservation. We already
derived the generalized vertical coordinate version of this equation in Section 64.9.3, and thus
quote the isopycnal layer thickness result here[

∂h

∂t

]
b

+∇hb · (hu) + ∆bw
(ḃ) = 0. (66.9)

The field h measures the isopycnal layer thickness (dimensions of length) and is given by the
vertical integral over a layer

h =

ˆ z(b+δb/2)

z(b−δb/2)
dz =

ˆ b+δb/2

b−δb/2

∂z

∂b
db =

ˆ b+δb/2

b−δb/2
h db =

ˆ b+δb/2

b−δb/2
N−2 db = h db. (66.10)

The specific thickness, h, equals to the inverse squared buoyancy frequency

h =
∂z

∂b
= N−2, (66.11)

and its layer averaged value is
h = h/δb. (66.12)

Furthermore, the dia-surface transport velocity is given by

w(ḃ) = h ḃ. (66.13)

Its difference across layer interfaces

∆bw
(ḃ) =

ˆ b+δb/2

b−δb/2

∂w(ḃ)

∂b
db = w(ḃ)(b+ δb/2)− w(ḃ)(b− δb/2) (66.14)

measures the amount of fluid that diverges from the layer through cross-layer transport.

In the limit that δb→ 0, we find that the non-dimensional vertical difference operator can
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be written in one of the following equivalant manners

lim
δb→0

∆b = δb
∂

∂b
= δb

∂z

∂b

∂

∂z
= δz

∂

∂z
= h

∂

∂z
. (66.15)

The relations are useful in moving between discrete and continuous formulations of the isopycnal
equations.

Specific thickness equation

Inserting h = h δb into the thickness equation (66.9) leads to[
∂h

∂t

]
b

+∇hb · (hu) + ∂bw
(ḃ) = 0, (66.16)

where we pulled the buoyancy increment, δb, outside of the time and horizontal derivative
operators since δb is a fixed number for a chosen layer. We also used the identity (66.15) relating
the difference operator to a differential operator

δb ∂b = ∆b. (66.17)

For a vertically continuous treatment, equation (66.16) can be written with h rather than the
discrete layer averaged value [

∂h

∂t

]
b

+∇hb · (hu) + ∂bw
(ḃ) = 0. (66.18)

It is generally more convenient to use the specific thickness when working with the vertically
continuous equations, whereas the finite layer thickness, h, is more suitable for the layer integrated
equations.

Adiabatic limit

When w(ḃ) ̸= 0, the three terms in the thickness equation (66.9) or the specific thickness equation
(66.16) are coupled. We discussed this coupling in Section 64.5 as part of our broader study
of the vertical velocity and the dia-surface velocity. When considering perfect fluids, we can
set w(ḃ) = h ḃ = 0 since the fluid has no mixing. In this case the layer thickness is altered only
through horizontal rearrangements of volume within a layer according to the adiabatic thickness
equation [

∂h

∂t

]
b

+∇hb · (hu) = 0. (66.19)

As further discussed in Section 66.2.7, the adiabatic limit brings the discrete isopycnal model
into accord with the immiscible stacked shallow water models discussed in Part VI of this book.

66.2.4 Ocean equations
Bringing the pieces together leads to the isopycnal version of the hydrostatic Boussinesq equations,
which are the basis for numerical isopycnal ocean models[

∂u

∂t

]
b

+ (u · ∇hb)u+ (w(ḃ) ∂z)u+ f ẑ × u = −∇hbM + F h (66.20a)

∂M

∂b
= −z (66.20b)
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[
∂h

∂t

]
b

+∇hb · (hu) + ∆bw
(ḃ) = 0 (66.20c)[

∂(hC)

∂t

]
b

+∇hb · (hC u+ hJh) + ∆b(C w
(ḃ) + J (b)) = 0, (66.20d)

where the tracer equation includes possible subgrid scale flux contributions as well as advective
transport. Notice how the advective transport is two-dimensional in the adiabatic case with
ḃ = 0, in which case layer-integrated scalar properties, such as volume and tracer content, are
constant within buoyancy layers. Also note that geostrophic balance in the horizontal momentum
equation (66.20a) gives

f ẑ × ug = −∇hbM =⇒ f ug = −
[
∂M

∂y

]
b

and f vg =

[
∂M

∂x

]
b

. (66.21)

Hence, the Montgomery potential is the streamfunction for geostrophic flow as represented using
buoyancy coordinates.

66.2.5 Thickness weighted velocity equation

As in our discusion of the stacked shallow water system in Section 36.3, we can write the velocity
equation (66.20a) in its thickness weighted form, with this form suited to studying momentum
balances and pressure form stresses. The manipulations are directly analogous to the shallow
water case in Section 36.3, whereby we multiply equation (66.20a) by the thickness, h, and
multiply the thickness equation (66.20c) by the horizontal velocity, u, and then summing to find[

∂(hu)

∂t

]
b

+∇hb · (hu⊗ u) + ∆b(w
(ḃ) u) + f ẑ × (hu) = −h∇hbM + hF h. (66.22)

For the diapycnal transfer term, we made use of the identity

lim
δb→0

∆b = h ∂z (66.23)

from equation (66.15).

66.2.6 Vector-invariant horizontal momentum equation

It is common for isopycnal models to make use of the vector-invariant form of the momentum
equation derived in Section 65.1.5. Introducing the isopycnal version of the relative vorticity

ẑ ζ̃ ≡ ∇hb × u =

[
∂v

∂x

]
b

−
[
∂u

∂y

]
b

(66.24)

renders the vector-invariant horizontal momentum equation[
∂u

∂t

]
b

+ w(ḃ) ∂zu+ ζ̃a ẑ × u = −∇hbB + F h, (66.25)

where
B =M + u · u/2 = φ− b z + u · u/2 (66.26)

is the Bernoulli potential for a hydrostatic Boussinesq fluid (see Section 26.9.3), and

ζ̃a = ζ̃ + f (66.27)
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is the vertical component to the absolute vorticity using isopycnal coordinates. Note that we
can further introduce the isopycnal potential vorticity (Section 66.3.2)

hQ = ζ̃a (66.28)

to bring the momentum equation to the form[
∂u

∂t

]
b

+ w(ḃ) ∂zu+Q ẑ × (hu) = −∇hbB + F h. (66.29)

This form is commonly used as the starting point for certain theoretical analyses, particularly
when considering the adiabatic limit in which w(ḃ) = 0.

66.2.7 Connection to the stacked shallow water equations
We can make use of the material time derivative operator (66.6b) to write the material form of
the adiabatic and inviscid equations (66.20a)-(66.20c)

Du

Dt
+ f ẑ × u = −∇hbM (66.30a)

∂M

∂b
= −z (66.30b)

Dh

Dt
+ h∇hb · u = 0. (66.30c)

These isopycnal momentum and thickness equations are isomorphic to those for a single layer
of adiabatic shallow water fluid (see Section 35.2). This isomorphism allows us to derive the
vorticity and potential vorticity equations in Section 66.3, making use of the shallow water
manipulations from Section 39.3.

66.2.8 Diapycnal transfer

At ocean boundaries, the diapycnal term, w(ḃ), acccounts for the transfer of matter across the
ocean boundaries via precipitation, evaporation, ice melt/form, and river runoff. Notably, this
matter transfer also generally gives rise to a transfer of trace matter (tracers), heat (evaporation
and precipitation carry a heat content), and momentum (precipitation generally has nonzero

momentum). In the ocean interior, w(ḃ) affects the transfer of volume, tracer, and momentum
between layers as induced by irreversible processes such as mixing.

66.2.9 Momentum transfer
Pressure form stress mechanically couples isopycnal layers even in the absence of diapycnal matter
transfer. We discussed the physics of form stress for the shallow water system in Section 36.4
and more generally in Section 28.1. Furthermore, there are a suite of unresolved processes giving
rise to lateral and vertical stresses. Typical ocean model treatments incorporate a turbulent
friction in the ocean interior, with lateral stresses acting within a layer and diapycnal stresses
acting across isopycnal layer interfaces. A bottom drag is typically applied at the ocean bottom
and a turbulent stress applied at the ocean surface. Details for the boundary stresses involve
the physics of boundary layer turbulence, which is a topic outside of our scope.

66.2.10 Allowing for layers to vanish and reappear
Isopycnal layers have a transient existence at any particular horizontal position since a layer can
incrop at the ocean bottom and outcrop at the ocean surface (see Figure 66.1). The seasonal
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cycle of warming and cooling is a canonical example of layer outcropping at the surface ocean. A
formulational expedient to handle vanishing layers is to assume that all layers exist everywhere
horizontally across the ocean domain, but to allow for zero layer thickness where a layer has zero
volume. We made use of this approach when discussing available potential energy in Section
29.9. To admit this feature in a discrete model requires a careful realization of L‘Hôpital’s rule
of differential calculus, thus ensuring the discrete model conserves properties in the presence of
layers that can appear and disappear at any particular point in the domain.

66.3 Perfect fluid PV using isopycnal coordinates
In Section 41.5, we showed that the absolute vorticity in a Boussinesq hydrostatic fluid with a
simplified seawater equation of state (Section 42.3), when projected into the direction normal
to constant buoyancy surface, ωa · ∇b, is not affected by baroclinicity; i.e., that projection
annihilates the baroclinicity vector. From that property we conclude that ωa ·∇b is the potential
vorticity for the Boussinesq hydrostatic fluid.

For a Boussinesq hydrostatic fluid, isopycnal coordinates build in the above feature of
buoyancy surfaces. Indeed, as shown in Section 65.3.3, the vertical component to baroclinicity
vanishes for any generalized vertical coordinate representation of a Boussinesq fluid. Hence,
buoyancy coordinates are not special from this perspective. Instead, they are special since in the
case of a perfect fluid, the buoyancy based potential vorticity is materially invariant. Deriving
this result is one purpose of this section. Note that in Section 65.3, we derived the potential
vorticity equation for a hydrostatic fluid represented with generalized vertical coordinates. We
could merely specialize that result to the current case. However, we prefer to here work through
the maths to help further our experience performing certain of the key manipulations arising
with vorticity in rotating and stratified fluids. Hence, consider this section, as well as Section
66.4, to be extended worked exercises.

66.3.1 Derivation of the vorticity equation
Acting with the vertical projection of the curl, ẑ · (∇hb×), onto the adiabatic and inviscid form
of the vector-invariant velocity equation (66.25) leads to the isopycnal vorticity equation[

∂ζ̃a
∂t

]
b

+ (u · ∇hb) ζ̃a = −ζ̃a∇hb · u (66.31)

where
ζ̃a = f + ẑ · (∇hb × u) = f + ζ̃ (66.32)

is the absolute vorticity, written as the planetary vorticity plus the isopycnal relative vorticity.
The left hand side of equation (66.31) is the material time derivative of absolute vorticity (see
equation (66.6b)), so that we can write

Dζ̃a
Dt

= −ζ̃a∇hb · u. (66.33)

As advertised above, there is no baroclinicity vector on the right hand side of this vorticity
equation. Again, that property results from our choice to use isopycnal coordinates.

66.3.2 Derivation of the potential vorticity equation
We now make use of the thickness equation derived in Section 66.2.3, here realized in its material
form to eliminate the convergence ∇hb ·u on the right hand side of equation (66.33), thus leading
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to
Dζ̃a
Dt
− ζ̃a
h

Dh

Dt
= 0. (66.34)

Introducing the isopycnal potential vorticity

Q =
ζ̃a
h

=
f + ζ̃

h
(66.35)

leads to
DQ

Dt
= 0. (66.36)

Expanding the material time derivative into its components according to equation (66.6b), and
making use of the adiabatic form of the thickness equation leads to the flux-form equation[

∂ (hQ)

∂t

]
b

+∇hb · (hQu) = 0. (66.37)

As noted in Section 66.2.3, when formulating the vertically continuous equations rather than
finite thickness layered equations, it is more convenient to make use of the specific thickness, h,
rather than the layer thickness, h. In this case we are motivated to define the potential vorticity
as

Q =
ζ̃a
h

=
f + ζ̃

h
= (f + ζ̃)N2. (66.38)

The corresponding PV equation is identical to equation (66.37), only now with h replaced by h.

66.3.3 Coordinate transforming vorticity and potential vorticity
As just shown, PV for a hydrostatic Boussinesq fluid can be written in the relatively simple form
of a shallow water PV when choosing isopycnal coordinates. Here is a direct transformation
from Cartesian to isopyncal coordinates that also reveals this form

(ωhy + f ẑ) · ∇b = −∂v
∂z

∂b

∂x
+
∂u

∂z

∂b

∂y
+

(
∂v

∂x
− ∂u

∂y
+ f

)
∂b

∂z
(66.39a)

=
∂b

∂z

[
f +

(
∂v

∂x
− ∂v

∂z

∂b/∂x

∂b/∂z

)
−
(
∂u

∂y
− ∂u

∂z

∂b/∂y

∂b/∂z

)]
(66.39b)

=
∂b

∂z

[
f +

(
∂v

∂x

)
b

−
(
∂u

∂y

)
b

]
(66.39c)

=
f + (∂v/∂x)b − (∂u/∂y)b

∂z/∂b
(66.39d)

=
f + ζ̃

h
(66.39e)

= Q. (66.39f)

66.4 Isopycnal coordinate PV with irreversible processes
In Section 66.3, we considered the PV equation for an adiabatic, inviscid, hydrostatic, Boussinesq
fluid using isopycnal vertical coordinates. We here extend to the case of friction in the momentum
equation and diabatic heating in the buoyancy equation. We consider two ways to derive the
governing equations. One is to convert the non-hydrostatic PV equation in Exercise 41.2 to
isopycnal coordinates, after making the hydrostatic approximation. The second is to start from
the equations of motion in isopycnal coordinates and derive the vorticity equation and then the
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PV equation. We make use of the vertically continuous equations, thus warranting our use of
specific thickness, h, rather than layer thickness, h (see Section 66.2.3).

Note that much of this section is a specialization of the more general considerations of Section
65.3. Nonetheless, we here revisit some of the earlier derivations as a means to bolster our
mathematical manipulation muscle.

66.4.1 Derivation method I
As derived earlier in this chapter, the equations of motion with diabatic heating and friction,
written using isopycnal (or buoyancy) vertical coordinates, take the form[

∂u

∂t

]
b

+ (u · ∇hb)u+ ḃ
∂u

∂b
+ f × u = −∇hbM + F (66.40a)

∂M

∂b
= −z (66.40b)[

∂h

∂t

]
b

+∇hb · (hu) = −
∂(h ḃ)

∂b
(66.40c)

D b

Dt
= ḃ. (66.40d)

Note that in this section choose to write the dia-surface transport operator in the form

w(ḃ) ∂z = ḃ ∂b. (66.41)

We can make use of the material time derivative operator (66.6b) to write the material form of
the equations

Du

Dt
+ f × u = −∇hbM + F (66.42a)

∂M

∂b
= −z (66.42b)

Dh

Dt
+ h∇hb · u = −h ∂ḃ

∂b
. (66.42c)

Curl of the velocity equation

We start taking the curl, ∇hb×, of the velocity equation (66.40a), thus leading to the isopycnal
vorticity equation[

∂ζ̃a
∂t

]
b

+ (u · ∇hb) ζ̃a + ḃ

[
∂ζ̃a
∂b

]
= −ζ̃a∇hb · u+ ẑ ·

[
∂u

∂b
×∇hbḃ+∇hb × F

]
. (66.43)

The left hand side of equation (66.43) is the material time derivative of absolute vorticity (see
equation (66.6b)), so that

Dζ̃a
Dt

= −ζ̃a∇hb · u+ ẑ ·
[
∂u

∂b
×∇hbḃ+∇hb × F

]
. (66.44)

Now make use of the thickness equation in the material form (66.42c) to eliminate the convergence
∇hb · u on the right hand side, thus leading to

Dζ̃a
Dt
− ζ̃a

h

[
Dh

Dt
− h

∂ḃ

∂b

]
= ẑ ·

[
∂u

∂b
×∇hbḃ+∇hb × F

]
. (66.45)
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Introducing the isopycnal potential vorticity

Q =
ζ̃a
h

=
ζ̃ + f

h
(66.46)

leads to

h
DQ

Dt
= ζa

∂ḃ

∂b
+ ẑ ·

[
∂u

∂b
×∇hbḃ+∇hb × F

]
. (66.47)

Massaging the diabatic terms

The diabatic terms can be written

ζa
∂ḃ

∂b
+ ẑ ·

[
∂u

∂b
×∇hbḃ

]
= ζa

∂ḃ

∂b
+ ḃ

∂ζ̃

∂b
− ẑ ·

[
∇hb × ḃ

∂u

∂b

]
(66.48a)

= ζa
∂ḃ

∂b
+ ḃ

∂ζ̃a
∂b
− ẑ ·

[
∇hb × ḃ

∂u

∂b

]
(66.48b)

=
∂(ζ̃a ḃ)

∂b
− ẑ ·

[
∇hb × ḃ

∂u

∂b

]
(66.48c)

=
∂(ζ̃a ḃ)

∂b
+∇hb ·

[
ẑ × ḃ∂u

∂b

]
, (66.48d)

where the second equality follows since the Coriolis parameter is independent of the buoyancy.

The PV equation

The PV equation takes the material form

h

[
DQ

Dt

]
=
∂(ζ̃a ḃ)

∂b
+∇hb ·

[
ẑ × ḃ∂u

∂b
− ẑ × F

]
. (66.49)

Expanding the material time derivative into its components (66.6b), and making use of the
thickness equation (66.40c), leads to the flux-form equation[

∂ (hQ)

∂t

]
b

+∇hb · (hQu) +
∂ (hQ ḃ)

∂b
=
∂(ζ̃a ḃ)

∂b
+∇hb ·

[
ẑ × ḃ∂u

∂b
− ẑ × F

]
. (66.50)

Since hQ = ζ̃a, the ∂b terms cancel, thus leaving the flux-form PV equation[
∂ (hQ)

∂t

]
b

= −∇hb ·
[
hQu− ẑ × ḃ∂u

∂b
+ ẑ × F

]
. (66.51)

66.4.2 Derivation method II

The alternative method to derive the PV equation in isopycnal coordinates is to start from the
hydrostatic Boussinesq PV equation in geopotential vertical coordinates, and directly transform
to isopycnal coordinates. For this purpose we start from the discussion in Section 41.5.2 to write
the material evolution of PV for a hydrostatic and Boussinesq fluid

DQ

Dt
= ∇ ·

[
(f ẑ + ωhy) ḃ+ b∇× F

]
, (66.52)
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where

Q = ωhy
a · ∇b = ωhy · ∇b+ f

∂b

∂z
and ωhy = −x̂

∂v

∂z
+ ŷ

∂u

∂z
+ ẑ

[
∂v

∂x
− ∂u

∂y

]
. (66.53)

The simplest term in equation (66.52) to transform to isopycnal coordinates is the curl of
the horizontal friction vector

ẑ · (∇× F ) = ẑ · ∇ × (F x, F y, 0), (66.54)

which takes the form

ẑ · (∇× F ) = h−1 ẑ · (∇hb × F ) = −h−1∇hb · (ẑ × F ). (66.55)

The diabatic term requires some more work. Since the vorticity has zero divergence, the diabatic
term can be written as

∇ ·
[
(f ẑ + ωhy) ḃ

]
= (f ẑ + ωhy) · ∇ḃ (66.56a)

= f
∂ḃ

∂z
− ∂v

∂z

∂ḃ

∂x
+
∂u

∂z

∂ḃ

∂y
+

[
∂v

∂x
− ∂u

∂y

]
∂ḃ

∂z
. (66.56b)

We now introduce horizontal derivatives on isopycnal surfaces according to the following relation
(see Section 63.12.2)

∇h = ∇hb +∇hb
[
∂z

∂b

]
∂

∂z
(66.57)

Doing so leads to

∇ ·
[
(f ẑ + ωhy) ḃ

]
= f

∂ḃ

∂z
− ∂v

∂z

∂ḃ

∂x
+
∂u

∂z

∂ḃ

∂y
+

[
∂v

∂x
− ∂u

∂y

]
∂ḃ

∂z

= f
∂ḃ

∂z
− ∂v

∂z

([
∂ḃ

∂x

]
b

+

[
∂b

∂x

]
z

∂z

∂b

∂ḃ

∂z

)
+
∂u

∂z

([
∂ḃ

∂y

]
b

+

[
∂b

∂y

]
z

∂z

∂b

∂ḃ

∂z

)

+
∂ḃ

∂z

([
∂v

∂x

]
b

+

[
∂b

∂x

]
z

∂z

∂b

∂v

∂z

)
− ∂ḃ

∂z

([
∂u

∂y

]
b

+

[
∂b

∂y

]
z

∂z

∂b

∂u

∂z

)
= f

∂ḃ

∂z
− ∂v

∂z

[
∂ḃ

∂x

]
b

+
∂u

∂z

[
∂ḃ

∂y

]
b

+ ζ̃

[
∂ḃ

∂z

]

=
∂b

∂z

(
ζ̃a

[
∂ḃ

∂b

]
− ∂v

∂b

[
∂ḃ

∂x

]
b

+
∂u

∂b

[
∂ḃ

∂y

]
b

)

= h−1

(
ζ̃a

[
∂ḃ

∂b

]
+ ẑ ·

[
∂u

∂b
×∇hbḃ

])

= h−1

(
ζ̃a

[
∂ḃ

∂b

]
+ ḃ

[
∂ζ̃a
∂b

]
+∇hb ·

[
ẑ × ḃ ∂u

∂b

])

= h−1

(
∂(ḃ ζ̃a)

∂b
+∇hb ·

[
ẑ × ḃ ∂u

∂b

])
. (66.58)

To reach the penultimate step we noted that ∂f/∂b = 0 so that we could form the derivative of
the absolute vorticity. Bringing the pieces together leads to the PV equation (66.49) derived
starting from the isopycnal version of the equations of motion.
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66.4.3 Comments
The flux-form PV equation (66.51) manifests the impermeability theorem of Chapter 42 since
the right hand side is the isopycnal convergence of a flux.
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Chapter 67

SHALLOW WATER THICKNESS WEIGHTED AVERAGING

There are a variety of mathematical formalisms used to frame the study of how linear waves,
nonlinear waves, eddies, and fully developed turbulence interact with a mean flow. A distinctly
geophysical element enters these studies through the primary role of vertical stratification arising
from gravitation, with stratification particularly important for large scales flows where motions
are approximately hydrostatic. A further specialization to the oceanographic context arises since
there are few regions where zonal averages apply, which contrasts to the atmospheric case.1 The
thickness weighted averaging (TWA) method has emerged as a useful formalism for stratified
flows, with particular use for studies of geostrophic eddies and their parameterization. In this
chapter, we develop the TWA equations for the adiabatic stacked shallow water model. Our
focus concerns the derivation of the TWA equations as well as their physical interpretation.

As noted in the introduction to Part VI of this book, the adiabatic stacked shallow water
model exposes key facets of stratified geophysical flows without requiring the mathematics of
generalized vertical coordinates developed in Chapters 63, 64, 65, and 66. The core simplification
arises by assuming that horizontal motion has no vertical dependence within each shallow water
layer, which then means that vertical motion as well as the hydrostatic pressure are linear
functions of vertical position within each layer. That is, the shallow water fluid moves as
extensible vertical columns (Section 35.2.8). It follows that horizontal pressure gradients do
not need to be projected along the slope of the layer since they are vertically constant within
a layer. In contrast, this projection is needed for a continuously stratified fluid described by
generalized vertical coordinates, as illustrated in Figure 63.4. Hence, the shallow water equations
for momentum, thickness, and tracers retain their use of Cartesian coordinates even though the
layer interfaces undulate and are thus not generally horizontal. This mathematical feature of
shallow water fluids aids in our pedagogical development of the TWA method.

Young (2012) offers an elegant application of the TWA to the continuously stratified Boussi-
nesq hydrostatic fluid, with this paper the culmination of many years of prior work (see Young
(2012) for citations). Penetrating the TWA approach for continuously stratified fluids requires an
understanding of generalized vertical coordinates and the attendant tensor analysis such as that
developed in Chapters 63, 64, 65, and 66. In the present chapter, we focus on the TWA equations
for the adiabatic shallow water model. Doing so minimizes the mathematical requirements
while exposing the key physical concepts. It also offers a useful baseline for those using stacked
shallow water models for studies of adiabatic waves and geostrophic turbulence. Digesting the
material in this chapter, and then coupling to skills in generalized vertical coordinate tensor
analysis, prepares one for penetrating Young (2012). Afterward, the mathematically inclined
reader may study the work of Maddison and Marshall (2013), who provide a somewhat more
general mathematical framework for thickness weighted averaging.

1The Southern Ocean is a notable ocean exception, as discussed in Sections 28.5 and 36.7.
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reader’s guide for this chapter
In this chapter we assume a working knowledge of the shallow water model presented in

Chapters 35, 36, and 39, with particular attention given to the pressure force as realized both
as a contact force and a body force (see Chapter 28 and Section 36.4). The TWA equations
offer a useful framework for eddy parameterizations, with parameterizations for the tracer
equation discussed in Chapters 70 and 71. Parameterizations for both the tracer equation and
the momentum equation remain a topic of ongoing research, particularly in the oceanography
literature.
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67.6 Horizontal momentum equation . . . . . . . . . . . . . . . . . . . . . . . 1881
67.6.1 Kinetic stress and Reynolds stress . . . . . . . . . . . . . . . . . 1881
67.6.2 Thickness and pressure gradient correlation . . . . . . . . . . . . 1881
67.6.3 Unpacking the thickness and pressure gradient correlation . . . . 1882
67.6.4 Zonal and meridional Eliassen-Palm fluxes: Version I . . . . . . . 1884
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67.7 Vorticity and potential vorticity . . . . . . . . . . . . . . . . . . . . . . . 1887
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67.1 Loose threads
• Build more into the bolus discussion in Section 67.3 as per Section 4.5 of McWilliams
(2006).

• More discussion of Taylor-Bretherton relation (67.92).

• Write the EP fluxes for quasi-geostrophic shallow water Rossby waves.

• Write the EP fluxes for 2d non-divergent Rossby waves.

• Formulate the TWA energy equations as in Loose et al.
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• Is there a gauge that offers good options for parameterization?

67.2 The unaveraged thickness weighted equations
The thickness weighted averaging formalism starts from flux-form evolution equations rather
than advective form equations. Applying this approach to the shallow water model means that
we focus on the thickness equation (35.79a), the thickess weighted tracer equation (35.79b), and
the thickness weighted velocity equation (36.45) (also called the momentum equation)

∂hk

∂t
+∇ · (hk uk) = 0 (67.1a)

∂(hkC)

∂t
+∇ · (hk ukC) = 0 (67.1b)

∂(hk uk)

∂t
+∇ · [hk uk ⊗ uk] + f ẑ × (hk uk) = −(hk/ρref)∇pk. (67.1c)

The density, ρref , appearing in the momentum equation (67.1c) is the Boussinesq reference density,
pften chosen as the density of the uppermost layer,

ρref = ρ1. (67.2)

The thickness and tracer equations do not couple to other layers, and as such we can drop the
layer index, k = 1, N , when analyzing these equations. For the momentum equation, we expose
the interface indices, k± 1/2, when considering pressure form stresses.

For this chapter, it proves useful to move seamlessly between the thickness weighted pressure
gradient body force and its equivalent contact force version studied in Section 36.4. The contact
force version of the momentum equation reveals the pressure form stresses acting on the upper
and lower interfaces of a shallow water layer. It also brings stresses (kinetic stresses and pressure
stresses) together into the divergence of a momentum flux. As such, this formulation follows
that of Cauchy as discussed in Section 24.2.3. The eddy correlation portion of the momentum
flux is known as the Eliassen-Palm flux.2

When the dust settles, the TWA equations are isomorphic to the unaveraged equations
(67.1a)-(67.1c), yet with the addition of momentum flux convergences to the right hand sides that
arise from subgrid correlations (i.e., convergence of the Eliassen-Palm flux). The momentum eddy
fluxes are connected to the potential vorticity fluxes, with the connection known as the Taylor-
Bretherton identity. The isomorphism provides some motivation to favor the TWA approach
since properties of the unaveraged equations are directly reflected in the TWA equations. It also
provides a suitable framework for parameterizing the subgrid correlations within the context of
flux-form conservation laws. Even so, any formalism for an eddy and mean decomposition is
subjective since the mean flow and eddying fluctuations are defined by the analyst not by the
physics. Hence, arguments concerning what is a preferable framework are subject to the needs
of the analyst and have no physically objective foundation.

67.3 Thickness transport by the bolus velocity
Prior to diving into the formalism of thickness weighted averaging, we study the eddy-induced
volume transport (more precisely, thickness transport) realized by linear waves within a layer
of shallow water fluid. This discussion provides a specific example of the thickness transport

2See Bühler (2014b) for a historical perspective on the Eliassen-Palm flux, which was introduced by Eliassen
and Palm (1960) in their study of stationary mountain waves.
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by the bolus velocity, with further discussion offered in Sections 67.5.1 and 70.4.5. Much of our
intuition for bolus transport is based on the following relatively simple example of Stokes drift.3

Part of the motivation for TWA is that we do not need to compute the bolus velocity. Even
so, understanding the basic physics of the bolus velocity renders useful insights into how eddies,
even eddies as simple as linear waves, can provide a rectified transport of properties. We also
comment on this point in Section 36.4.

67.3.1 Rectified effects
Rectification is the conversion of a fluctuating motion into motion in a particular direction. For
example, the transformation of an alternating electrical current into a direct electrical current
occurs through a rectifier. More generally, rectification arises from the breaking of a symmetry
typically through a nonlinear mechanism. The primary example in fluid mechanics is the Stokes
drift discussed in Section 52.11 as well as the current section. Stokes drift arises when linear
waves have an amplitude that is a function of space, with this spatial dependence giving rise
to net particle transport (the Stokes drift) in a preferred direction. Another example concerns
the turbulent Stokes drift arising from nonlinear geostrophic waves and eddies in the ocean and
atmosphere that lead to a net transport of buoyancy. In Section 36.7 we discuss the meridional
transport of buoyancy by eddies in a channel, which is the canonical geophysical example of
eddy induced transport.

67.3.2 An undulating fluid layer
Figure 67.1 shows a layer of constant density shallow water fluid within an adiabatic stacked
shallow water model. Since the layers are immiscible, the total volume of fluid within this layer
remains constant. In its unperturbed state with flat layer interfaces, the meridional velocity
in the fluid layer is zero and the thickness is a constant, ho. When perturbed, the thickness is
written

h(y, t) = ho + h′(y, t), (67.3)

where we assume the perturbation only depends on (y, t) for simplicity. The layer thickness
changes in time according to the convergence of the advective transport of thickness as found by
the thickness equation (67.1a)

∂h

∂t
= −∇ · (hu), (67.4)

where the convergence is computed within the layer and we drop the k layer index for brevity. As
seen by Figure 67.1, undulations of the layer thickness at a point arise from the convergence of
thickness advected to that point. Further assuming that there is no zonal dependence (∂x = 0)
leads to the one-dimensional thickness equation

∂h

∂t
= −∂ (h v)

∂y
. (67.5)

67.3.3 Stokes drift
Consider a linear wave perturbation in the meridional velocity that propagates in the meridional
direction

v′(y, t) = vo sin(κ y − ω t), (67.6)

where κ is a constant wave number and ω is a constant frequency. This longitudinal wave is
depicted in Figure 67.1. We now follow the general formalism developed in Section 52.11 (or

3This example is based Section 2 of Lee et al. (1997).
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ho + h′(y, t) ho

z

y

v′

Figure 67.1: Shown here is a single layer of constant density fluid, with resting thickness h = ho and instantanous
thickness h = ho +h

′(y, t). Associated with the undulations in thickness are fluctuations in the meridional velocity
v′ = vo sin(k y − ω t), depicted here by the alternating vectors within the layer. Vertical-meridional axes are
shown in the lower left corner for orientation. We are not concerned with boundaries in the meridional direction.

equivalently in Section 70.2.4) to determine the Stokes drift associated with this wave.

We are only concerned with the meridional component of the velocity, so the fluid particle
trajectory equation is given by

dY

dt
= vo sin(κY − ω t), (67.7)

where Y = Y (Yo, t) is the meridional trajectory with initial postion Yo. Following equation
(52.194) we can write the difference between the velocity following a fluid particle (the Lagrangian
velocity for the moving fluid particle) from the velocity at the initial particle point (the Eulerian
velocity at the initial point of the trajectory)

dY

dt
− v(y, t) = v2o κ cos(κy − ωt)

ˆ t

0
sin(κy − ωt′) dt′ (67.8a)

=
v2o κ

ω

[
cos2(κy − ωt)− cos(κy − ωt) cos(κy)

]
. (67.8b)

Time averaging over a single wave period,

T = 2π/ω (67.9)

leads to the Stokes drift as per the general expression in equation (52.196)

VStokes =
v2o κ

2ω
. (67.10)

Introducing the phase speed for the monochromatic wave,

c = ω/κ (67.11)

allows us to write the Stokes drift as

VStokes =
v2o
2 c
. (67.12)

Notice how the Stokes drift becomes small when the phase speed is large. The reason is that
for this case, the fluid particles have only a short time to feel each wave, and thus can only
experience a relatively small amount of drift. Correspondingly, there is only a small difference
between the Eulerian and Lagrangian velocities. The converse holds for slow phase speeds, where
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Eulerian and Lagrangian velocities have a relatively large difference.4

67.3.4 Linearized thickness perturbations
The velocity and thickness are written in terms of their rest state plus a perturbation due to the
wave

h = ho + h′ and v = v′, (67.13)

where the velocity vanishes when the wave is absent. The thickness equation (67.5) thus takes
the form

∂h′

∂t
+ ho

∂v′

∂y
+ v′

∂h′

∂y
= 0. (67.14)

Linearizing this equation, and using the wave perturbation (67.6), leads to

∂h′

∂t
+ ho vo κ cos(κy − ωt) = 0. (67.15)

Time integrating this equation, and making use of the velocity perturbation in the form of
equation (67.6), renders the thickness perturbation

h′ = ho v
′/c. (67.16)

Hence, to leading order, the thickness perturbation is directly proportional to and in phase with
the velocity perturbation.

67.3.5 Correlation between thickness and velocity
Over a single wave period, T = 2π/ω, the temporal correlation between the linear thickness
perturbation and velocity perturbation is given by

h′ v′ =
1

T

ˆ T

0
h′ v′ dt (67.17a)

=
ho
c T

ˆ T

0
v′ v′ dt (67.17b)

=
v2o ho
c T

ˆ T

0
sin2(κy − ωt) dt (67.17c)

=
v2o ho
2 c

(67.17d)

= ho VStokes, (67.17e)

where we introduced the Stokes drift (67.12) to reach the final equality. A nonzero correlation
h′ v′ means that the thickness has a nonzero tendency when averaged over a wave period.

The nonzero correlation in equation (67.17e) induces a thickness transport from the one-
dimensional linear longitudinal waves. This transport arises from the Stokes drift induced by the
waves; without Stokes drift there is no eddy thickness transport. This behavior exemplifies the
case for more general waves and nonlinear eddies moving through fluid layers. For the general
case, a nonzero bolus velocity (Section 67.5.1), as determined by velocity-thickness correlations,
induces an eddy thickness transport. We see that for the one-dimensional linear longitudinal
wave example, the bolus velocity is the Stokes velocity, thus prompting certain authors to make
the equality in general.

4If we were to consider a formal asymptotic expansion, then the case of relatively slow phase speeds would
require us to keep more terms in the expansion than those carried here.
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67.3.6 Do we need the bolus velocity?
The bolus transport is of fundamental importance for how we think about eddy induced Stokes
transport from shallow water waves. More general fluctuations, such as those from turbulent
geostrophic eddies, require a parameterization to determine the thickness transport. We consider
such in Section 31.7 when studying geostrophic eddies in a zonally reentrant channel. As we see
in the remainder of the current chapter, the allure of the thickness weighted averaging formalism
is that it dispenses with the need to parameterize the bolus velocity. Instead, the TWA equations
absorb the bolus transport into the residual mean advection operator. Operationally, the TWA
exposes the eddy correlation terms only in the momentum equation, leaving the TWA thickness
and TWA tracer equations in a form directly parallel to the unaveraged equations.

67.4 Averaging operators
There are many averaging operators used in fluid mechanics, such as the wave average from
Section 67.3, which is useful when the flow is dominantly linear waves; a long time average
(formally an infinitely long time average), which is commonly used for climate studies; a space
average, which is appropriate when the spatial sampling is coarse; general space filters or kernels,
which are commonly used in large eddy simulations; and ensemble averages, which are generally
assumed in traditional studies of turbulence. In the following, we denote the averaging or mean
operator by an overbar

average(Φ) = Φ, (67.18)

where Φ is any field such as velocity, thickness, or tracer concentration. Deviations (also called
fluctations) from the mean are denoted by a prime so that the full field is decomposed into a
mean and eddy term according to

Φ = Φ+ Φ′. (67.19)

Since the equations of fluid mechanics are nonlinear, this decomposition into eddy and mean leads
to nonlinear eddy correlation terms, which are the source of both the richness and complexity of
eddying fluid flows.

67.4.1 Reynolds average
A Reynolds average is an operator that annihilates its corresponding fluctuating quantity, which
then means that the average of an average is the identity operator

Φ′ = 0⇐⇒ Φ = Φ, (67.20)

which in turn means that
ΦΨ = (Φ + Φ′)Ψ = ΦΨ. (67.21)

Reynolds averages are commonly used when deriving mean field equations. Even so, the
assumptions of Reyynolds averaging operators are not satisfied by many operators in practice.
Extra technical issues arise when averaging operators do not satisfy the properties of a Reynolds
average, with these issues beyond our aims in the present chapter. Hence, in this chapter we
retain the Reynolds average assumption (67.20) for the averaging operator.

67.4.2 Ensemble average
A further assumption we make is that the average operator commutes with space and time
derivatives as well as integrals. This assumption does not strictly hold if the operator is a space
and/or time average operator, at least not without a bit of work. However, this assumption holds
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for ensemble averages. An ensemble average is computed over an infinite number of realizations
of the fluid flow, with approximations to this average afforded by finite sized ensembles.

Ensemble averages are typically assumed in traditional fluid turbulence studies. However,
they are not always very practical nor are they the obvious choice when targeting a frameowork for
parameterization. Even so, we prefer ensemble averages for this chapter in order to dispense with
concerns about commutation of the averaging operator with derivative and integral operators.
We also make use of ensemble averaging for our discussion of tracer kinematics in Chapter 70.

67.4.3 Thickness weighted average

The thickness weighted average of a field is defined as the ensemble average of the thickness
weighted field, and then divided by the averaged thickness:

Φ̂ ≡ hΦ

h
⇐⇒ h Φ̂ = hΦ, (67.22)

with widehats adorning a thickness weighted average. Deviations from the thickness weighted
average are denoted with two primes so that the unaveraged field is decomposed into its average
plus fluctuation

Φ = Φ̂ + Φ′′. (67.23)

Since the overline average from Section 67.4.1 satisfies the Reynolds averaging assumption, so
too does the thickness weighted average

Φ = Φ̂ + Φ′′ =⇒ Φ̂′′ =
hΦ′′

h
= 0. (67.24)

We are thus able to derive the following related identities

ΦΨ = (Φ̂ + Φ′′) (Φ̂ + Φ′′) =⇒ Φ̂Ψ = Φ̂ Ψ̂ + Φ̂′′Ψ′′ =⇒ hΦΨ = h Φ̂Ψ. (67.25)

We sometimes need to consider mixed averages and primes, such as for

h Φ̂ = hΦ = h Φ̂, (67.26)

in which case5

hΦ′′ = h(Φ− Φ̂) = hΦ− h′Φ′ ̸= 0. (67.27)

Hence, the ensemble average of a fluctuation, Φ′′ (which is computed relative to the thickness
weighted mean), is generally nonzero. Furthermore, we sometimes find it useful to write the
ensemble mean correlation between thickness and a field according to

h Φ̂′ = hΦ′ = h′Φ′, (67.28)

with the second equality following since

hΦ′ = hΦ′ = 0. (67.29)

The identity (67.28) allows us to write equation (67.27) as

hΦ′′ = h (Φ− Φ̂′). (67.30)

5Footnote #4 in Young (2012) is missing the hΦ term appearing in equation (67.27).
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A similar identity holds according to the following manipulations

h′Φ′ = hΦ′ = h (Φ− Φ) = hΦ− hΦ = h (Φ̂− Φ), (67.31)

so that

Φ̂′ = Φ̂− Φ =
h′Φ′

h
. (67.32)

Derivative operators do not commute with the thickness weighted average, so that, for
example,

∂xû ̸= ∂̂xu. (67.33)

Hence, when deriving differential equations for thickness weighted fields, we first derive equations
for the unaveraged thickness weighted quantities, and only thereafter do we apply the ensemble
mean operator.

67.4.4 Comments

For the most part, we follow the notation of Young (2012). Nonetheless, we caution that
notational clutter and variations on conventions can present a nontrivial barrier to penetrating
the TWA literature. Indeed, for our purposes with the stacked shallow water model, there is
one additional piece of notation concerning the discrete layer indices. Fortunately, much of the
discrete layer notation can be streamlined by exposing just the half-integer indices for fields
situated at layer interfaces, along with the layer density.

67.5 Thickness equation and tracer equation

In this section we derive the TWA versions of the thickness equation (67.1a) and the tracer
equation (67.1b). The derivations involve straightforward applications of the TWA averaging
properties (67.24) and (67.25).

67.5.1 TWA thickness equation

Taking the ensemble average of the thickness equation (67.1a) renders

∂th+∇ · hu = 0, (67.34)

where we dropped the layer index, k, to reduce notation. Introducing the thickness weighted
average according to equation (67.22) brings the thickness equation to the form

∂th+∇ · (h û) = 0. (67.35)

Consequently, the mean layer thickness, h, evolves at a point in space according to the convergence
of the thickness flux, −∇ · (h û), with the flux determined by the thickness weighted velocity, û.

We find it useful to introduce the material time derivative operator defined with the thickness
weighted velocity

D♯

Dt
=

∂

∂t
+ û · ∇ =

∂

∂t
+ û ∂x + v̂ ∂y, (67.36)

so that the flux-form thickness equation (67.35) can be written in the material time derivative
or advective form

D♯h

Dt
= −h∇ · û. (67.37)
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The D♯/Dt notation is based on that used by Young (2012). The alternative D̂/Dt is less suitable
since h (D/Dt) ≠ (D/Dt)h. In brief, an object adorned with a sharp symbol is consistent with
thickness weighted averaging but is itself not the direct result of a thickness weighted average.
In the following, we find it useful to also introduce the vertical velocity, w♯, in equation (67.43),
and the potential vorticity, Π♯, in equation (67.91).

The isomorphism between the TWA thickness equation (67.35) with the unaveraged thickness
equation (67.1a) illustrates a distinct advantage of using the thickness weighted velocity, û.
Even so, for some purposes it is useful to unpack the thickness weighted velocity into its two
components

û = u+
h′ u′

h
≡ u+ ubolus, (67.38)

where we defined the bolus velocity via

hubolus = h′ u′ = h û′, (67.39)

where the second equality follows from the identity (67.28).

We discussed the bolus velocity in Section 67.3 and see it again in Section 70.4.5 when
developing the ensemble mean tracer equation in isopycnal coordinates. However, as per our
discussion in Section 67.3.6, we do not need to know the bolus velocity if we write the averaged
tracer and momentum equations in terms of the thickness weighted velocity, û.

67.5.2 Tracer equation

Taking the ensemble average of the tracer concentration equation (67.1b) for a shallow water
fluid layer renders

∂t(hC) +∇ · hC u = 0. (67.40)

Making use of the thickness weighted averages from Section 67.4.3 allows us to write

hC = h Ĉ and hC u = h (Ĉ û+ Ĉ ′′ u′′), (67.41)

thus yielding the TWA tracer equation

∂t(h Ĉ) +∇ · (h Ĉ û) = −∇ · (h Ĉ ′′ u′′). (67.42)

The right hand side is the convergence of the thickness weighted eddy tracer flux. As seen in
Section 70.5, the isopycnal form of the tracer equation is identical to that given here for a shallow
water layer. In that discussion we present methods commonly used to parameterize the eddy
flux convergence.

67.5.3 Vertical velocity

We generally have no need for the vertical velocity when working with the adiabatic stacked
shallow water model. Nonetheless, it is interesting to define a vertical velocity component, w♯,
satisfying the continuity equation

∇h · û+ ∂zw
♯ = 0. (67.43)

As for the unaveraged vertical velocity component discussed in Section 35.2.8, w♯ is a linear
function of z within the ensemble mean shallow water layers (see equation (35.39)). Note that
w♯ is not a thickness weighted velocity. Rather, it is the vertical velocity that is compatible,
through the continuity equation, with the thickness weighted horizontal velocity. A vertical
velocity is needed for the continuously stratified Boussinesq fluid, and it is defined as done here
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for the shallow water.6

67.6 Horizontal momentum equation
Taking the ensemble mean of the horizontal momentum equation (67.1c) renders

∂t(hu) +∇ · [hu⊗ u] + f ẑ × (hu) = −h∇p/ρref , (67.44)

where we dropped the layer interface lable, k, for brevity. Again, we make use of the thickness
weighted averages from Section 67.4.3 to write

hu = h û (67.45a)

hu⊗ u = h (û⊗ û+ ̂u′′ ⊗ u′′), (67.45b)

so that equation (67.44) becomes

∂t(h û) +∇ · [h û⊗ û] + f ẑ × (h û) = −∇ · [h ̂u′′ ⊗ u′′]− h∇p/ρref . (67.46)

The first term on the right hand side is similar to the eddy tracer flux convergence appearing
in the TWA tracer equation (67.42). In contrast, the thickness weighted pressure gradient is
fundamentally distinct from anything appearing in the tracer equation. Much in the remainder
of this section is devoted to developing a physical and mathematical understanding of h∇p.

67.6.1 Kinetic stress and Reynolds stress
Following our discussion in Section 25.6, we introduce the shallow water kinetic stress tensor

Tsw kinetic = −ρref u⊗ u. (67.47)

The kinetic stress arises from motion of the fluid, with its divergence, ∇ · (hTkinetic), contributing
to changes in the momentum of a shallow water fluid column. Decomposing the velocity into
the TWA velocity and fluctuation leads to the ensemble mean of the thickness weighted kinetic
stress

hTkinetic(u) = −ρref hu⊗ u (67.48a)

= −ρref h [û⊗ û+ ̂u′′ ⊗ u′′] (67.48b)

= hTkinetic(û) + hTReynolds, (67.48c)

where the eddy correlation is known as the Reynolds stress. The divergence of the thickness
weighted Reynolds stress provides a rectified effect onto the mean flow due to nonzero eddy
correlations.

67.6.2 Thickness and pressure gradient correlation
The ensemble mean of the thickness weighted pressure gradient can be written

hk∇pk = hk ∇̂pk equation (67.22) defining the TWA (67.49a)

= hk∇pk + h′k∇p′k expanding the ensemble mean (67.49b)

= hk (∇pk + ∇̂p′k) equation (67.28). (67.49c)

6See equation (73) in Young (2012).
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The eddy term is the correlation between layer thickness fluctuations and horizontal pressure
gradient fluctuations

hk ∇̂p′k = h′k∇p′k, (67.50)

which can be written in terms of the eddy geostrophic velocity

hk ∇̂p′k = −ρref f ẑ × h′k u′
k,g = −ρref f ẑ × hk û′

k,g. (67.51)

For geostrophic flows, the bolus velocity (67.39) equals to û′
k,g, in which case we write

hk ∇̂p′k = −ρref f ẑ × hk u
bolus
k . (67.52)

67.6.3 Unpacking the thickness and pressure gradient correlation

We here unpack the correlation between eddy thickness and eddy pressure gradient as given by

hk ∇̂p′k = h′k∇p′k in equation (67.50). We do so by writing the pressure as a contact force rather
than a body force. Doing so exposes the eddy interfacial form stresses that provide a vertical
transfer of horizontal momentum. In addition, there is a term arising from the gradient in the
layer depth integrated pressure or, alternatively, the layer potential energy. To proceed we rely
on the development given in Section 36.4.9, in which we exposed two equivalent expressions for
the contact pressure.

As part of the following derivation we make use of relations for pressure within a layer and
at an interface

pk(z) = pk−1/2 + g ρk (ηk−1/2 − z) (67.53a)

pk+1/2 − pk−1/2 = g ρk hk = −g ρk (ηk+1/2 − ηk−1/2) (67.53b)

p1/2 = pa, (67.53c)

with pa the applied (or atmospheric) pressure at the ocean surface. We emphasize that the layer
pressure, pk(z), is a linear function of vertical position within the layer so that its horizontal
gradient, ∇hpk, is depth independent.

Interfacial form stress plus gradient of layer depth integrated pressure

The first expression for thickness weighted pressure gradient is given by

−hk∇pk = −∇Pk + F
form
k . (67.54)

In this equation we introduced the pressure vertically integrated over layer-k

Pk =

ˆ ηk−1/2

ηk+1/2

pk(z) dz = hk (g ρk hk/2 + pk−1/2), (67.55)

with its negative gradient

−∇Pk = −∇ [hk (pk−1/2 + g ρk hk/2)] (67.56a)

= −∇ [hk (pk+1/2 − g ρk hk/2)] (67.56b)

= −[hk∇pk+1/2 + pk−1/2∇hk] (67.56c)

leading to a horizontal acceleration from imbalances in the contact pressure acting along the
vertical sides of a shallow water column. The second stress in equation (67.54) is the pressure
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form stress acting on the upper and lower layer interfaces

F form
k = pk−1/2∇ηk−1/2 − pk+1/2∇ηk+1/2 ≡ δk(pk−1/2∇ηk−1/2), (67.57)

where
δkΦk−1/2 = Φk−1/2 − Φk+1/2 = −(Φk+1/2 − Φk−1/2) (67.58)

is a difference operator acting on interface properties. The use of a backward difference operator
is motivated since k increases down whereas ẑ points up. Additionally, we define the difference
operator to only act on fields defined at the layer interface, with layer fields commuting with
this operator so that, for example,

δk(hk ηk−1/2) = hk δk(ηk−1/2). (67.59)

This convention helps produce a tidy form of the Eliassen-Palm flux in Sections 67.6.4 and
67.6.5.

Making use of the depth integrated pressure and form stress as given by equation (67.54)
allows us to write the ensemble mean thickness weighted pressure gradient as

−hk∇pk = −∇Pk + δk[pk−1/2∇ηk−1/2]. (67.60)

Following equation (67.56a), we write the ensemble mean for the layer integrated pressure as

−∇Pk = −∇[hk (pk−1/2 + g ρk hk/2)]−∇[h′k (p′k−1/2 + g ρk h′k/2)] (67.61)

and the vertical divergence of the form stress is

F form
k = δk[pk−1/2∇ηk−1/2] = δk

[
pk−1/2∇ηk−1/2 + p′

k−1/2∇η′k−1/2

]
. (67.62)

We are thus led to the following decomposition of the eddy contribution to the thickness weighted
pressure gradient

−h′k∇p′k = −∇[h′k (p′k−1/2 + g ρk h′k/2)] + δk

[
p′
k−1/2∇η′k−1/2

]
. (67.63)

For orientation, in Figure 67.2 we illustrate the deviations of the interface positions relative to
the ensemble mean.
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Figure 67.2: Schematic of the interface positions for a shallow water layer. The ensemble mean layer interfaces
have vertical positions given by z = ηk±1/2, whereas the fluctuating interfaces are located at z = ηk±1/2 + η′k±1/2.
As depicted here, the ensemble mean interface positions are not generally horizontal.
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Dual interfacial pressure form stress plus gradient of layer potential energy

An alternative formulation uses the dual form stress and potential energy, in which case we write
the thickness weighted horizontal pressure gradient as

−hk∇pk = −∇Pk + F
dual
k . (67.64)

In this equation we introduced the layer gravitational potential energy per area

Pk = g ρk

ˆ ηk−1/2

ηk+1/2

z dz = (g ρk/2) (η
2
k−1/2 − η2k+1/2) = (g ρk/2) δk(η

2
k−1/2), (67.65)

and the dual pressure form stress (see Section 36.4.8),

F dual
k = −δk(ηk−1/2∇pk−1/2) = F

form
k −∇[δk(ηk−1/2 pk−1/2)]. (67.66)

Since they differ by a gradient, the form stress and dual form stress have identical curls and so
they contribute the same interfacial pressure torque as part of the layer vorticity evolution

−∇× (hk∇pk) = ∇× F dual
k = ∇× F form

k . (67.67)

Making use of the potential energy and dual form stress as given by equation (67.64) allows
us to write the ensemble mean thickness weighted pressure gradient as

−hk∇pk = −∇Pk − δk[ηk−1/2∇pk−1/2] (67.68)

where minus the potential energy gradient is decomposed as

−∇Pk = −(g ρk/2) δk

[
∇(ηk−1/2)

2 +∇(η′
k−1/2)

2
]

(67.69)

and the vertical convergence of the dual form stress is

−δk[ηk−1/2∇pk−1/2] = −δk
[
ηk−1/2∇pk−1/2 + η′

k−1/2∇p′k−1/2

]
. (67.70)

We are thus led to decompose the thickness weighted pressure gradient correlation as

−h′k∇p′k = −(g ρk/2)∇[δk(η′k−1/2)
2]− δk[η′k−1/2∇p′k−1/2]. (67.71)

Again, the first term on the right hand side arises from the eddy potential energy and the second
term from the dual eddy form stress.

67.6.4 Zonal and meridional Eliassen-Palm fluxes: Version I

Making use of the thickness and pressure gradient correlation in the form of equation (67.63)
(the version with the form stress) leads to the thickness weighted momentum equation

∂t(h û) +∇ · (h û⊗ û) + f ẑ × h û+ h∇p/ρref

= −∇ · (h ̂u′′ ⊗ u′′)− ρ−1
ref ∇[h′k (p′k−1/2 + g ρk h′k/2)] + ρ−1

ref δk(p
′∇η′)k−1/2, (67.72)

where we only exposed the interface indices to reduce notational clutter, and where we introduced
the shorthand for the eddy form stress at the k− 1/2 interface

(p′∇η′)k−1/2 = p′
k−1/2∇η′k−1/2. (67.73)
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The subgrid scale correlations on the right hand side of equation (67.72) can be organized into
the divergence of two tensors

∇ · (h ̂u′′ ⊗ u′′) + ρ−1
ref ∇[h′k (p′k−1/2 + g ρk h′k/2)]− (h ρref)

−1 δk

[
h (p′∇η′)k−1/2

]
=
[
∂x ∂y (1/h) δk

]  h û′′ u′′ h û′′ v′′ 0

h û′′ v′′ h v̂′′ v′′ 0
0 0 0


+ ρ−1

ref

[
∂x ∂y (1/h) δk

]  h′k (p
′
k−1/2 + g ρk h′k/2) 0 0

0 h′k (p
′
k−1/2 + g ρk h′k/2) 0

−h (p′ ∂xη′)k−1/2 −h (p′ ∂yη′)k−1/2 0

 , (67.74)

where we recall from equation (67.59) that the vertical difference operator, δk, only acts on layer
interface fields so that hk commutes with δk. The first tensor in equation (67.74) arises from
Reynolds stresses and the second tensor arises from eddy pressures, including the eddy form
stress in the third row.

When combined, the columns of the tensors appearing in equation (67.74) are the thickness
weighted shallow water Eliassen-Palm fluxes for the zonal (column 1) and meridional (column 2)
momentum equation

E(uEP) =
[
h û′′ u′′ + ρ−1

ref h
′
k (p

′
k−1/2 + g ρk h′k/2)

]
x̂+ h û′′ v′′ ŷ − (h/ρref) (p′ ∂xη′)k−1/2 ẑ (67.75a)

E(vEP) = h û′′ v′′ x̂+
[
h v̂′′ v′′ + ρ−1

ref h
′
k (p

′
k−1/2 + g ρk h′k/2)

]
ŷ − (h/ρref) (p′ ∂yη′)k−1/2 ẑ.

(67.75b)

The Eliassen-Palm flux has physical dimensions of thickness times squared velocity. We en-
countered the unaveraged version of the Eliassen-Palm flux in Sections 36.3.3 and 36.4.9 when
studying the shallow water momentum equation. Maddison and Marshall (2013) included the
third column of zeros in equation (67.74) to emphasize that the Eliassen-Palm fluxes are the
first and second columns to the Eliassen-Palm flux tensor. They illustrated the utility of this
perspective by considering gauge transformations that result in non-zero elements in the third
column.

The Eliassen-Palm fluxes are second order in eddy amplitude; i.e., they are quadratic in eddy
fluctuations. Furthermore, they bring together the Reynolds stress and eddy pressure terms,
including the eddy form stress. The convergence of the Eliassen-Palm fluxes provides an eddy
rectified acceleration on the thickness weighted velocity. To explicitly see this forcing, write the
components to the mean field momentum equation (67.72) as7

∂t(h û) +∇ · (h û û)− f h v̂ + h ∂xp/ρ = −(∇h + ẑ h−1
δk) ·E(uEP) (67.76a)

∂t(h v̂) +∇ · (h û v̂) + f h û+ h ∂yp/ρ = −(∇h + ẑ h−1
δk) ·E(vEP). (67.76b)

Equations (67.76a) and (67.76b) are isomorphic to the unaveraged horizontal momentum equation
(67.1c), yet with the addition of the convergence of the Eliassen-Palm flux on the right hand
side that encapsulates rectified effects from eddies. They can be written using the material time

7Recall from equation (67.59) that the operator δk only acts on interface fields, so that h
−1
δk(h) = δk. This

convention allows us to combine the horizontal components to the Eliassen-Palm flux with the vertical component,
as written in equations (67.80a) and (67.80b).
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derivative (67.36)

D♯û

Dt
− f v̂ + ∂xp/ρ = −h−1

(∇h + ẑ h−1
δk) ·E(uEP) (67.77a)

D♯v̂

Dt
+ f û+ ∂yp/ρ = −h−1

(∇h + ẑ h−1
δk) ·E(vEP). (67.77b)

We emphasize that these equations only make use of the thickness weighted velocity, û, as do
the averaged thickness equation (67.35) and averaged tracer equation (67.42). We advertised
this point near the start of this chapter, noting that it facilitates the practical use of the TWA
equations for numerical simulations. We further this correspondence in Section 67.7 by showing
that the vorticity and potential vorticity equations also make use of û.

67.6.5 Zonal and meridional Eliassen-Palm fluxes: Version II

We here follow the development in Section 67.6.4, only now making use of the thickness and
pressure gradient correlation in the form of equation (67.71) (the version with the dual form
stress). Our presentation is terse since there are few differences from Section 67.6.4. We start
from the thickness weighted momentum equation

∂t(h û) +∇ · (h û⊗ û) + f ẑ × h û+ h∇p/ρ
= −∇ · (h ̂u′′ ⊗ u′′)− (g ρk/2ρref)∇[δk(η′k−1/2)

2]− δk[(η′∇p′)k−1/2/ρref ]. (67.78)

The subgrid scale correlations on the right hand side can be organized into the divergence of
two tensors

∇ · (h ̂u′′ ⊗ u′′) + (g ρk/2ρref)∇[δk(η′k−1/2)
2] + δk[(η′∇p′)k−1/2/ρref ]

=
[
∂x ∂y h

−1
δk

] h û′′ u′′ h û′′ v′′ 0

h û′′ v′′ h v̂′′ v′′ 0
0 0 0


+
[
∂x ∂y h

−1
δk

] (g ρk/2 ρref) [δk(η′k−1/2)
2] 0 0

0 (g ρk/2 ρref) [δk(η′k−1/2)
2] 0

(h/ρref) (η′ ∂xp′)k−1/2 (h/ρref) (η′ ∂yp′)k−1/2 0

 . (67.79)

The first tensor arises from Reynolds stresses and the second arises from eddy potential energy
and dual eddy form stresses. When combined, the columns are the thickness weighted Eliassen-
Palm fluxes for the zonal (column 1) and meridional (column 2), here making use of the dual
form stress

E
(uEP)
dual =

[
h û′′ u′′ + (g ρk/2ρref) [δk(η′k−1/2)

2]
]
x̂+ h û′′ v′′ ŷ + h (η′ ∂xp′)k−1/2/ρref) ẑ (67.80a)

E
(vEP)
dual = h û′′ v′′ x̂+

[
h v̂′′ v′′ + (g ρk/2ρref) [δk(η′k−1/2)

2]
]
ŷ + h (η′ ∂yp′)k−1/2/ρref) ẑ. (67.80b)

The convergence of the Eliassen-Palm fluxes provides an eddy rectified acceleration on the
thickness weighted velocity

∂t(h û) +∇ · (h û û)− f h v̂ + h ∂xp/ρ = −(∇h + ẑ h−1
δk) ·E(uEP)

dual (67.81a)

∂t(h v̂) +∇ · (h û v̂) + f h û+ h ∂yp/ρ = −(∇h + ẑ h−1
δk) ·E(vEP)

dual . (67.81b)
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67.6.6 Interfacial stresses from geostrophic eddies

In Section 31.7 we studied the rectified effects from geostrophic eddies in a zonally re-entrant
channel for a continuously stratified fluid. In that analysis we found that the zonal mean of
isopycnal eddy form stresses are equivalent to the meridional eddy flux of buoyancy. We here
consider similar questions within the context of the TWA shallow water fluid, here focusing on
the interfacial transfer of momentum due to eddy dual form stresses as given by the vertical
vectors

ρref

[
E

(uEP)
dual

]
interface

= ẑ h (η′ ∂xp′)k−1/2 (67.82a)

ρref

[
E

(vEP)
dual

]
interface

= ẑ h (η′ ∂yp′)k−1/2. (67.82b)

Let us now write the interface pressure gradient fluctuation as

∇pk−1/2 = ∇pk − g ρk∇ηk−1/2 (67.83)

so that
(η′∇p′)k−1/2 = η′k−1/2∇p′k + g ρk (η′∇η′)k−1/2. (67.84)

As for the analysis in Section 31.7, we assume the fluctuations are geostrophic so that we can
introduce the layer geostrophic velocity corresponding to the gradient of the layer pressure
fluctuations

∂xp
′
k = f ρref v

′
k and ∂yp

′
k = −f ρref u

′
k, (67.85)

in which case the dual form stress portion of the Eliassen-Palm fluxes take the form

ρref

[
E

(uEP)
dual

]
interface

= ẑ h
[
f ρref η′k−1/2 v

′
k + g ρk (η′ ∂xη′)k−1/2

]
(67.86a)

ρref

[
E

(vEP)
dual

]
interface

= ẑ h
[
−f ρref η′k−1/2 u

′
k + g ρk (η′ ∂yη′)k−1/2

]
. (67.86b)

The η′
k−1/2 u

′
k term is an eddy transport of the area between z = ηk−1/2 and z = η′

k−1/2 (see

Figure 67.2). We studied the same transport for the continuously stratified fluid in Section 31.7.
In that discussion, we found that the interface fluctuations, η′, can be related to the buoyancy
fluctuations, b′, in which case η′

k−1/2 u
′
k is proportional to the eddy buoyancy flux for the layer.

67.6.7 Comments

Greatbatch and Lamb (1990) and Greatbatch (1998) pursue a similar analysis for the purpose of
framing the mesoscale eddy parameterization problem. They focus on the interfacial form stress
contribution since, for geostrophic eddies, it dominates over the other terms in the Eliassen-Palm
fluxes (67.80a) and (67.80b).

67.7 Vorticity and potential vorticity

We follow the procedure from Chapter 39 to derive the vorticity and potential vorticity for the
thickness weighted shallow water equations. In the process, we connect the eddy flux of potential
vorticity to the Eliassen-Palm fluxes (67.75a) and (67.75b). Note that the same manipulations
also hold for the dual Eliassen-Palm fluxes (67.80a) and (67.80b).
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67.7.1 Derivation

Use the vector identities from Sections 35.5 and 39.1 to bring the material evolution equations
(67.77a) and (67.77b) into their equivalent vector invariant forms8

∂tû− (f + ζ̂) v̂ = −∂x(p/ρ+ û · û/2)− h−1
(∇h + ẑ h−1

δk) ·E(uEP) (67.87a)

∂tv̂ + (f + ζ̂) û = −∂y(p/ρ+ û · û/2)− h−1
(∇h + ẑ h−1

δk) ·E(vEP), (67.87b)

where we introduced the relative vorticity of the thickness weighted horizontal velocity

ζ̂ = ∂xv̂ − ∂yû. (67.88)

Taking ∂x of the meridional equation (67.87b) and subtracting ∂y of the zonal equation (67.87a)

renders the evolution equation for absolute vorticity, ζ̂a = ζ̂ + f ,

D♯ζ̂a
Dt

+ ζ̂a∇ · û = ∂y[h
−1

(∇h + ẑ h−1
δk) ·E(uEP)]− ∂x[h−1

(∇h + ẑ h−1
δk) ·E(vEP)]. (67.89)

Making use of the thickness equation (67.37) to replace ∇ · û leads to the potential vorticity
equation

h
D♯Π♯

Dt
= −∇ · F ♯ (67.90)

where

Π♯ =
f + ∂xv̂ − ∂yû

h
=
f + ζ̂

h
(67.91)

is the potential vorticity defined with the thickness weighted velocity and ensemble mean
thickness. The corresponding eddy potential vorticity flux is a horizontal vector and given in
terms of the divergence of the Eliassen-Palm fluxes

F ♯ = x̂ [h
−1

(∇h + ẑ h−1
δk) ·E(vEP)]− ŷ [h−1

(∇h + ẑ h−1
δk) ·E(uEP)] + ẑ ×∇Υ, (67.92)

where Υ is an arbitrary gauge function.9 This equation connects the potential vorticity flux to
the Eliassen-Palm fluxes and it is known as the Taylor-Bretherton identity. Remarkably, the
potential vorticity flux also provides the eddy forcing to the thickness weighted velocity equation

∂tû+ (f + ζ̂) ẑ × û+∇(p/ρ+ û · û/2) = −ẑ × (F ♯ − ẑ ×∇Υ), (67.93)

which can also be written

∂tû+ ẑ × (h ûΠ♯ + F ♯ − ẑ ×∇Υ) +∇(p/ρ+ û · û/2) = 0, (67.94)

where h ûΠ♯ + F ♯ − ẑ ×∇Υ is the net (mean plus eddy plus gauge) potential vorticity flux.

67.7.2 Concerning the mean field potential vorticity

We emphasize that the mean field potential vorticity arising from our development is Π♯, which
is defined by equation (67.91) using the thickness weighted velocity, û for the relative vorticity.

8In Section D.6 of Griffies et al. (2020), the authors state “In contrast to the flux-form momentum equation,
the vector-invariant velocity equation does not admit a finite volume formulation.” That statement is incorrect,
with equations (67.87a) and (67.87b) the finite volume vector-invariant velocity equation.

9Equation (129) in Young (2012) should have a gauge function on its right hand side, which follows from his
footnote #3. We provide an example of the need for a gauge function in Section 67.8.
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This potential vorticity is distinct from the thickness weighted average potential vorticity

Π̂ =
Πh

h
=
f + ζ

h
=
f + ∂xv − ∂yu

h
, (67.95)

which is the mean field potential vorticity considered by Greatbatch (1998) and Peterson and
Greatbatch (2001). The two forms of potential vorticity differ by the potential vorticity of the
bolus velocity

Π♯ − Π̂ =
(f + ζ̂)− (f + ζ)

h
=
ẑ · [∇× (û− u)]

h
=
ẑ · (∇× û′)

h
=
ẑ · (∇× ubolus)

h
, (67.96)

where the penultimate equality made use of equation (67.32) for û′, and the final equality
introduced the bolus velocity according to equation (67.39). Use of Π♯ allows us to develop
a potential vorticity conservation statement solely in terms of û, whereas the use of Π̂ by
Greatbatch (1998) and Peterson and Greatbatch (2001) requires both u and û.

67.7.3 Comments

As in Young (2012), and as advertised at the start of this chapter, we have developed the
equations for the thickness weighted averaged shallow water solely in terms of the thickness
weighted velocity, û. This development includes the thickness equation (67.35), the tracer
equation (67.42), the velocity equation (67.46) and the potential vorticity equation (67.90).
There is no need for the ensemble mean velocity, u, and thus no need to parameterize the bolus
velocity.

67.8 Vorticity fluxes for non-divergent barotropic flow
In Chapter 38 we studied the mechanics of a two dimensional fluid whose horizontal flow is
non-divergent. As for the shallow water, the fluid moves as columns. However, since the
horizontal flow is non-divergent, each column is rigid and so there is no stretching or squashing
of columns. Correspondingly, there are no form stresses acting on these columns. We specialize
the shallow water analysis in this section to rigid columnar motion as a means to verify that the
Reynolds stresses appearing in the Eliassen-Palm flux formulation correspond to that arising in
the non-divergent barotropic model.

For rigid fluid columns, the thickness weighted average reduces to just the ensemble mean
since all layer thicknesses are fixed. Correspondingly, there are no form stresses acting at the
layer interfaces since interfaces are horizontal. Hence, the Eliassen-Palm fluxes (67.75a) and
(67.75b) reduce to just their Reynold stress contributions

h−1E(uEP) = u′ u′ x̂+ u′ v′ ŷ (67.97a)

h−1E(vEP) = u′ v′ x̂+ v′ v′ ŷ. (67.97b)

The corresponding eddy potential vorticity flux (67.92), absent the gauge term, is

F ♯ = x̂∇ · [u′ v′ x̂+ v′ v′ ŷ]− ŷ∇ · [u′ u′ x̂+ u′ v′ ŷ] (67.98a)

= x̂ [∂x(u′ v′) + ∂y(v′ v′)]− ŷ [∂x(u′ u′) + ∂y(u′ v′)]. (67.98b)

Does the eddy potential vorticity flux (67.98b) agree, to within a gauge function, with the
eddy flux resulting from a direct decomposition into eddy and mean within a two dimensional
non-divergent model? To address this question, recall that the advective flux of potential vorticity

CHAPTER 67. SHALLOW WATER THICKNESS WEIGHTED AVERAGING page 1889 of 2158



67.8. VORTICITY FLUXES FOR NON-DIVERGENT BAROTROPIC FLOW

for the two dimensional non-divergent flow is given by equation (38.52)

u q = u f +∇ · (ẑ × E), (67.99)

where E is the trace-free anisotropic portion of the kinetic stress tensor

E =

[
−(u2 − v2)/2 −u v
−u v (u2 − v2)/2

]
. (67.100)

The mean of the potential vorticity flux is (67.99) is given by

u q = u q + u′ q′, (67.101)

where the flux computed from the mean fields is

u q = u (f + ζ), (67.102)

whereas the eddy potential vorticity flux is

u′ q′ = ∇ · [ẑ × E(u′)] (67.103a)

= x̂ [∂x(u′ v′) + ∂y(v′ v′ − u′ u′)/2] + ŷ [∂x(v′ v′ − u′ u′)/2− ∂y(u′ v′)] (67.103b)

= x̂ [∂x(u′ v′) + ∂y(v′ v′)]− ŷ [∂x(u′ u′) + ∂y(u′ v′)] + (x̂ ∂y − ŷ ∂x)u′ · u′/2 (67.103c)

= F ♯ − ẑ ×∇(u′ · u′)/2. (67.103d)

Hence, u′ q′ agrees with F ♯ in equation (67.98b) to within a gauge function given by the rotated
gradient of the eddy kinetic energy, so that their divergences are equal

∇ · F ♯ = ∇ · u′ q′. (67.104)

That is, when diagnosing contributions to the potential vorticity flux, the gauge term, −ẑ ×
∇(u′ · u′)/2, plays no role in forcing potential vorticity.
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In this part of the book, we study the physics and maths of passive tracers, conservative
tracers,10 as well as density and Archimedean buoyancy. Tensorially, these fields are scalars and
so they provide a number (e.g., temperature, humidity, mass density) throughout the continuum
fluid. This study of scalar mechanics complements that of momentum, vorticity, and energy
considered in other parts of this book, with each scalar offering information about the mechanics
of fluid motion. Much of the material is relevant to both the atmosphere and ocean, though
specialized topics are motivated from ocean applications.

Although the physics and maths of scalar fields is simpler than that describing momentum,
vorticity, and energy, there is a remarkable richness to the study. We only touch upon a few of
the many topics, aiming to provide a theoretical platform for further study by the interested
reader. Here is a synopsis of the chapters in this part of the book.

• In Chapter 68 we focus on tracer diffusion in the absence of advection. The diffusion
equation is the canonical parabolic partial differential equation, and we studied a variety
of its mathematical properties in Chapters 6 and 9. Indeed, there is a long and rich history
of research into diffusive (or conductive) processes across science and engineering, with
books such as Crank (1956) and Carslaw and Jaeger (1959) offering a wealth of theoretical
results and mathematical methods. Our focus in Chapter 68 is somewhat more physical
than our earlier presentations of diffusion, though with much of the physics revealed via
deriving mathematical properties of the diffusion equation.

• In Chapter 69 we consider advection along with diffusion in affecting the evolution of
tracer concentration. Advection results through viewing evolution from within the Eulerian
reference frame. When acting alone on a conservative tracer, advection affects a reversible
stirring of tracer concentration that can increase tracer gradients. When diffusion is
included along with advection, reversibility is lost and tracer gradients increase or decrease
depending on the relative dominance of advection or diffusion.

• In Chapter 70 we introduce notions of wave-mean flow interactions that give rise to
eddy-induced advection (or skew diffusion) as well as diffusion. This chapter, which mostly
focuses on kinematic properties and is restricted to tracers, makes use of both geopotential
coordinates as well as isopycnal coordinate equations from Chapter 66. Doing so provides
examples of the dual roles these two vertical coordinate choices fill for describing turbulent
geophysical flows.

• In Chapter 71 we study elements of tracer parameterizations used for coarse resolution
models of the ocean circulation. We particularly focus on a variety of mathematical prop-
erties of the parameterizations, and unpack the physics embodied within the mathematics.
This chapter exposes a handful of questions at the leading edge of research, with that
material among the less mature found in this book.

• In Chapter 72 we consider ocean density and the budget for global sea level. This study
requires us to dive into the niceties of the enthalpy (heat), salt, and mass budgets for
the ocean. These budgets are central to climate science through the ocean’s role as the
dominant sink of anthropogenically induced increase in planetary enthalpy, and with that
increase affecting a rise in sea level.

• In Chapter 73 we present fundamental elements to the theory of water mass transformation
analysis. This analysis offers a view on ocean circulation mechanics that complements those
available from Eulerian and Lagrangian approaches. Many of the methods of ocean water

10Conservative tracers evolve only via the convergence of advective and diffusive fluxes within the fluid interior,
along with boundary conditions. That is, conservative tracers have no interior sources or sinks. Hence, the net
content of a conservatice tracer over any finite volume domain is affected only through transport across boundaries.
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mass analysis are relevant to atmospheric analyses as well, though this chapter is written
from an oceanographic perspective. Furthermore, this chapter is arguably the toughest in
this part of the book, with progress in understanding water mass transformation theory
sometimes taking years to ponder the concepts and apply the methods.
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Chapter 68

TRACER DIFFUSION

In this chapter we study tracer diffusion in geophysical fluids. Diffusion affects an irreversible
exchange of propertes between fluid elements, thus offering a conceptual and mathematical
depiction of how such properties are mixed at the microscale through chaotic molecular motions.
Furthermore, diffusion forms the null hypothesis for how turbulent eddying flows disperse and mix
tracers at scales larger than the microscale. Diffusion is thus central to how environmental and
geophysical fluid flows act to transport matter and thermodynamic properties, thus motivating
an exploration into a variety of physical and mathematical aspects of tracer diffusion.

chapter guide

We presume an understanding of the tracer equation as studied in Chapter 20. We
considered mathematical elements of the diffusion equation in Chapter 6 as part of
our study of parabolic partial differential equations. We also considered the diffusion
equation when studying Green’s function solutions for passive tracers in Chapter 9. Those
presentations are very useful for the present chapter, though not essential.

In Section 69.2, we summarize some tensor analysis tools for use in studying tracer
diffusion, with that material drawing upon the tensor analysis material in Chapters 1-4.
We work in the context of a non-Boussinesq fluid, with results for the Boussinesq ocean
of Chapter 29 found merely by setting the density factor, ρ, to the Boussinesq reference
density, ρo. Chapter 69 is a direct descendant of the current chapter, where we study the
combined effects of advection and diffusion.

68.1 Loose threads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1896
68.2 Mathematical preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . 1896

68.2.1 Concerning the upright versus slanted notation . . . . . . . . . . 1896
68.2.2 Metric tensor allows us to measure distance . . . . . . . . . . . . 1897
68.2.3 Raising and lowering tensor indices via the metric tensor . . . . . 1897
68.2.4 Divergence of a vector and the divergence theorem . . . . . . . . 1898
68.2.5 Example tracer fluxes . . . . . . . . . . . . . . . . . . . . . . . . 1898
68.2.6 Comments about the tensor tools . . . . . . . . . . . . . . . . . . 1900

68.3 Basic physics of tracer diffusion . . . . . . . . . . . . . . . . . . . . . . . 1900
68.3.1 Diffusion of matter by random molecular motions . . . . . . . . . 1900
68.3.2 Diffusion of matter by random turbulent motions . . . . . . . . . 1901
68.3.3 Fick’s law for matter diffusion . . . . . . . . . . . . . . . . . . . . 1901
68.3.4 Fourier’s law for heat diffusion . . . . . . . . . . . . . . . . . . . 1903
68.3.5 Newtonian frictional stress and momentum diffusion . . . . . . . 1903
68.3.6 The scale selectivity of Laplacian diffusion . . . . . . . . . . . . . 1904
68.3.7 A Gaussian tracer concentration generated by a Dirac source . . 1905
68.3.8 Further study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1906
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68.4 Further properties of tracer diffusion . . . . . . . . . . . . . . . . . . . . 1906
68.4.1 Sample diffusion tensors . . . . . . . . . . . . . . . . . . . . . . . 1907
68.4.2 Diffusion of tracer concentration powers . . . . . . . . . . . . . . 1907
68.4.3 Moments of tracer concentration . . . . . . . . . . . . . . . . . . 1908

68.5 Connecting tracer dissipation to the diffusion operator . . . . . . . . . . 1909
68.5.1 Fréchet derivative of the diffusion dissipation functional . . . . . 1910
68.5.2 Connection to the diffusion operator . . . . . . . . . . . . . . . . 1911
68.5.3 Why we need to assume Kmn is independent of C . . . . . . . . 1911
68.5.4 Relation to Hamilton’s principle . . . . . . . . . . . . . . . . . . . 1912

68.6 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1912

68.1 Loose threads
• Add a new section working through some of the classic BVPs for diffusion, such as those
in Csanady (1973). Also add some of these to the exercises.

68.2 Mathematical preliminaries

As derived in Section 20.1, the equation for a conservative tracer1 takes on the form

ρ
DC

Dt
= −∇ · J, (68.1)

where C is the tracer concentration scalar, and J is a tracer flux vector that embodies molecular
diffusion as well as subgrid scale advection and subgrid scale diffusion (Chapter 71). Advective
transport from the resolved flow, v, appears when transforming to an Eulerian or laboratory
reference frame, in which case the tracer equation takes on the equivalent forms

ρ
DC

Dt
= −∇ · J⇐⇒ ∂t(ρC) +∇ · (v ρC+ J) = 0, (68.2)

with v ρC the advective flux. In this chapter we assume J arises just from diffusion, and we
furthermore ignore any flow (i.e., v = 0) so that advection is absent.

68.2.1 Concerning the upright versus slanted notation

The two forms of the tracer in equation (68.2) are written as a tensor equation, prompting
the upright C, v, and J, which follows the notation convention of Section 1.2.2. Hence, these
equations are valid in any coordinate system. When represented in a particular coordinate
system, such as Cartesian, then we write the slanted C, v, and J , which are particular coordinate
representations of the fields C, v, and J.

The upright versus slanted notation is fundamental conceptually, since it is important to
appreciate that tensors are geometric objects that are not subject to the whims of a particular
coordinate choice. Correspondingly, physically robust differential and integral equations are
coordinate invariant. Even so, the upright-slanted notation can be softly adhered to without
much cause for concern, so long as we are careful to write the coordinate equations using rules
of tensor analysis. In that case, the coordinate equations are unaltered in form when changing
coordinates; i.e., they are tensor equations. Developing a practical and conceptual understanding
of what careful means in this context requires the tensor analysis material presented in Chapters

1Conservative tracers evolve without sources or sinks, and so their material time evolution is only affected by
the convergence of a flux.
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1 through 4. In the remainder of this section, we summarize salient points from those chapters
that are of particular use in the study of tracer diffusion.

68.2.2 Metric tensor allows us to measure distance
The metric tensor, g, is a symmetric and positive-definite (i.e., all eigenvalues are positive) second
order tensor that is used to measure the distance between points in space. The Kronecker tensor
(unit tensor) is the representation of the metric tensor for Euclidean space when using Cartesian
coordinates. In this case, gmn = δmn, where δmn is unity when m = n and zero otherwise. In
this book, we are only concerned with fluid motion through a background Euclidean space. Even
so, we find many occasions to use non-Cartesian coordinates and/or to consider flow constrained
to non-Euclidean surfaces that are embedded in Euclidean space (e.g., a spherical planet or
an isopycnal surface). Example non-Cartesian coordinates of use for geophysical fluids include
spherical coordinates (Section 4.23), cylindrical-polar coordinates (Section 4.22), generalized
vertical coordinates (Part XII), and Lagrangian coordinates (Chapter 18). For these cases, and
others, a coordinate representation of the metric tensor is distinct from the Kronecker tensor.

We often have need to work with the inverse metric tensor, g−1, which we know exists since
the metric is a symmetric and positive-definite tensor. To reduce notational clutter, we write
gmn for the coordinate representation of the inverse metric, rather than the more clunky (g−1)mn.
By definition of the inverse metric, we have the following identity holding for any coordinate
choice

δmn = gmp gpn, (68.3)

where δmn is an expression of the identity tensor, which is coordinate invariant.2 Notably, for
Cartesian tensors, where gmn = δmn, the identity (68.3) reduces to the identity across Kronecker
tensor representations

δmn = δmp δpn. (68.4)

Since δmn = δmn (inverse of the Kronecker tensor is the tensor itself), equation (68.4) means
that

δmn = δmn = δmn. (68.5)

Identities (68.4) and (68.5) are indicative of the relative simplicity of Cartesian tensor analysis,
in which there is no distinction between index placement so that there is no quantitative need
to keep track of upstairs versus downstairs indices. Yet there is a distinction for general tensors,
and so we must be careful to use the metric tensor to raise and lower indices, as now discussed.

68.2.3 Raising and lowering tensor indices via the metric tensor
Besides measuring distance between points in space, the metric tensor provides the operational
means to raise and lower indices that appear on the representations of tensors (see Section
4.2.3 for details). For example, consider the second order diffusion tensor, K, with a particular
coordinate representation for Km

n. The K
m
n representation is sometimes referred to as the (1, 1)

natural representation, and it is related to its totally contravariant (2, 0) sharp representation,
Kmn, through contraction with the metric tensor,3

Km
n = gpnK

mp. (68.6)

2Coordinate invariant means that the Kronecker tensor has the same numerical values for all coordinates.
Namely, it is unity when its two indices are the same and zero when the indices differ.

3In Section 1.6.1 we introduced the musical nomenclature sometimes used for the representations of second
order tensors. The natural representation of a second order tensor occurs with one tensor index upstairs and the
other downstairs. The natural representation is sometimes denoted by (1, 1), to indicate the number of indices up
and down. The sharp or (2, 0) representation is when the tensor is represented with both indices upstairs. Finally,
the flat or (0, 2) representation is where both indices are downstairs.
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It follows that to relate the flat or (0, 2) representation to the sharp representation requires two
contractions with the metric tensor,

Kmn = gmq gpnK
qp. (68.7)

Note that since the metric is symmetric, gmn = gnm, there is no need to be concerned with the
ordering of its indices.

68.2.4 Divergence of a vector and the divergence theorem

As seen from the tracer equation (68.2), the convergence of the tracer flux drives the time
evolution of conservative tracers. It is thus important to know how the divergence is expressed
as a tensor equation. In Section 4.15 we derived the coordinate invariant expression (4.134) for
the divergence of a vector

∇ · J = ∇m Jm =
1√

det(gmn)
∂m [

√
det(gmn) J

m], (68.8)

where ∇m are components to the covariant derivative. Equation (68.10) is a convenient result
since it only requires partial derivatives in the chosen coordinate system, with all the coordinate
dependent properties summarized by the square root of the metric determinant,

√
det(gmn).

Since
√
det(gmn) appears in many places within this chapter, we find it useful to introduce the

shorthand
g ≡

√
det(gmn), (68.9)

in which the covariant divergence (68.10) is written in the more tidy manner

∇ · J = g−1 ∂m (g Jm). (68.10)

For Cartesian coordinates, g =
√

det(gmn) = 1, in which case the divergence in equation
(68.10) reduces to its familiar Cartesian form (Section 4.21.3). Yet other coordinates have a
nonzero g, which accounts for the squeezing and expansion of the coordinate surfaces that affect
the divergence. For example coordinate expressions of the divergence, see Section 4.23.8 for
spherical coordinates, Section 4.22.10 for cylindrical-polar coordinates, and Sections 63.14 and
63.15 for generalized vertical coordinates.

The 1/g factor appearing in the covariant divergence (68.10) is convenient since it cancels
the same factor appearing in the invariant volume element (4.60). This cancellation greatly
simplifies the divergence theorem as presented in Section 4.19 and given by equation (4.148)

ˆ
R

∇ · J dV =

ˆ
R

∇m Jm dV =

ˆ
R

∂m(g J
m) d3ξ =

˛
∂R
Jm n̂m dS, (68.11)

where n̂ is the outward normal, and d3ξ = dξ1 dξ2 dξ3 is the coordinate volume element.

68.2.5 Example tracer fluxes

We here briefly consider example tracer fluxes that are studied later in this chapter or in Chapter
69. We start from their form written in Cartesian coordinates and then transform to general
coordinates.
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Advective tracer flux

The advective tracer flux has Cartesian coordinates, denoted by ξm, written as

Jm = ρ vmC, (68.12)

where ρ, C, and vm are functions that represent the density, tracer concentration, and velocity
using Cartesian coordinates as independent variables. To transform the advective tracer flux to
another set of coordinates, ξm, requires the transformation matrix as detailed in Section 4.1.4,
where

Jm = ρC Λmm v
m = ρC vm. (68.13)

In this equation we wrote ρ, C, and vm for the functions representing the density, tracer concen-
tration, and velocity with ξm as the independent variables. Furthermore, the transformation
matrix, Λmm, is built from the partial derivatives of the two sets of coordinates

Λmm = ∂ξm/∂ξm. (68.14)

For nomenclature brevity in the following, we do not write ρ and C, thus relying on the functional
dependence implicit in the coordinate choice.

Isotropic diffusive tracer flux and the Laplace-Beltrami operator

The isotropic diffusive tracer flux has the following representation using Cartesian coordinates

Jm = −ρ κ δmn ∂nC, (68.15)

with κ > 0 the diffusivity scalar. We generalize the isotropic diffusive flux to arbitrary coordinates,
ξm, by introducing the inverse metric tensor represented using the ξm coordinates4

Jm = −ρ κ gmn ∂nC. (68.16)

Making use of equation (68.10) leads to the flux convergence

−∇ · J = g−1 ∂m (ρ κ g gmn ∂nC). (68.17)

If the product, ρ κ, is a constant in space then the resulting flux convergence exposes the
Laplace-Beltrami operator acting on the tracer concentration

−∇ · J = ρ κ g−1 ∂m (g gmn ∂nC)︸ ︷︷ ︸
Laplace-Beltrami acting on C

≡ ρ κ∇2
C. (68.18)

Diffusive tracer flux with an anisotropic diffusion tensor

With a general diffusion tensor (whose form is discussed more in later sections), the Cartesian
expression for the diffusive flux is given by

Jm = −ρKmn ∂nC. (68.19)

The tracer flux has a corresponding expression using arbitrary coordinates

Jm = −ρKmn ∂nC, (68.20)

4The covariant derivative acting on a scalar field is just the partial derivative. So we could just as well have
written Jm = −ρ gmn ∇nC for equation (68.16).
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which is identical in form to the Cartesian expression (68.19). We make use of the transformation
matrix and its inverse to write

∂n = ∂n Λ
n
n and Kmn = Λmm ΛnnK

mn. (68.21)

Note that we actually only need to perform a single transformation since the contraction between
the diffusion tensor and the derivative of the tracer concentration is coordinate invariant

Jm = −ρKmn ∂nC = −ρKmn ∂nC = −ρΛmmKmn ∂nC = Λmm J
m. (68.22)

68.2.6 Comments about the tensor tools
Most of this chapter is unconcerned with the niceties of general tensor analysis. Part of the reason
is that Cartesian coordinates are sufficient to exemplify the key maths and physics ideas. Even
so, we are mindful to use rudimentary tensor notation, thus allowing for the equations derived
with Cartesian coordinates to be valid tensor equations that hold for all coordinates. Given the
growing suite of coordinates used in geophysical fluid studies, this extra bit of formalism has a
nontrivial payoff.

68.3 Basic physics of tracer diffusion
The continuum approximation from Chapter 16 proposes that a macroscopic description of
fluid motion does not require direct information about the motion of individual molecules.
Nonetheless, random molecular motion and properties of the constituent molecules impact on
fluid motion through the process of molecular diffusion of matter. Analogously, the random
motion of fluid elements within a turbulent fluid give rise to turbulent diffusive transport.5 In
this section we explore the basic physical nature of molecular and turbulent diffusion.

68.3.1 Diffusion of matter by random molecular motions
Consider a fluid comprised of a single matter constituent, such as a lake of pure H2O. As
discussed in Section 17.2, for a macroscopic description of this single-component fluid, a constant
mass fluid element is identical to a constant mass material fluid parcel. That is, there is no mixing
of matter since there is just a single matter component. Now place a dye tracer (Section 20.1.5)
into a corner of the lake so that the lake is comprised of two material components (H2O and dye).
Even in the absence of ambient macroscopic fluid motion, the random motion of water and dye
molecules produces an exchange of matter constituents between fluid elements. Consequently,
the dye spreads outward from its initial position; i.e., it diffuses into the surrounding water.

We introduced the notion of matter exchange between fluid elements when discussing the
tracer equation in Section 20.1. In the present context, matter exchange occurs through the
random motion of molecules acting in the presence of a matter concentration gradient. Even
though the continuum approximation has removed all explicit concern for details of molecular
motion, we confront the underlying molecular nature of matter since molecular motions have
a measurable impact on macroscopic fluid properties. This transport of matter by random
molecular motions is known as molecular diffusion. A statistical description of molecular
diffusion is available for certain ideal-like gases, using methods from kinetic theory. Einstein
(1905) advanced the theory by studying Brownian motion, in which a relatively large particle
(e.g., dust) is transported by the random motion of molecules within the fluid. As noted on page
4 of Csanady (1973), results from both kinetic theory of gases and Brownian motion suggest

5For our purposes, turbulence is characterized by a quasi-random fluid flow that acts on fluid elements and
their properties.
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that the distance over which a typical mixing “event” occurs is small relative to the macroscopic
scales of motion of concern for continuum mechanics. Consequently, we are justified in using the
diffusive flux expression (68.23) arising from Fick’s law as considered in Section 68.3.3.

68.3.2 Diffusion of matter by random turbulent motions
Diffusion of matter is a familiar process. For example, the odor from an open perfume bottle
spreads throughout a room, even in the absence of macroscopic motion of air in the room. When
the ambient macroscopic motion is zero (which is rare indeed), spread of the perfume arises
solely from random molecular motions whose properties depend on details of the molecules (e.g.,
their size, speed, inter-molecular forces). The time scale for molecular diffusion is generally
much longer than the analogous turbulent diffusion that results if there is random motion in the
macroscopic fluid, such as occurs by placing a fan next to the perfume bottle.

It is common for environmental and geophysical fluid systems to exhibit some form of
turbulent motion. In these systems, the transport of matter by macroscopic turbulent motion is
much more efficient than from molecular motion. In the case of turbulent transport, we can
generally ignore molecular diffusion since efficiency of the turbulent diffusive transport is far
greater than that from molecular diffusion. Taylor (1921) described the statistical properties of
turbulent diffusion, and many of his insights form the basis for theories of how turbulent motion
impacts on matter concentrations. In Taylor’s theory, turbulent diffusion is not concerned with
molecular properties of the fluid. Rather, the properties of turbulent diffusion (e.g., its efficiency)
depend on the nature of the turbulent motion of fluid elements. In this way, turbulent diffusion
sits within the realm of continuum mechanics, whereas molecular diffusion is a subject for kinetic
theory and statistical mechanics. Each type of turbulent motion gives rise to a distinct form of
turbulent diffusion. For example, turbulent diffusion associated with a turbulent field of internal
gravity waves is distinct from turbulent diffusion from geostrophic eddies.

68.3.3 Fick’s law for matter diffusion
Consider a fluid with a non-uniform tracer concentration such as that drawn for a one-dimensional
case in Figure 68.1. Random motion, due either to molecular motion or turbulent fluctuations,
will transfer tracer across an arbitrary point, line, or plane. Random motion preferentially
moves tracer from regions of high concentration to regions of low concentration, thus smoothing
gradients.

To a good approximation, the mass flux (mass per time per cross-sectional area) of a material
tracer is linearly proportional to the concentration gradient, and thus can be written in the form

J = −κc ρ∇C. (68.23)

In this equation, we introduced the positive proportionality factor, κc > 0, known as the
kinematic diffusivity, whereas the product κc ρ is known as the dynamic diffusivity:

κc kinematic diffusivity with SI units m s−2 (68.24)

ρ κc dynamic diffusivity with SI units kg m−2 s−2. (68.25)

The kinematic diffusivity has dimensions of squared length per time and it sets the efficiency or
strength of the diffusion. The diffusive flux (68.23) is known as Fick’s law of matter diffusion,
and it is commonly used in geophysical fluid mechanics to represent the mixing of matter
through diffusion. The minus sign in the diffusive flux arises since the flux is directed down
the concentration gradient. When considering molecular diffusion, we distinguish diffusivities
according to their respective tracers since they generally differ, whereas turbulent diffusivities
are commonly assumed to be independent of tracer, in which case we write the generic, κ.
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Figure 68.1: A graph illustrating a material tracer concentration, C as a function of the space coordinate
z, with the left panel showing the concentration at an earlier time than the right panel. Across any arbitrary
point, matter is transported through random motions, with this transport generally reducing the magnitude of
the concentration gradient. This reduction of concentration gradient is a direct result of the downgradient (i.e.,
down the concentration gradient) orientation of the diffusive transport. For example, where the concentration is
relatively high, random motion mixes this high concentration with adjacent lower concentration, thus acting to
lower the concentration in the originally high concentration region and raise the concentration in the originally
low concentration region. In this particlar example, ∂C/∂z > 0, so that random fluid motions (either molecular
or turbulent) lead to a diffusive flux directed in the −ẑ direction; i.e., downward. This downward flux brings high
concentration fluid into the lower/deeper regions and low concentration fluid into higher/shallower regions. The
concentration is vertically uniform if allowed to equilibrate under the action of diffusion.

The kinematic diffusivity has physical dimensions equal to the product of a length and a
speed. For molecular diffusion, the kinematic diffusivity is proportional to the mean free path,
Lmfp (see Section 16.3.3), and the root-mean-square molecular speed, vrms (see Section 16.3.4).
Each of these properties is a function of the molecules comprising the matter. For air, the
mean free path is roughly 2 × 10−7 m and the root-mean-square speed is 500 m s−1, so that
Lmfp vrms ≈ 10−4m2 s−1. The precise value for the molecular diffusivity depends on the molecular
properties of the matter diffusing through the fluid; e.g., molecular size and speed.

For turbulent diffusion, Prandtl suggested that the characteristic length and velocity scales
are determined by properties of the turbulent flow, not by the molecular properties of the fluid
or the tracer. The turbulent length scale (also called the mixing length) is generally much larger
than the molecular mean free path, whereas the turbulent velocity scale is much smaller than
molecular speeds. Determination of turbulent length and velocity scales is subject to large
uncertainties and variations given the multiple regimes of turbulence exhibited by geophysical
flows. As a result, tracer transport by turbulent flows has remained a topic of much research
since the early 20th century.

In regions where the diffusive flux is not a constant, there is generally a net transport of
matter that leads to the reduction of the tracer concentration gradient as determined by the
convergence of the diffusive flux

ρ
DC

Dt
= −∇ · J = ∇ · (κc ρ∇C). (68.26)

That is, the concentration increases in regions where the diffusive flux, J , converges, and
decreases where the flux diverges. Expanding the divergence operator leads to

ρ
DC

Dt
= ∇(κc ρ) · ∇C + κc ρ∇2C. (68.27)

The first term is nonzero in regions where the dynamic diffusivity, κc ρ, spatially varies. This
term vanishes for molecular diffusion, in which case the diffusivity is a spatial constant. However,
for turbulent diffusion this term can be quite important given the potential for strong flow
dependence to the diffusivity. Indeed, there are cases in which this spatial dependence can
enhance tracer gradients, overcoming the effects from the curvature term. We consider an
example in Exercise 68.5 known as the Phillip’s layering instability.
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The second term in the diffusion equation (68.27) is proportional to the Laplacian of the
tracer concentration, which provides a measure of the curvature in the tracer field. Hence, this
term vanishes when the tracer concentration is a constant or a linear function of space, whereas
it is nonzero for tracers having less trivial spatial structure. As discussed in Section 68.3.6,
this term provides a scale selectivity to the diffusion operator, thus resulting in a preferential
dampening of small scale features relative to large scale features.

68.3.4 Fourier’s law for heat diffusion
In the same way that matter concentration gradients lead to diffusion by random motions,
temperature gradients lead to diffusion of heat. The corresponding phenomenological relation is
known as Fourier’s law, with the diffusive flux given by

J = −κT ρ∇T, (68.28)

where κT > 0 is the temperature kinematic diffusivity. As for the matter diffusivity, the molecular
thermal diffusivity can be expressed in terms of fundamental properties of the fluid, and it is
different from the matter diffusivity. In general, molecular processes diffuse matter slower than
heat, so that the matter molecular diffusivity is smaller than the heat molecular diffusivity. The
reason for the difference is that matter diffusion requires the movement of matter (molecules),
whereas heat diffusion occurs through the exchange of thermal energy between molecules, and
that exchange does not require the motion of matter. For turbulent transport, however, the
turbulent thermal diffusivity is roughly the same as the turbulent matter diffusivity. The reason
is that the turbulent diffusion of both matter and heat are mediated by the same turbulent
fluctuations of fluid elements.

68.3.5 Newtonian frictional stress and momentum diffusion
In the same way that matter and temperature gradients lead to diffusion by random molecular
and turbulent motions, the momentum of fluid elements is exchanged through diffusion in the
presence of viscosity. The corresponding phenomenological relation is known as Newton’s law of
viscous friction. As momentum is a vector, a general treatment of momentum transport through
irreversible viscous processes involves a second order stress tensor and a fourth order viscosity
tensor. For the specific case shown in Figure 68.2, with shear (i.e., nonzero velocity gradient) in
a single direction, Newtonian frictional stress takes the form

τ = ρµ ∂zu, (68.29)

where µ > 0 is the kinematic viscosity. Note the absence of a minus sign, in contrast to diffusive
fluxes of scalars. The sign difference arises since it is the divergence of the stress tensor that
leads to contact forces on the fluid, whereas it is the convergence of diffusive fluxes that leads to
diffusion of matter and heat. We consider these general properties of the stress tensor when
exploring the fluid dynamical equations in Chapter 24 and further study the physical nature of
stress in Chapter 25.

For geophysical fluid mechanics, we are most generally interested in the molecular viscosity
of water and air. Quite generally, the dynamic viscosity of water (ρµ) is about 102 times larger
than that for air. But since the density of water is about 103 times larger than air, the kinematic
viscosity of air is roughly 10 times greater than that of water.

The molecular kinematic viscosity can be expressed in terms of fundamental properties
of the fluid, and it is different from the molecular matter diffusivity and molecular thermal
diffusivity. For some turbulent processes, the turbulent viscosity, µ, is proportional to the
turbulent diffusivity, κ, of scalar fields (e.g., temperature, salinity, humidity). In general, the
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Figure 68.2: A graph illustrating the zonal velocity, u, as a function of the space coordinate z, with the left panel
showing the velocity at an earlier time than the right panel. Across any arbitrary point, transport of momentum
through random motions generally reduces the magnitude of the velocity gradient; i.e., the diffusive transport
leads to a viscous stress that acts to reduce the velocity shear.

non-dimensional ratio of the viscosity to the diffusivity is known as the Prandtl number

Pr = µ/κ. (68.30)

Theories for the turbulent Prandtl number are largely empirical, with first principles arguments
elusive.

68.3.6 The scale selectivity of Laplacian diffusion

Let us focus on the Laplacian term appearing in the tracer equation (68.27) to establish some
properties characteristic of Laplacian diffusion. Start by considering a tracer concentration
whose spatial structure is given by two Fourier modes,

C(x) = cp sin(p · x) + cq sin(q · x), (68.31)

where p and q are specified wavevectors and cp, cq are their corresponding amplitudes. In this
case the Laplacian of the tracer is given by

∇2C = −[|p|2 cp sin(p · x) + |q|2 cq sin(q · x)]. (68.32)

Consequently, the Laplacian diffusion operator acts preferentially on waves of smaller wavelength
(and larger wavenumber). For example, assume |p| ≪ |q|, in which case the q-mode is more
rapidly damped towards zero than the p-mode.6 For this reason we say that Laplacian diffusion
is scale selective. Note that zero is the wave averaged concentration for each Fourier mode. We
thus see that diffusion acts to dampen each mode towards is average. Scale selectivity results
geometrically from a property of the Laplacian operator as a measure of curvature. Tracer
features with large curvature have a larger magnitude for their Laplacian, and as such they are
damped more rapidly than tracer features with relatively small curvature.7

As a second means to understand properties of Laplacian diffusion, consider a Taylor series
for the tracer concentration computed relative to an arbitrarily chosen origin,

C(x) = C(0) + xm ∂mC|x=0 + (1/2)xm xn ∂n∂mC|x=0 + ... (68.33)

Now compute the average of this tracer concentration over a cube centered at the origin with

6Figure 8.2 illustrates this idea in the context of Fourier analysis.
7Recall our discussion of curvature in Chapter 5.
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sides L and volume L3, and furthermore make use of the identities

ˆ L/2

−L/2

ˆ L/2

−L/2

ˆ L/2

−L/2
xm dx dy dz = 0 (68.34a)

ˆ L/2

−L/2

ˆ L/2

−L/2

ˆ L/2

−L/2
xm xn dx dy dz = δmn (L5/12). (68.34b)

We thus find that the volume averaged tracer concentration, ⟨C⟩, deviates from the concentration
at the origin by a term proportional to the Laplacian of the concentration evaluated at the origin

⟨C⟩ − C(0) = (L2/24)∇2C
∣∣
x=0

=⇒ ∂tC|x=0 = (24κc ρ/L
2) [⟨C⟩ − C(0)], (68.35)

where we made use of the Laplacian portion of the diffusion equation (68.27) for the second
expression. Evidently, Laplacian diffusion provides a tendency to bring the tracer concentration
at a point towards the average tracer concentration in a region surrounding that point. For
example, consider the case where the averaged tracer concentration has no time dependence,
as occurs in a region with zero boundary fluxes of tracer. If we are at a point in the region
where the concentration is less than the average concentration, C < ⟨C⟩, then diffusion provides
a positive tendency to increase C towards ⟨C⟩, and vice versa if C > ⟨C⟩. These results offer
another expression of what we found in studying Laplacian diffusion on Fourier modes. In that
case, the Laplacian operator, as revealed through equation (68.32), damps each mode towards
its average, which is zero.

68.3.7 A Gaussian tracer concentration generated by a Dirac source

Consider a one-dimensional tracer concentration in an unbounded domain whose initial (t = 0)
value vanishes everywhere except at the origin, where it is given by a Dirac delta

C(x, t = 0) = Qδ(x), (68.36)

where δ(x) is the Dirac delta studied in Chapter 7. The Dirac delta has dimensions of inverse
length, so that the constant, Q, has dimensions of [C] L. Integrating over any region containing
the origin reveals that Q is the domain integrated tracer concentration at the initial time,

ˆ ∞

−∞
C(x, t = 0) dx = Q. (68.37)

We are ensured that this integral holds for all time if the domain has no boundary fluxes of
tracer nor any interior tracer sources.

Assume now that the tracer concentration evolves according to the one-dimensional (one
space dimension) diffusion equation with a constant diffusivity, κ, and in a fluid with a constant
density. In the absence of spatial boundaries (i.e., diffusion occurs on the real line, R1), the
concentration is proportional to the causal free space Green’s function given by the Gaussian
function (9.136)

C(x, t) =
Q

(4π κ t)1/2
e−x

2/(4κ t), (68.38)

which indeed satisfies (for any time, t)

Q =

ˆ ∞

−∞
C(x, t) dx, (68.39)

as required by tracer conservation for the infinite domain. We illustrate the Gaussian tracer

CHAPTER 68. TRACER DIFFUSION page 1905 of 2158



68.4. FURTHER PROPERTIES OF TRACER DIFFUSION

concentration (68.38) in Figure 68.3. The variance of the tracer distribution is given by

Q−1

ˆ ∞

−∞
C x2 dx = 2κ t, (68.40)

so that the standard deviation grows according to
√
2κ t.
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Figure 68.3: Illustrating the tracer concentration resulting from a Dirac source at the origin, as given by the
Gaussian Green’s function (68.38) for three values of κ t. According to equation (68.40), the standard deviation is
given by

√
2κ t, with the standard deviation measuring the spread of the distribution.

68.3.8 Further study

The treatment given in this section is consistent with that from Section 1.5 of Kundu et al.
(2016) and Chapter 1 of Csanady (1973). Molecular diffusion for ideal gases is examined in books
that consider the kinetic theory of gases, such as Reif (1965) and Huang (1987). Treatments of
Brownian motion in the context of turbulent diffusion can be found in Csanady (1973), who
focuses on turbulent diffusion in the environment (e.g., for the study of pollution dispersal), and
in Chapter 13 of Vallis (2017), who focuses on geophysical flows.

68.4 Further properties of tracer diffusion
We considered mathematical properties of the diffusion equation in Chapter 6 as part of our
study of parabolic partial differential equations. We also examined the diffusion equation as part
of our analysis of Green’s function solutions for passive tracers in Chapter 9. Here, we explore
further mathematical properties of diffusion motivated in part by the discussion in Section 68.3.
In particular, we here allow for distinct behavior of the diffusive fluxes in the different directions.
Such distinctions are relevant especially for the turbulent diffusivity arising in stratified fluids,
where turbulent mixing across stratification surfaces is suppressed relative to turbulent mixing
parallel to these surfaces (see Section 30.4). For this purpose we make use of the second order
positive definite and symmetric diffusion tensor, K = KT, with the resulting downgradient
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diffusive tracer flux given by
Jm = −ρKmn ∂nC. (68.41)

68.4.1 Sample diffusion tensors

For the case of molecular diffusion considered in equation (68.23), the diffusion tensor is generally
assumed to be isotropic.8 Written in Cartesian coordinates, the isotropic diffusion tensor takes
the form

Kmn = κ δmn, (68.42)

whereas with general coordinates it is

Kmn = κ gmn. (68.43)

It is notable that the natural or (1, 1) form for the diffusion tensor is numerically identical across
coordinates, in that

Km
p = κ δmp and Km

p = κ gnp gmn = κ δmp, (68.44)

where we made use of the identity (68.3) satisfied by the metric and its inverse.

To parameterize flows that are turbulent and larger than the microscale (e.g., ocean mesoscale
turbulence), it is common to rotate the diffusive fluxes to be along surfaces of constant scalar
field, γ(x, t), in which case the diffusion tensor is

Kmn = κ (δmn − γ̂m γ̂n), (68.45)

where

γ̂n =
∂nγ

|∇γ| (68.46)

is the surface normal direction. The general coordinate representation of this anisotropic diffusion
tensor is

Kmn = κ (gmn − γ̂m γ̂n). (68.47)

One choice for the orientation direction is to set γ̂ = ẑ, in which case the diffusion tensor orients
the tracer fluxes along surfaces of constant geopotential to thus realize horizontal diffusion.
Another choice, motivated from the physics of ocean mesoscale eddy transport, sets γ equal to
a measure of the local buoyancy. In this case we have the neutral diffusion process studied in
Section 71.4.

68.4.2 Diffusion of tracer concentration powers

We here establish how diffusion affects the evolution of powers of the tracer concentration. For
that purpose, consider the material evolution of CΓ, where Γ ≥ 1

ρ
DCΓ

Dt
= ΓCΓ−1 ρ

DC

Dt
= −ΓCΓ−1∇ · J . (68.48)

Making use of equation (68.10) for the covariant divergence leads to

ΓCΓ−1∇ · J = g−1 ΓCΓ−1 ∂m(g J
m) (68.49a)

= g−1 ∂m(ΓC
Γ−1 g Jm)− Γ (Γ− 1)CΓ−2 Jm ∂mC. (68.49b)

8We discussed isotropic tensors in Section 1.11.
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Notice that

g−1 ∂m(ΓC
Γ−1 g Jm) = −g−1 ∂m(ΓC

Γ−1 g ρKmn ∂nC) (68.50a)

= −g−1 ∂m(g ρK
mn ∂nC

Γ) (68.50b)

= ∇ · J(CΓ), (68.50c)

which leads to the evolution equation

ρ
DCΓ

Dt
= −∇ · J(CΓ) + Γ (Γ− 1)CΓ−2 J · ∇C. (68.51)

The first term in equation (68.51) is the convergence of the diffusive flux defined in terms of CΓ.
This term acts to diffuse CΓ just like diffusion acts on C. The second term in equation (68.51)
is negative since the diffusion tensor is symmetric and positive-definite so that

J · ∇C = −ρKmn ∂mC ∂nC < 0. (68.52)

That is, the diffusive flux, by construction, is oriented down the tracer concentration gradient.
Consequently, the second term in equation (68.51) always acts to reduce the magnitude of CΓ

towards zero.

68.4.3 Moments of tracer concentration

Next we consider the evolution of domain integrated tracer concentration and its powers. To
focus on impacts just from diffusion, we assume the boundaries are insulating (i.e., zero normal
boundary flux) so that J · n̂ = 0 with n̂ the outward normal at the boundary. We also assume
the total fluid mass in the domain remains fixed

M =

ˆ
ρdV with

dM

dt
= 0. (68.53)

We can thus treat the domain as material given that there is no exchange of mass or tracer across
the boundaries. These assumptions allow us to focus just on the effects from tracer diffusion.

Domain average tracer concentration

The domain averaged tracer concentration is defined by

C =

´
C ρ dV

M
, (68.54)

and it follows that its time derivative vanishes since

M
dC

dt
=

d

dt

ˆ
C ρ dV =

ˆ
DC

Dt
ρdV = −

ˆ
∇ · J dV = −

˛
J · n̂dS = 0, (68.55)

where J · n̂ = 0 since we are assuming an insulating boundary. Also note that we brought the
time derivative inside the integral as a material derivative since the region is itself material, thus
allowing us to make use of Reynold’s transport theorem from Section 20.2.6. The result (68.55)
follows since there is no change in the total mass of fluid nor is there any exchange of tracer
across the boundaries. Hence, the domain averaged tracer concentration remains fixed in time.
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Tracer variance within the domain

The variance of the tracer concentration is defined by

var(C) ≡
´
(C − C)2 ρ dV

M
= C2 − C2 ≥ 0. (68.56)

The tracer variance measures the deviation of the tracer concentration relative to the domain
averaged concentration. Since the domain average remains fixed in time, the time change of the
variance is given by

d[var(C)]

dt
=

dC2

dt
. (68.57)

Thus, it is common to refer to C2 as the tracer variance, though strictly speaking only time
derivatives of C2 and var(C) are equal as per equation (68.57). Performing the time derivative,
and again noting that the domain is material thus allowing us to use Reynolds transport theorem,
renders

M
dC2

dt
=

d

dt

ˆ
C2 ρdV = 2

ˆ
C

DC

Dt
ρdV = −2

ˆ
C∇ · J dV = 2

ˆ
∇C · J dV. (68.58)

The final equality again made use of the insulating boundary condition, J · n̂ = 0. The time
change in the tracer variance is thus determined by the integral of the projection of the tracer
flux onto the tracer gradient. We already saw from equation (68.52) that diffusive fluxes are
oriented down the tracer gradient. Consequently, diffusion of the tracer concentration results in
a reduction in tracer variance

d[var(C)]

dt
=

dC2

dt
≤ 0. (68.59)

This result further supports our common experience where diffusion removes differences (i.e.,
gradients) within the tracer field.

Diffusion of arbitrary tracer moments

Proceeding as before, and dropping boundary contributions since the domain is material and
insulating, the identity (68.51) shows that the time derivative of an arbitrary tracer moment is
given by

dCΓ

dt
= Γ (Γ− 1)

ˆ
CΓ−2∇C · J dV ≤ 0. (68.60)

For Γ = 0 we have an expression of mass conservation for the domain, whereas Γ = 1 is an
expression of tracer conservation. The case of Γ = 2 yields the tracer variance result (68.59).
The result for higher powers also holds. Hence, we conclude that the downgradient orientation
of diffusive tracer fluxes acts to dissipate all powers of tracer concentration when integrated
globally; i.e., all tracer moments are dissipated by diffusion.

68.5 Connecting tracer dissipation to the diffusion operator

We here take an excursion into linear operator theory. In particular, we make a connection
between the diffusion operator with natural boundary conditions (defined below) and the
functional derivative of the global tracer dissipation functional. This connection holds so long
as the diffusion operator is self-adjoint and linear, as it is when diffusing passive tracers and
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with natural boundary conditions.9 The connection between a linear self-adjoint operator and a
functional is developed in such books as Courant and Hilbert (1953, 1962). In the simplest case,
the Laplacian of the tracer, ∇2C, is equal to the functional derivative,

∇2C =
δF

δC
, (68.61)

where10

F ≡ −1

2

ˆ
|∇C|2 ρ d3x (68.62)

is the associated functional. In the following, we prove this result for a general diffusion tensor
acting on an arbitrary tracer concentration, C, with the proof holding so long as the diffusion
tensor is not a function of the tracer concentration. Besides offering an interesting theoretical
tidbit, this result provides a suitable framework for developing numerical methods for discretizing
the diffusion operator, with examples provided by Griffies et al. (1998) and Chapter 16 of Griffies
(2004).

68.5.1 Fréchet derivative of the diffusion dissipation functional
Define the diffusion dissipation functional

F =

ˆ
L d3x, (68.63)

where the integrand is the negative semi-definite quadratic form

2L = J · ∇C = −ρKmn ∂mC ∂nC ≤ 0. (68.64)

The goal is to relate the diffusion operator, given by the convergence of the diffusion flux,
−∇ · J , to the functional derivative of F, with the derivative taken with respect to the tracer
concentration, C. We compute the functional derivative using variational calculus technology
detailed in Chapters 10, 46, and 47, mostly in relation to Hamilton’s principle for non-dissipative
dynamical systems.

For that purpose, consider a functional variation to the tracer concentration, δC, and insert
it into the dissipation functional

δF =

ˆ [
δC

δL

δC
+ δ(∂mC)

δL

δ(∂mC)

]
d3x. (68.65)

As discussed in Chapter 46, functional variations are perturbations to the form of the function,
in which case

C → C + δC with |δC| ≪ |C|. (68.66)

Notably, δC is itself a function of space and time, δC(x, t), but it is assumed to have much
smaller magnitude than the concentration, C(x, t). Additionally, the functional variation, δC,
has no affect on the space-time points so that the variational operator, δ, commutes with space
and time derivatives and integrals. Integration by parts on the second term in equation (68.65)
leads to

δF =

ˆ [
δC

δL

δC
+ ∂m

(
δC

δL

δ(∂mC)

)
− δC ∂m

(
δL

δ(∂mC)

)]
d3x. (68.67)

9We discussed the self-adjoint nature of the diffusion operator in Section 9.3.6 when developing the Green’s
function for the diffusion equation.

10In this section we write the integration volume element as d3x = dV . Motivation for this notation will
become apparent at the point of equation (68.70).
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The middle term is a total derivative that integrates to a boundary contribution and the
associated natural boundary condition

n̂ · δL
δ∇C = n̂ · J = boundary flux, (68.68)

with n̂ the boundary outward normal. This natural boundary condition is the Neumann boundary
condition from Chapter 9.

To focus on the connection between the diffusion operator and the diffusion dissipation
functional, we ignore boundary fluxes so that the functional variation is given by

δF =

ˆ
δC

[
δL

δC
− ∂m

(
δL

δ(∂mC)

)]
d3x. (68.69)

Consequently, the functional derivative (also known as the Fréchet derivative) is given by

(d3y)−1 δF

δC(y)
=
δL

δC
− ∂m

[
δL

δ(∂mC)

]
, (68.70)

where d3y is the volume element at the field point, y. To reach the last step required the identity

δC(x)

δC(y)
= d3y δ(x− y), (68.71)

where δ(x− y) is the Dirac delta11 satisfying

ˆ
δ(x− y) d3y = 1, (68.72)

so long as the integration domain includes the singular point x = y. Note that the Dirac delta
has dimensions of inverse volume, which necessitates the appearance of the volume factor, d3y,
on the right hand side of equation (68.71).12

68.5.2 Connection to the diffusion operator
Reintroducing the specific form of the diffusion integrand 2L = −ρKmn ∂mC ∂nC leads to

δF

δC(y)
= −∂m

[
δL

δ(∂mC)

]
d3y = ∂m(ρK

mn ∂nC) dy. (68.73)

The second equality identifies the diffusion operator, thus revealing the connection between the
dissipation functional, the diffusion fluxes, and the diffusion operator

δF

δC(y)
= −(∇ · J) d3y. (68.74)

68.5.3 Why we need to assume Kmn is independent of C
There are many geophysical applications in which the diffusion tensor is a function of the tracer
concentration, in which case the diffusion equation is no longer a linear differential equation. For

11We study the Dirac delta in Chapter 7. Additionally, note the unfortunate, though nearly universal, double
meaning for the δ symbol: one referring to the variation operator and one referring to the Dirac delta.

12Many treatments of functional derivatives in mathematics texts ignore the volume factor, d3y, in equation
(68.71). Yet for physical applications it is necessary to maintain dimensional consistency, with the volume factor
required for that reason. The volume factor also appears when using functional methods to derive numerical
discretizations, with examples provided by Griffies et al. (1998), Griffies and Hallberg (2000), and Griffies (2004).
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example, the neutral diffusion of Section 71.4 makes use of a diffusion tensor that is a function of
temperature and salinity gradients. In this case the functional derivative in terms of temperature
or salinity appearing in equation (68.73) becomes

2
δL

δ(∂mC)
= −2 ρKmn ∂nC − ρ ∂mC ∂nC

δKmn

δ(∂mC)
. (68.75)

The specific form of the term δKmn/δ(∂mC) depends on details of the diffusion tensor. Hence,
the general results derived above for the linear diffusion equation no longer hold for this nonlinear
diffusion equation. We have more to say about nonlinear advection-diffusion in Section 69.7.

68.5.4 Relation to Hamilton’s principle
Recall our application of a functional derivative within the context of Hamilton’s principle, which
we studied in Chapters 46 and 47 for non-dissipative continuum systems. For those systems, the
Euler-Lagrange equations of motion result from setting the functional derivative of the action to
zero, which is the mathematical statement of Hamilton’s principle. In contrast, we here showed
that the functional derivative of the tracer dissipation equals to the diffusion operator. In fact,
the construction in this section suggests that linear self-adjoint operators, such as generalized
Laplacian operators, can generally be expressed as the functional derivative of its corresponding
functional. Chapters 16 and 19 of Griffies (2004) provide further examples, with applications to
numerical methods. Further mathematical details can be found in such books as Courant and
Hilbert (1953, 1962).

68.6 Exercises
exercise 68.1: Vertical diffusion of temperature in the ocean (Vallis, 2017)
There is a natural time scale associated with diffusive transport. This time scale can be found
from scaling the diffusion equation, which reveals that it takes the form

τdiffusion = ∆2/κ, (68.76)

where ∆ is the length scale and κ is the kinematic diffusivity (dimensions of squared length per
time). We now make use of this time scale to consider the diffusion of temperature in the ocean,
with diffusion due solely to molecular processes.

Using the observed value of molecular diffusivity of temperature in water (look it up), estimate
the time for a temperature anomaly to mix from the top of the ocean to the bottom, assuming
vertical diffusion through the molecular diffusivity is the only means for mixing. This time scale
follows from the one-dimensional diffusion equation and is determined by the diffusivity and
the depth of the ocean. Comment on whether you think the real ocean has reached equilibrium
after the last ice age (which ended about 12Kyr ago).

exercise 68.2: Analytical solution to one-dimensional diffusion equation
Consider a one-dimensional diffusion equation

∂tC = κ ∂zzC, (68.77)

where C is a tracer concentration (e.g., temperature or salinity), κ is a constant kinematic
diffusivity, and z is the vertical coordinate. Assume the domain has fixed boundaries at z = 0
and z = H.
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(a) Assume there is a zero flux of tracer at the two boundaries. Mathematically express this
no-flux boundary condition.

(b) Assume that the initial tracer concentration is confined to an area near the center of the
domain. Use dimensional analysis to estimate the time scale for the concentration to
homogenize throughout the domain.

(c) Consider the initial-boundary value problem

∂tC = κ∂zzC, (68.78a)

no-flux boundary condition from part (b) (68.78b)

C(z, t = 0) = C0 cos(kz), (68.78c)

where C0 is a constant. What values for the wave-number, k, satisfy the no-flux boundary
condition?

(d) Solve the diffusion equation analytically for the given initial condition. Hint: consult your
favorite partial differential equation book to learn how to solve this linear 1+1 dimensional
diffusion equation.

(e) Explain how the analytical answer you obtained is consistent with the dimensional analysis
answer from part (b).

exercise 68.3: Dissipative properties of diffusion
This exercise explores the dissipative property of diffusion when acting on a tracer extrema.

(a) one-dimensional diffusion

Consider the diffusion equation in one spatial dimension, and assume a Boussinesq ocean
in which case the density factors are all constant and so can be dropped

∂tC = ∂z(κ ∂zC) = ∂zκ ∂zC + κ ∂zzC, (68.79)

where κ(z, t) is an eddy diffusivity (also turbulent diffusivity). The eddy diffusivity is
assumed to be a function of (z, t), with the spatial dependence determined by the flow.
Show that a tracer extrema, C∗, evolves under diffusion according to

∂tC
∗ = κ ∂zzC

∗. (68.80)

So what does diffusion do to a local maxima (e.g., a local hot region) in the tracer field?
What about a minima (e.g., a local cold region)? To answer this question, discuss the
mathematical equation satisfied by the tracer extrema.

(b) three-dimensional diffusion

Generalize the above one dimensional result to three dimensions, whereby the diffusivity κ
becomes a symmetric positive-definite diffusion tensor, in which case

∂tC = ∂m(K
mn ∂nC). (68.81)

Now consider an extrema in the tracer field, which is defined by

∂nC
∗ = 0 ∀ n = 1, 2, 3. (68.82)

Prove that three dimensional diffusion acts to dissipate an extrema. Hint: recall some
linear algebra properties of a symmetric positive-definite matrix. In particular, note that a
symmetric positive-definite matrix has positive eigenvalues.
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exercise 68.4: Diffusion increases information entropy of a tracer concentration
Diffusion is an irreversible process. Here we illustrate this property by considering the information
entropy associated with a non-negative tracer concentration13

SC ≡ −
ˆ
(C lnC) ρdV. (68.83)

Show that
dSC
dt
≥ 0 (68.84)

over a material region with C > 0 and diffusion downgradient, J · ∇C < 0. That is, diffusion
always increases the information entropy. Hint: follow the discussion of tracer moments in
Section 68.4.3.

exercise 68.5: Phillips layering instability
This exercise is based on the discussion in Section 12.2 of Smyth and Carpenter (2019), in which
we consider an oceanographically relevant example of a turbulent diffusivity that is a function of
vertical buoyancy stratification. Under certain circumstances, the flow dependent diffusivity can
enhance, rather than reduce, vertical gradients in the buoyancy, with the associated Phillips
layering instability leading to layering. We here only work through the basic mathematical
formulation, leaving the interested reader to consult Smyth and Carpenter (2019) for more
details.

Consider a buoyancy field that is a function of vertical position and time, b(z, t), and let the
squared buoyancy frequency be given by the vertical derivative of the buoyancy

N2 = ∂zb. (68.85)

If buoyancy is affected only by vertical diffusion, then its evolution equation is the one-dimensional
vertical diffusion equation

∂tb = ∂z(κN
2), (68.86)

where κ > 0 is the vertical diffusivity for buoyancy. Correspondingly, a vertical derivative of the
buoyancy equation leads to the evolution equation for the squared buoyancy frequency

∂tN
2 = ∂zz(κN

2). (68.87)

Assume the diffusivity has the following functional dependence

κ = κ(N2), (68.88)

so that it is a function of the squared buoyancy frequency. A physically relevant choice has the
diffusivity get smaller as the stratification increases, so that

dκ

dN2
< 0. (68.89)

Now consider the case of a squared buoyancy frequency that is a small deviation relative to
a constant background value

N2(z, t) = N2
0 + ϵN2

1 (z, t), (68.90)

where ϵ is a small non-dimensional number. Derive the condition whereby, to first order in ϵ, we
have N2

1 growing in the presence of downgradient diffusion rather than decaying. That is, what
is the condition satisfied by dκ/dN2, N2

0 , and κ that renders an unstable diffusion equation,

13Information entropy is used in statistical physics as a measure of the order/disorder of a probability
distribution. We here apply these notions to measure the information entropy of a tracer concentration.

page 1914 of 2158 geophysical fluid mechanics



68.6. EXERCISES

whereby κ > 0 leads to an increase in N2 rather than a decrease?
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Chapter 69

TRACER ADVECTION AND DIFFUSION

In this chapter we study tracer advection and diffusion, building on the study of tracer diffusion
in Chapter 68. We focus on the particular case of conservative tracers, which are tracers whose
evolution is only affected by advection and diffusion within the fluid interior, along with boundary
conditions. The adjective “conservative” refers to the property that such tracers evolve only
through the convergence of a tracer flux vector, and so the net tracer content is altered only
through transport across boundaries. That is, conservative tracers have no interior sources or
sinks, thus making their budgets simpler than tracers, such as chemical and biogeochemical
treacers, that are also affected by sources and sinks.

Example geophysical tracers that are nearly conservative include salinity in the ocean and
humidity in the atmosphere. Both of these tracers are material tracers, in that they measure the
mass of a matter substance within a fluid element, per mass of the fluid element. Hence, these
material tracers are non-dimensional scalar fields whose concentrations range from zero to unity.
We derived their budget equations in Chapter 20. Conservative Temperature, Θ, as defined in
Section 26.11, is a nearly conservative thermodynamical tracer that provides a measure of the
relative heat content in a fluid element. Conservative Temperature is typically measured in K
in the atmosphere and ◦C in the ocean. Finally, there are many applications of idealized or
theoretical passive tracers whose impacts on the flow are assumed to vanish (Section 20.1.5).
Passive tracers are versatile theoretical tools for probing aspects of the flow, including pathways
and time scales.

chapter guide

This chapter follows directly from our study of tracer diffusion in Chapter 68. We make
use of the tracer equation and associated properties (including boundary conditions)
studied in Chapter 20, with results relevant for tracer transport in both the atmosphere
and ocean. Results for the Boussinesq ocean of Chapter 29 are found merely by setting
the density factor, ρ, to the Boussinesq reference density, ρo, where it appears in the
budget equations of this chapter. The discussion of Green’s functions in Section 69.9
assumes familiarity with the Green’s function material detailed in Chapter 9. The review
paper from Haine et al. (2025) offers example applications of passive tracers facilitated by
the Green’s function method, with Section 69.9 serving as an extended introduction to
Haine et al. (2025). We generally assume Cartesian coordinates in this chapter. Even so,
the equations are written in a tensorially consistent manner to allow them to be valid for
arbitrary coordinates.
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69.1 Loose threads
• Schematic for the boundary propagator.

69.2 Introduction to advection and diffusion
In this chapter we consider the equation describing the evolution of conservative tracers

ρ
DC

Dt
= −∇ · J⇐⇒ ∂t(ρC) +∇ · (v ρC+ J) = 0, (69.1)

where the flow is nonzero, v ̸= 0, so that advection contributes to the tracer evolution in addition
to subgrid scale fluxes, such as diffusion, captured by the tracer flux J. For the first part of this
chapter, we focus on the effects from advection alone, in which J = 0. In this case, the advective
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tracer flux renders a reversible stirring and stretching of fluid elements. This stirring, particularly
in the presence of turbulent flows, can increase the magnitude of tracer concentration gradients
(see Section 69.4.2), and it does so while maintaining, for each fluid element, a fixed mass for all
matter constituents and fixed specific entropy.1

When diffusion is enabled, as seen in Chapter 68, the fluid experiences an irreversible
exchange, or mixing, of properties between fluid elements. Correspondingly, diffusion reduces
the magnitude of property gradients between fluid elements. When acting together, advection
is no longer a pure stirring and diffusion is no longer a pure mixing. Indeed, in the steady
state, advection and diffusion exactly balance. Eckart (1948) articulated what has become the
standard conceptual paradigm for stirring and mixing in geophysical fluids, with elements of
that paradigm reflected in this chapter.

69.3 Perfect fluid tracer advection

A perfect fluid is comprised of material fluid elements whose matter content and thermodynamic
properties remain fixed. From the discussion of molecular diffusion in Section 68.3, we know that
a perfect fluid can at most consist of a single matter constituent and uniform thermodynamic
properties. The reason is that in the presence of multiple constituents with non-uniform
concentrations, molecular motions irreversibly exchange matter and thermodynamic properties
(e.g., temperature, specific entropy) among fluid elements. This exchange, or mixing, breaks the
assumption of a perfect fluid. Nonetheless, we find many occasions to ignore molecular diffusion
when focusing on macroscopic motions of the continuum fluid. Such is the case when considering
the advection equation in the absence of mixing.

69.3.1 The advection equation

In the absence of mixing or other irreversible processes, the matter content of a fluid element
remains fixed as the element moves within the fluid environment. Since the total mass of the
element is also constant, then the tracer concentration remains constant and thus satisfies the
reversible (source-free) advection equation

DC

Dt
= (∂t + v · ∇)C = 0. (69.2)

The first equality relates the material time derivative to the Eulerian time derivative plus
advective transport (see Section 17.4), with v the barycentric velocity of a fluid element (Section
20.1.2). We can convert the material form of the advection equation (69.2) into its flux-form by
combining with the mass continuity equation (19.6)

∂tρ+∇ · (ρv) = 0, (69.3)

which yields
∂t(ρC) +∇ · (ρC v) = 0. (69.4)

Again, the material form of the advection equation is the trivial statement that tracer
concentration remains constant on a fluid element in the absence of sources or mixing. Hence, a
general solution to the advection equation is given by

C(x, t) = C[X(0)], (69.5)

1Recall from Chapter 22 that specific entropy remains materially constant on fluid elements in the absence of
mixing or diabatic sources.
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where X(0) is the initial position of a fluid element that is at the position x at time t. If we
know the trajectories for all fluid elements and their initial tracer concentration, then we know
the tracer concentration for all space and time. For those cases where trajectories are unknown,
it is useful to make use of the Eulerian form of the advection equation in order to deduce the
evolution of tracer concentration.

69.3.2 Eulerian time tendencies from advection
At a point in the fluid, the advection equation (69.2) leads to the Eulerian time tendency for
tracer concentration

∂tC = −v · ∇C. (69.6)

Geometrically, the tendency arises from the projection of the fluid velocity onto the normal to
concentration iso-surfaces. The concentration remains fixed in time (steady) at points where the
velocity is parallel to concentration iso-surfaces. From the flux-form advection equation (69.4),
the density-weighted tracer concentration (the tracer mass per volume) has an Eulerian time
tendency given by the convergence of the advective flux

∂t(ρC) = −∇ · (ρC v). (69.7)

The tendency vanishes at a point if there is no convergence of tracer mass towards the point.

69.3.3 Impermeability property of tracer isosurfaces
We now offer a geometric interpretation of the advection equation

(∂t + v · ∇)C = 0, (69.8)

following the discussion of dia-surface transport in Section 64.3. For this purpose, introduce the
unit normal on a tracer isosurface

n̂ =
∇C
|∇C| (69.9)

and the normal projection for the velocity of a point on that surface

v(C) · n̂ = − ∂tC

|∇C| . (69.10)

The advection equation (69.8) thus can be written as an impermeability condition for a tracer
isosurface

ρ (v − v(C)) · n̂ = 0 on C isosurfaces. (69.11)

We encountered this condition in Section 19.6.2 when studying the kinematics of a moving
material surface. Hence, in the absence of mixing, tracer isosurfaces are indeed material surfaces
since they allow no fluid elements, moving with the fluid velocity v, to cross them. This is an
important kinematic result that is extended in Section 69.6.5 to include effects from an eddy
induced velocity.

69.4 Some mathematical properties of tracer advection
We now explore various mathematical properties of the advection equation. For that purpose,
recall the mass continuity equation (69.3) and flux-form tracer advection equation (69.7)

∂tρ+∇ · (ρv) = 0 (69.12a)
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∂t(ρC) +∇ · (ρC v) = 0. (69.12b)

These equations are manifestly compatible in that the tracer equation (69.12b) reduces to the
continuity equation (69.12a) if the tracer concentration is spatially uniform (see Section 20.1.4
for more discussion of compatibility).

69.4.1 Material constancy of CΓ

A trivial consequence of the material constancy of tracer concentration is that CΓ is also
materially constant, for Γ an arbitrary number. We show this property mathematically by noting
that the chain rule holds for a material time derivative, so that

DCΓ

Dt
= ΓCΓ−1DC

Dt
= 0. (69.13)

Likewise, making use of the Eulerian form yields

∂tC
Γ + v · ∇CΓ = ΓCΓ−1 [∂tC + v · ∇C] = 0. (69.14)

We conclude that advection, in the absence of diffusion, serves to reversibly transport the tracer
concentration without altering any of its powers. Correspondingly, all tracer moments are
untouched by advection, which contrasts to the case of diffusion considered in Section 68.4.3.

69.4.2 Evolution of squared tracer gradient

As noted at the start of Section 69.2, some flows can enhance the magnitude of the tracer
concentration gradient, |∇C|2 = ∂mC δ

mn ∂nC. The kinematics of that process begin with the
following equation for the evolution of the squared gradient

(1/2) ∂t(∂mC δ
mn ∂nC) = ∂mC δ

mn ∂n∂tC (69.15a)

= −∂mC δmn ∂n(vk ∂kC) (69.15b)

= −∂mC δmn (vk ∂k ∂nC + ∂nv
k ∂kC) (69.15c)

= −(1/2) vk ∂k (∂mC δmn ∂nC)− ∂mC δmnGkn ∂kC (69.15d)

= −(1/2) (v · ∇)|∇C|2 − ∂mC δmn Skn ∂kC (69.15e)

= −(1/2) (v · ∇)|∇C|2 −∇C · S · ∇C. (69.15f)

The second equality made use of the advection equation, ∂tC = −vk ∂kC, and then we introduced
the velocity gradient tensor, G, from equation (18.86), and its symmetric component, the strain
rate tensor, S, from equation (18.90a)

Gmn = ∂nv
m and Smn = (Gmn +Gn

m)/2. (69.16)

We are thus led to the material evolution equation

1

2

D|∇C|2
Dt

= −∇C · S · ∇C. (69.17)

The strain rate tensor is symmetric and yet it is not positive-definite. Hence, we can have either
growth or decay of the squared tracer gradient depending on details of the velocity gradient and
tracer gradient.
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69.4.3 Eddy-induced and residual mean

The mass density time tendency
∂tρ = −∇ · (v ρ) (69.18)

remains unchanged if the advective mass flux, ρv (dimensions of mass per time per area), is
modified by the addition of a total curl

ρv → ρv† = ρv +∇× (ρΨ∗). (69.19)

As in Section 21.5.1, the arbitrariness manifest in equation (69.19) is known as a gauge symmetry.
The additional mass flux, ∇× (ρΨ∗), leads to no accumulation of mass at a point since it has
zero divergence. In the case of a Boussinesq ocean with ρ set to a constant ρo, the divergent-free
velocity ∇×Ψ∗ leads to zero accumulation of volume at a point.

The non-divergent mass flux
ρv∗ ≡ ∇× (ρΨ∗) (69.20)

often arises when we decompose the mass flux into a mean and non-divergent eddy fluctuations.
In that context, we make use of the following terminology:

v = Eulerian mean velocity (69.21a)

ρv = Eulerian mean mass flux (69.21b)

v∗ = eddy-induced velocity (69.21c)

ρΨ∗ = eddy-induced mass streamfunction (69.21d)

ρv∗ = ∇× (ρΨ∗) = eddy-induced mass flux (69.21e)

v† = v + v∗ = residual mean velocity (69.21f)

ρv† = ρ (v + v∗) = residual mean mass flux. (69.21g)

The name “residual mean” is motivated since the sum v + v∗ is often smaller than either term
individually. That is, the eddy contribution often compensates for the mean, with sum of the
mean and eddy representing a residual. We study particular forms of the eddy induced velocity
in Chapter 71.

69.4.4 Advective tracer fluxes and skew tracer fluxes

Following from the previous discussion, we consider the advection equation with the advective
tracer transport determined by the residual mean velocity

∂t(ρC) +∇ · (ρC v†) = 0. (69.22)

Given the form (69.20) for the eddy mass flux ρv∗, we can write the advective tracer flux as

ρC v† = C (ρv + ρv∗) (69.23a)

= C ρv + C∇× (ρΨ∗) (69.23b)

= C ρv +∇× (C ρΨ∗)−∇C × ρΨ∗. (69.23c)

It is the divergence of the tracer flux that determines the time tendency, in which case the total
curl plays no role

∇ · (ρC v†) = ∇ · (ρC v + ρC v∗) (69.24a)

= ∇ · (ρC v −∇C × ρΨ∗). (69.24b)
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That is, the divergence of the advective tracer flux equals to the divergence of the skew tracer
flux

∇ · (ρC v∗)︸ ︷︷ ︸
advective flux divergence

= ∇ · (−∇C × ρΨ∗)︸ ︷︷ ︸
skew flux divergence

(69.25)

since the advective flux and skew flux differ by a rotational flux

J adv = J skew + J rot (69.26)

where

J adv = C ρv∗ and J skew = −∇C × ρΨ∗ and J rot = ∇× (ρCΨ∗). (69.27)

Notably, the skew tracer flux is neither upgradient nor downgradient. Rather, it is oriented
parallel to iso-surfaces of tracer concentration

∇C · J skew = ∇C · (−∇C × ρΨ∗) = 0. (69.28)

This orientation serves as motivation for the name skew, with Figure 69.1 providing a schematic
of these tracer fluxes.
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J skew

Figure 69.1: Skew fluxes (dashed lines with arrows) for a tracer C are oriented parallel to lines of constant
tracer concentration (tracer isolines are the solid lines). Even though the skew fluxes are aligned with tracer
contours, these fluxes generally affect a time change to the tracer concentration through their convergence.

69.4.5 Skew diffusion

Introducing tensor labels brings the skew tracer flux into the form

(J skew)m = −(∇C × ρΨ∗)m (69.29a)

= −ϵmnp ∂nC ρΨ∗
p (69.29b)

= −ρAmn ∂nC, (69.29c)

where we defined the anti-symmetric skew diffusion tensor

Amn = ϵmnpΨ∗
p =⇒ A =

 0 Ψ∗
3 −Ψ∗

2

−Ψ∗
3 0 Ψ∗

1

Ψ∗
2 −Ψ∗

1 0

 . (69.30)

Evidently, advection by a non-divergent mass flux is equivalent to skew-diffusion through the
action of an anti-symmetric tensor.

Although leading to the same stirring operator, skew and advective fluxes possess the
following complementary properties.

• derivative operator: The skew flux is proportional to the vector streamfunction and the
gradient of the tracer, whereas the advective flux is related to the curl of the streamfunction
and the value of the tracer concentration. In effect, the fluxes swap their placement of the
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derivative operator. Correspondingly, the advective flux vanishes if the velocity vanishes,
whereas the skew flux vanishes of the tracer gradient vanishes (just as for a diffusive flux).

• flux orientation: The orientation of the advective flux is determined by the velocity
field, which is oriented according to trajectories of fluid particles. This orientation is the
same regardless of the tracer. In contrast, a skew tracer flux is directed along lines of
constant tracer; i.e., it is neither upgradient nor downgradient. Hence, orientation of the
skew flux is directly tied to the tracer field, with each tracer yielding a generally distinct
flux orientation. The very distinct orientations of the advective and skew fluxes can be the
origin of confusion. We explore many features of these geometric distinctions in Section
70.3 in studying eddy induced tracer fluxes.

• material flux: Fluid elements carry a particular amount of trace matter so that an
advective flux of a material tracer measures the passage of matter across an area per unit
time (dimensions of mass per area per time). In contrast, a skew flux is not interpreted as
the passage of matter across an area per time. This distinction is particularly important
when interpreting boundary conditions discussed in Section 69.5.3.

In Section 69.5 we pursue the above points to further reveal the dual relation between advective
fluxes and skew fluxes.

69.4.6 A comment about skew fluxes and Lagrangian kinematics
The advective tracer flux and skew tracer flux are very distinct vectors and we further explore
the distinction in Sections 69.5 and 70.3. As detailed in each of those sections, it is a matter
of convenience how one chooses to formulate the Eulerian tracer equation since the advective
flux and skew flux lead to the same tracer evolution. Furthermore, the choice to formulate the
tracer equation in terms of a skew flux in no way eliminates the Lagrangian perspective. That
is, fluid particles, or fluid elements, still move through the fluid and transport tracer as part
of this motion. The Lagrangian formulation of tracer evolution is naturally connected, via a
transformation of reference frames, to the Eulerian advection equation. Even so, we do not
eliminate fluid particle motion when choosing to work with skew tracer fluxes. Instead, we
merely choose to formulate the tracer equation in terms of the vector streamfunction rather
than the velocity. This choice is typically based on mathematical and/or physical convenience.

69.4.7 Further reading
The uses of residual-mean transport are many and varied in the ocean and atmospheric literature.
Vallis (2017) offers a thorough and pedagogical treatment. Skew diffusion is treated in Moffatt
(1983), in which he raises the connection to fluids with rotation and/or magnetic fields. Middleton
and Loder (1989) applied these ideas to ocean gravity waves, tides, and Rossby waves. Griffies
(1998) applied these ideas to the methods used for parameterizing tracer transport from ocean
mesoscale eddies.

69.5 Advection and skewsion
We introduced skew diffusion in Section 69.4.5 and will again encounter it in Chapterd 70 and
71. Following the terminology of Section 9.2 of Griffies (2004), we refer to skewsion as any
process that leads to tracer transport via skew fluxes, with skew diffusion a particular example.
There are occasions where it is conceptually and operationally more convenient to use advective
fluxes, such as when considering the transport of tracers by the flow field explicitly resolved by a
numerical simulation. In contrast, skew fluxes are sometimes more convenient for certain subgrid
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scale eddy parameterizations, such as the one discussed in Section 71.1. We here consider facets
of advection and skewsion for those interested in diving deeper into the mathematical physics.

69.5.1 Choosing a gauge
Consider an arbitrary divergent-free mass transport

∇ · (ρv∗) = 0, (69.31)

where the divergent-free constraint is satisfied by introducing a vector streamfunction

ρv∗ = ∇× (ρΨ∗). (69.32)

The streamfunction is arbitrary up to a gauge transformation

ρΨ′ = ρΨ∗ +∇(ρΛ), (69.33)

where Λ is a gauge function.

Changes to the skew flux under a gauge transformation

Although the velocity is invariant up to an arbitrary gauge function, the skew flux, J skew =
−∇C × ρΨ∗, changes. Nonetheless, the divergence of the skew flux is invariant, as we see by
noting that

∇C × [ρΨ∗ +∇(ρΛ)] = ∇C × (ρΨ∗) +∇× [C∇(ρΛ)]. (69.34)

and since ∇ · ∇ × [C∇(ρΛ)] = 0, the flux divergence, ∇ · J skew, remains unchanged.

Coulomb gauge

We have some freedom in specifying the gauge function. One choice is to set Λ = 0. However,
there are occasions in which it is useful to set the gauge function in a manner to cancel unwanted
terms. The Coulomb gauge is commonly used in electrostatics (e.g., Jackson (1975)), which is
defined by setting

∇ · (ρΨ∗) = 0 Coulomb gauge. (69.35)

Making use of the curl identity (2.42c) leads to the Poisson equation for the vector potential

∇2(ρΨ∗) = −∇× (ρv∗). (69.36)

In the absence of boundaries, this equation has a Coulomb-Ampere solution comprised of the
convolution of the source with the free-space Green’s function2

ρ(x, t)Ψ∗(x, t) =

ˆ ∇× [ρ(x′, t)v∗(x′, t)]

4π |x− x′| dV ′, (69.37)

where dV ′ is the volume element for integration over the test points, x′. We know of no
geophysical fluid application making use of the Coulomb gauge.

69.5.2 Vertical gauge
As introduced in Section 21.5.5, a gauge commonly used for eddy parameterizations (Section
71.1) sets to zero one of the three components of the vector streamfunction. This gauge choice

2See Section 9.3 for a discussion of Green’s function methods for elliptic operators.
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is available since there are only two independent functional degrees of freedom available from a
divergence-free mass transport field. A common choice is the vertical gauge in which

Ψ∗
3 = 0 vertical gauge. (69.38)

To further specify the vertical gauge we invert the relations

ρ u∗ = −∂z(ρΨ∗
2) and ρ v∗ = ∂z (ρΨ

∗
1) and ρw∗ = ∂x (ρΨ

∗
2)− ∂y(ρΨ∗

1) (69.39)

to render the vector streamfunction

ρΨ∗ = ẑ ×
ˆ z

−H
ρu∗ dz′ = ẑ ×U (∗ρ) (69.40)

where

U (∗ρ)(z) =

ˆ z

−H
ρu∗ dz′ (69.41)

is the horizontal mass transport associated with u∗ passing between the bottom and a depth
z ≥ −H. The anti-symmetric stirring tensor for the vertical gauge is given by

ρAmn =

 0 0 U (∗ρ)

0 0 V (∗ρ)

−U (∗ρ) −V (∗ρ) 0

 , (69.42)

and the corresponding skew, rotational, and advective fluxes are

J skew = −U (∗ρ) ∂zC + ẑ U (∗ρ) · ∇hC (69.43a)

J rot = ∂z(CU
(∗ρ))− ẑ∇h · (CU (∗ρ)) (69.43b)

J adv = C (∂zU
(∗ρ))− ẑC∇h ·U (∗ρ). (69.43c)

Note that the identity J adv = J skew + J rot is maintained by these expressions. The horizontal
components to the skew flux vanish when the tracer is uniform in the vertical, and the vertical
skew flux vanishes with a horizontally uniform tracer field. These properties manifest the skewed
nature of the fluxes.

69.5.3 Boundary conditions

We assume that all external domain boundaries are material in regards to the velocity v∗.
Furthermore, even for moving domain boundaries, we assume that the suite of kinematic
boundary conditions is based on the barycentric velocity v (see Section 19.6), so that v∗ satisfies
the no-normal flow condition even on moving boundaries

n̂ · v∗ = 0 external domain boundaries. (69.44)

As we discuss in Section 69.6.1, this boundary condition is required for the eddy-induced velocity
to have zero impact on the total mass of an arbitrary tracer within the full fluid domain.

Correspondingly, the advective tracer flux also satisfies a no-normal boundary condition on
all external boundaries

n̂ · J adv = n̂ · v∗ρC = 0. (69.45)

The corresponding boundary condition for the skew flux is found by inserting the relation (69.26)

page 1926 of 2158 geophysical fluid mechanics



69.6. FINITE VOLUME BUDGETS WITH EDDY VELOCITIES

into the advective flux boundary condition (69.45) to render

n̂ · J adv = n̂ · [J skew + J rot] = 0. (69.46)

Hence, the skew flux generally has a non-zero normal component at the solid boundaries as
determined by the rotational flux

n̂ · J skew = −n̂ · J rot. (69.47)

Even so, there might be occasions in which n̂ · J skew = 0, which is ensured so long as

(−∇C × ρΨ∗) · n̂ = −(ρΨ∗ × n̂) · ∇C = 0. (69.48)

A sufficient condition is to have Ψ∗ × n̂ = 0, in which case the vector streamfunction is parallel
to the boundary normal. An alternative sufficient condition is to have the streamfunction vanish
at the boundary. Further details for boundary conditions depend on physical properties of the
velocity v∗. We discuss one example in Section 71.1 as prescribed by the Gent et al. (1995)
mesoscale eddy parameterization.

69.6 Finite volume budgets with eddy velocities

In this section we examine how an eddy induced velocity modifies the budgets for fluid mass and
tracer mass in finite domains. The discussion is nuanced, and yet it is relevant to those aiming to
diagnose tracer budgets computed over finite regions. We start by writing the local/differential
mass and tracer budgets in the form

∂tρ+∇ · (ρv†) = 0 (69.49a)

∂t(ρC) +∇ · (ρv†C + J diff) = 0, (69.49b)

where (see Section 69.5)
v† = v + v∗ and ∇ · (ρv∗) = 0, (69.50)

and where J diff is a subgrid scale flux encompassing all processes, such as diffusion and boundary
conditions, that are not represented by an eddy-induced advection. Given that ∇ · (ρv∗) = 0,
the mass budget (69.49a) can we written in the equivalent manners

∂tρ+∇ · (ρv†) = ∂tρ+∇ · (ρv) = 0. (69.51)

That is, the eddy-induced velocity does not lead to any local sources of fluid mass. This property
is very important for the budget analysis in this section.

As shown in the following, the finite volume budgets for fluid mass and tracer mass also
make use of the residual mean velocity, v†. That result is not surprising, since the finite volume
budgets are consistent with the differential budgets (69.49a) and (69.49b). Nonetheless, it is
useful to expose the details as they appear in many budget analysis applications, such as the
water mass and tracer mass analysis of Chapter 73. We furthermore explore how the budgets for
tracer mass appear when formulated using advective fluxes versus skew fluxes. As we show, the
finite volume budgets are consistent across the variety of formulations only if the eddy velocity
and eddy vector streamfunction satisfy boundary conditions detailed in Section 69.5.3.
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69.6.1 Advective formulation

Making use of the tracer equation (69.49b) in the Leibniz-Reynolds transport theorem (20.49)
renders the finite volume tracer mass budget for an arbitrary domain, R

d

dt

[ˆ
R

ρC dV

]
= −
˛
∂R

[
ρC (v† − v(b)) + J diff

]
· n̂dS, (69.52)

where v(b) is the velocity of a point on the domain boundary. Appearance of the residual mean
velocity, v†, in the finite volume budget (69.52) follows from its appearance in the local tracer
budget (69.49b). We thus see that the eddy-induced velocity impacts on the tracer mass budget
for an arbitrary domain. However, its impacts disappear when integrating over a closed or
periodic fluid domain so long as

v∗ · n̂ = 0 on all boundaries. (69.53)

We already encountered this boundary condition in Section 69.5.3. It holds on all boundaries,
including those such as the ocean free surface that are time dependent and/or permeable. It is
required if we assume the eddy-induced velocity does not modify the mass of any tracer in the
full fluid domain. That assumption is generally made for eddy-induced velocities such as those
associated with mesoscale and submesoscale eddies in the ocean (see Section 71.3).

Setting the tracer concentration to a constant in equation (69.52) leads to the fluid mass
budget

d

dt

[ˆ
R

ρ dV

]
= −

˛
∂R
ρ (v† − v(b)) · n̂dS, (69.54)

where we set the diffusive tracer flux, J diff , to zero since there is no diffusion of fluid mass between
fluid elements (Section 20.1). As for the differential expression (69.49a), the mass budget for
any domain is not changed by the eddy-induced velocity since

∇ · (ρv∗) = 0 =⇒
˛
∂R
ρv∗ · n̂dS = 0, (69.55)

so that the mass budget is given by

d

dt

[ˆ
R

ρdV

]
= −
˛
∂R

[
ρ (v† − v(b))

]
· n̂dS = −

˛
∂R

[
ρ (v − v(b))

]
· n̂dS (69.56)

Hence, the eddy velocity contribution to the mass budget for any finite region vanishes, which
is expected since it provides no net mass source to a region. Furthermore, one may choose to
diagnose the right hand side of the mass budget in either the residual mean or Eulerian mean
form. The choice is based on convenience, such as whether one has easier access to the residual
mean velocity or the Eulerian mean velocity. Although the patterns of the fluxes across any
particular boundary differs if v∗ ̸= 0, the accumulation of mass within the region is identical for
the two formulations.

69.6.2 Skew flux formulation

Now consider the complement perspective afforded by the skew flux formulation from Section
69.5. Here we decompose the advective tracer flux according to

C ρv† = C ρv −∇C × ρΨ∗ +∇× (C ρΨ∗) = C ρv + J skew +∇× (C ρΨ∗), (69.57)
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where we introduced the skew tracer flux arising from the eddy-induced streamfunction

J skew = −∇C × (ρΨ∗). (69.58)

The differential budget for tracer is thus given by

∂t(ρC) +∇ · [ρC v + J skew + J diff ] = 0, (69.59)

where the rotational term, ∇× (C ρΨ∗), has zero divergence and so does not affect the tracer
budget. The corresponding finite volume tracer mass budget is

d

dt

[ˆ
R

ρC dV

]
= −
˛
∂R

[
ρC (v − v(b))−∇C × (ρΨ∗) + J diff

]
· n̂dS. (69.60)

In this form, the contribution from the eddy induced transport is now included inside the skew
tracer flux rather than in the residual mean advective tracer flux. Setting C to a constant reveals
the mass budget as in the second form of equation (69.56).

69.6.3 Domain with a tracer boundary

We now apply the previous general budget discussion to a specific domain that anticipates the
more complete budget analysis provided in Section 73.10 as part of our study of water mass
analysis. Here, we consider the fluid mass and tracer mass within an ocean region with at least
one of its bounds determined by an isosurface of constant tracer concentration, as in Figure 69.2.
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Figure 69.2: An ocean region with one of its boundaries set by a surface of constant tracer, C = C̃. Note
that the region need not be monotonically stratified in the tracer concentration, nor does it need to be simply
connected. The region is bounded at the top by ∂Ωsurf(C̃), with the geometry of this surface depending on C̃.
The bottom boundary is set by the tracer surface, C = C̃, as well as the solid-earth bottom, ∂Ωbot(C̃). The
region can generally be multiply connected. A subregion, Rsub, is also considered where its sides extend from the
free surface to the tracer isosurface, and they are assumed to be fully within the fluid domain. We develop the
tracer and fluid mass budgets for region Rsub in Section 69.6.4, whereas the budget in the full region C ≥ C̃ is
considered in Section 69.6.3.

Advective formulation

The tracer mass budget written using the advective formulation (69.52) is given by

d

dt

[ˆ
R

ρC dV

]
=

ˆ
∂Ωsurf(C̃)

QmC dA− C̃
ˆ
C=C̃

ρ (v† − v(b)) · n̂dS −
˛
∂R
J diff · n̂dS. (69.61)
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For the first right hand side term we made use of the surface kinematic boundary condition
(19.88c), with Qm dA the mass per time crossing the surface interface and where dA is the
horizontal projection of the interface area element, dS. We also made use of the exterior
boundary condition (69.53) for the eddy-induced velocity. For the second term we pulled the
tracer concentration outside of the boundary integral over the C = C̃ interface, since the
concentration is fixed at C̃ on this interface.

The mass budget for this region, also formulated using advective fluxes, is given by

d

dt

[ˆ
R

ρ dV

]
=

ˆ
∂Ωsurf(C̃)

Qm dA−
ˆ
C=C̃

ρ (v† − v(b)) · n̂dS. (69.62)

Combining this budget with the tracer mass budget allows us to write

d

dt

[
MC − C̃ M

]
=

ˆ
∂Ωsurf(C̃)

Qm (C − C̃) dA−
˛
∂R
J diff · n̂dS, (69.63)

where we introduced the shorthand for the tracer mass and fluid mass in the region

MC =

ˆ
R

C ρ dV and M =

ˆ
R

ρdV. (69.64)

In Section 73.10.2 we motivate the name internal tracer mass for the quantity MC − C̃ M .

Skew flux formulation

The tracer mass budget formulated using skew tracer fluxes is generally given by equation
(69.60). It takes on the following form for the domain in Figure 69.2

d

dt

[ˆ
R

ρC dV

]
=

ˆ
∂Ωsurf(C̃)

QmC dA− C̃
ˆ
C=C̃

ρ (v − v(b)) · n̂dS

−
˛
∂R

[−∇C × (ρΨ∗) + J diff ] · n̂dS, (69.65)

and the corresponding budget for the fluid mass is

d

dt

[ˆ
R

ρ dV

]
=

ˆ
∂Ωsurf(C̃)

Qm dA−
ˆ
C=C̃

ρ (v − v(b)) · n̂dS. (69.66)

As for the advective formulation, we combine the fluid mass budget equation (69.66) with the
tracer mass equation (69.65) to render a budget equation for the internal mass content

d

dt

[
MC − C̃ M

]
=

ˆ
∂Ωsurf(C̃)

Qm (C − C̃) dA−
˛
∂R
J diff · n̂dS, (69.67)

which is identical to the advective formulation given by equation (69.63).

Proving the budgets based on the two formulations are equivalent

The two tracer budgets, (69.61) and (69.65), must be the same since they measure changes to
the tracer mass within the same region. Likewise, the two mass budgets, (69.62) and (69.66),
must be the same, as are the two internal tracer mass budgets (69.63) and (69.67). We here
expose the manipulations required to verify these equalities.

To prove the C = C̃ terms in the tracer budget equations (69.61) and (69.65) are the same,
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consider the identity (69.55) applied to the region under consideration

0 =

˛
∂R
ρv∗ · n̂dS =

ˆ
∂Ωsurf(C̃)

ρv∗ · n̂dS +

ˆ
∂Ωbot(C̃)

ρv∗ · n̂dS +

ˆ
C=C̃

ρv∗ · n̂dS. (69.68)

The surface and bottom boundary terms vanish due to the external boundary condition (69.53);
namely, v∗ · n̂ = 0 for each point along an external fluid boundary. We are thus led to conclude
that ˆ

C=C̃
ρv∗ · n̂dS = 0. (69.69)

This boundary integral means that there is no net accumulation of mass in the region due to
action of the eddy velocity. Notably, we generally have v∗ · n̂ ̸= 0 at any particular point on the
C = C̃ surface, yet its integral over the C = C̃ interface vanishes. Given the boundary integral
(69.69) we are led to conclude

ˆ
C=C̃

ρ (v† − v(b)) · n̂dS =

ˆ
C=C̃

ρ (v − v(b)) · n̂dS. (69.70)

This identity proves that the two mass budgets (69.62) and (69.66) are indeed measuring changes
to the same fluid mass, even though one computes the domain boundary fluxes based on the
residual mean velocity, v†, whereas the other uses the Eulerian mean, v.

Next we need to show that the skew flux term vanishes when integrated around the domain
boundary. For the C = C̃ boundary we have

ˆ
C=C̃

[∇C × (ρΨ∗)] · n̂dS = 0, (69.71)

which follows since n̂ is parallel to ∇C along this boundary. For the external boundaries, equality
of the tracer mass budgets (69.61) and (69.65) is satisfied for an arbitrary tracer concentration
if one of the boundary conditions discussed in Section (69.5.3) is maintained; i.e., if Ψ∗ vanishes
on an external boundary or if it is parallel to the boundary normal direction (n̂ ×Ψ∗ = 0).
Maintenance of either of these two boundary conditions allows us to conclude that the two
budgets (69.61) and (69.65) are indeed identical.

69.6.4 Budget for a region with interior sides

Consider the subregion, Rsub, shown in Figure 69.2. This region is bounded above by the free
surface and below by the tracer isosurface, C = C̃, just like the region R encountered in Section
69.6.3. Additionally, region Rsub is bounded along its sides by surfaces assumed to be within the
fluid interior. For much of this discussion we allow the sides to have an arbitrary shape and to
move. Towards the end of this section we specialize to the case of static sides, such as relevant
for a vertical section through the fluid and/or a numerical model grid cell.

Fluid mass budget

The fluid mass budget for the region, Rsub, can be formulated using either the residual mean
velocity or the Eulerian mean velocity

d

dt

[ˆ
Rsub

ρ dV

]
=

ˆ
∂Ωsurf(C̃)

Qm dA−
ˆ
C=C̃

ρ (v† − v(b)) · n̂dS −
ˆ

sides

ρ (v† − v(b)) · n̂dS

(69.72a)
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d

dt

[ˆ
Rsub

ρdV

]
=

ˆ
∂Ωsurf(C̃)

Qm dA−
ˆ
C=C̃

ρ (v − v(b)) · n̂dS −
ˆ

sides

ρ (v − v(b)) · n̂dS.

(69.72b)

The two budgets are identical since the eddy velocity satisfies
¸
ρv∗ · n̂ dS = 0 for any domain,

as well as v∗ · n̂ = 0 along any external domain boundary. Hence, as already noted in Section
69.6.1, the eddy velocity contribution to the right hand side of equation (69.72a) vanishes; it
provides no net mass source to any region. We next show the same equality holds for the tracer
mass budgets, with that equality requiring a bit more effort.

Tracer mass budget

The advective flux formulation of the tracer mass budget is given by

d

dt

[ˆ
Rsub

ρC dV

]
=

ˆ
∂Ωsurf(C̃)

QmC dA− C̃
ˆ
C=C̃

ρ (v† − v(b)) · n̂dS

−
˛
∂Rsub

J diff · n̂dS −
ˆ

sides

C ρ (v† − v(b)) · n̂dS, (69.73)

and the corresponding skew flux formulation is

d

dt

[ˆ
Rsub

ρC dV

]
=

ˆ
∂Ωsurf(C̃)

QmC dA− C̃
ˆ
C=C̃

ρ (v − v(b)) · n̂dS

−
˛
∂Rsub

J diff · n̂dS −
ˆ

sides

C ρ (v − v(b)) · n̂dS −
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS. (69.74)

As for the discussion in Section 69.6.3, we introduce the internal tracer mass and make use of
the fluid mass budgets (69.72a) and (69.72b) to write the advective form of the internal mass
budget

d

dt

[
MC − C̃ M

]
=

ˆ
∂Ωsurf(C̃)

Qm (C − C̃) dA−
˛
∂R
J diff · n̂dS

−
ˆ

sides

(C − C̃) ρ (v† − v(b)) · n̂dS, (69.75)

and the corresponding skew flux form of the same budget

d

dt

[
MC − C̃ M

]
=

ˆ
∂Ωsurf(C̃)

Qm (C − C̃) dA−
˛
∂R
J diff · n̂dS

−
ˆ

sides

(C − C̃) ρ (v − v(b)) · n̂dS −
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS. (69.76)

We now examine the right hand side of the budgets (69.75) and (69.76) to show they are
indeed measuring the same tracer mass budget. For that purpose, consider the skew flux integral
in equation (69.76) and note that the integrand vanishes on both the top of the domain, at
z = η, and bottom at C = C̃, thus allowing us to write

−
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS = −
˛
∂Rsub

[−∇C × (ρΨ∗)] · n̂dS, (69.77)

where the right hand side is an integral around the full domain boundaries. Now reintroduce
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the eddy induced velocity and rotational flux to have

−
˛
∂Rsub

[−∇C × (ρΨ∗)] · n̂dS = −
˛
∂Rsub

[C ρv∗ −∇× (C ρΨ∗)] · n̂dS. (69.78)

The rotational flux has zero divergence, so that Gauss’s divergence theorem means that the
rotational flux vanishes when integrated along the domain boundaries

˛
∂Rsub

∇× (C ρΨ∗) · n̂dS = 0. (69.79)

The eddy advection term in equation (69.78) vanishes on the top boundary at z = η due to the
boundary condition v∗ · n̂ = 0, thus yielding

˛
∂Rsub

C ρv∗ · n̂dS =

ˆ
sides

C ρv∗ · n̂dS +

ˆ
C=C̃

C ρv∗ · n̂dS (69.80a)

=

ˆ
sides

C ρv∗ · n̂dS + C̃

ˆ
C=C̃

ρv∗ · n̂dS. (69.80b)

Again make use of the property ∇ · (ρv∗) = 0 and n̂ · v∗ = 0 at z = η to write

0 =

˛
∂Rsub

ρv∗ · n̂dS =

˛
sides

ρv∗ · n̂dS +

˛
C=C̃

ρv∗ · n̂dS, (69.81)

which gives us

−
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS = −
˛
∂Rsub

C ρv∗ · n̂dS = −
ˆ

sides

(C − C̃) ρv∗ · n̂dS. (69.82)

Making use of this result in the skew flux formulated budget equation (69.76) brings it to the
advective flux form found in equation (69.75).

We are thus led to conclude that the right hand side to equation (69.76) does indeed equal
to the right hand side of equation (69.75). So although the formulation of the boundary flux
contributions is rather distinct between the advective flux and skew flux formulations, the
resulting tracer mass budget is the same. The choice for how to formulate the budget is thus a
matter of convenience.

69.6.5 Budget for a stirred fluid in a region with interior sides

Although contained within the formalism developed in Section 69.6.4, it is revealing to specialize
those budgets to the case of zero mixing, in which J diff = 0, and there is zero boundary mass
flux, Qm = 0. In this case the fluid is reversibly stirred. Examining the finite region budgets for
this pure stirring case allows us to further reveal the complementary treatments available from
advection versus skewsion.

Summary of the differential stirring formalism

As explored in this chapter, an Eulerian description of tracer stirring can arise from either
advection or skewsion. In the presence of an eddy induced velocity we here consider two
representations of tracer stirring, with the first being advection by the residual mean velocity, v†

ρ
D†C

Dt
= ∂t(ρC) +∇ · (ρv†C) = 0. (69.83)

CHAPTER 69. TRACER ADVECTION AND DIFFUSION page 1933 of 2158



69.6. FINITE VOLUME BUDGETS WITH EDDY VELOCITIES

This formulation makes it clear that surfaces of constant C are material as defined by the
residual mean velocity rather than by the Eulerian mean, v. That is, tracer isosurfaces satisfy
the residual mean impermeability condition

ρ (v† − v(b)) · n̂ = 0 on C isosurfaces, (69.84)

with

n̂ =
∇C
|∇C| and v(b) · n̂ = − ∂tC

|∇C| . (69.85)

The impermeability condition (69.84) offers a geometric interpretation of the tracer equation
(69.83) following from the discussion of dia-surface transport in Section 64.3. Correspondingly,
Lagrangian fluid particles moving with the residual mean velocity do not cross tracer isosurfaces
even if those isosurfaces move. Furthermore, we observe that the eddy induced velocity has a
nonzero projection across tracer isosurfaces

(v† − v(b)) · n̂ = 0 =⇒ (v − v(b)) · n̂ = −v∗ · n̂ on C isosurfaces. (69.86)

This property of the eddy induced velocity was emphasized by McDougall and McIntosh (2001).
It reveals that in the absence of mixing, eddy motion crossing tracer isosurfaces is exactly
balanced by Eulerian motion plus surface motion, thus leaving a net zero residual mean transfer
of matter across the surface. Equation (69.86) is a key kinematic property used for interpreting
features of the finite volume budgets detailed below.

Our second means to represent tracer stirring makes use of advection by the Eulerian mean
velocity plus skewsion by the eddy induced streamfunction

ρ
DC

Dt
+∇ · [−∇C × (ρΨ∗)] = ∂t(ρC) +∇ · [ρvC −∇C × (ρΨ∗)] = 0. (69.87)

In terms of the eddy streamfunction, ρΨ∗, the impermeability condition (69.84) takes on the
form [

ρv +∇× (ρΨ∗)− ρv(b)
]
· n̂ = 0 on C isosurfaces. (69.88)

Budgets via residual mean advection

The mass budget formulated in terms of residual mean advection, and the corresponding residual
mean advective flux formulation of the tracer mass budget, are given by

d

dt

[ˆ
Rsub

ρdV

]
= −
ˆ
C=C̃

ρ (v† − v(b)) · n̂dS −
ˆ

sides

ρ (v† − v(b)) · n̂dS (69.89a)

d

dt

[ˆ
Rsub

ρC dV

]
= −C̃

ˆ
C=C̃

ρ (v† − v(b)) · n̂dS −
ˆ

sides

C ρ (v† − v(b)) · n̂dS. (69.89b)

The residual mean impermeability condition (69.84) for the C = C̃ surface renders a simplification
to the flud mass and tracer mass budgets

d

dt

[ˆ
Rsub

ρ dV

]
= −

ˆ
sides

ρ (v† − v(b)) · n̂dS (69.90a)

d

dt

[ˆ
Rsub

ρC dV

]
= −

ˆ
sides

C ρ (v† − v(b)) · n̂dS. (69.90b)

Hence, in the residual mean formulation, the only fluxes that affect changes to the mass budgets
are those that cross the side faces of the region.
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Budgets via Eulerian mean advection plus eddy skewsion

The mass budget formulated in terms of Eulerian mean advection, and the corresponding tracer
mass budget using eddy skewsion, are given by

d

dt

[ˆ
Rsub

ρdV

]
= −
ˆ
C=C̃

ρ (v − v(b)) · n̂dS −
ˆ

sides

ρ (v − v(b)) · n̂dS (69.91a)

d

dt

[ˆ
Rsub

ρC dV

]
= −C̃

ˆ
C=C̃

ρ (v − v(b)) · n̂dS −
ˆ

sides

C ρ (v − v(b)) · n̂dS

−
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS. (69.91b)

We already saw in Section 69.6.4 how to bring the right hand side terms into the form realized
by the residual mean advective approach. So there is no question concerning the equivalance of
the advective and skew flux formulations for the tracer mass budget. Nonetheless, what is here
clearly emphasized is that the skew flux approach requires us to account for Eulerian advective
transport across the C = C̃ isosurface, whereas for the advective flux approach the only flux
in equation (69.90b) is that crossing the region side boundaries. Even so, as stated earlier, an
Eulerian mean transport of tracer across the C = C̃ isosurface does not correspond to material
transport across this surface. The reason is that material transport is determined by the residual
mean velocity, v†, as per the residual mean impermeability conditions 69.86 and 69.88. So even
though there is a contribution to the skew flux formulated budget from Eulerian transport across
the C = C̃ material surface, there remains zero net material crossing that surface.

Zero Eulerian mean advection and static side walls

One further specialization serves to clearly emphasize the complementary nature of the advective
and skew flux approaches. Here, we assume the sides of the region are static and the Eulerian
mean velocity vanishes. With a zero Eulerian velocity, the residual mean impermeability condition
(69.86) means that on the C = C̃ isosurface, the normal component of the eddy velocity is
balanced by the boundary velocity as per the impermeability condition (69.92):

(v∗ − v(b)) · n̂ = 0 on C isosurfaces and with v = 0. (69.92)

When formulated using the residual mean advection, the fluid mass budget (69.90a) and
tracer mass budget (69.90b) reduce in this case to

d

dt

[ˆ
Rsub

ρ dV

]
= −

ˆ
sides

ρv∗ · n̂dS (69.93a)

d

dt

[ˆ
Rsub

ρC dV

]
= −

ˆ
sides

C ρv∗ · n̂dS, (69.93b)

so that these budgets are only affected by eddy advection across the side boundaries. The
corresponding mass budget written in terms of Eulerian mean advection, (69.91a), and tracer
mass budget written in terms of skew fluxes, (69.91b), are given by

d

dt

[ˆ
Rsub

ρ dV

]
= +

ˆ
C=C̃

ρv(b) · n̂dS (69.94a)

d

dt

[ˆ
Rsub

ρC dV

]
= +C̃

ˆ
C=C̃

ρv(b) · n̂dS −
ˆ

sides

[−∇C × (ρΨ∗)] · n̂dS. (69.94b)

For the mass budget, (69.94a), there are no contributions to the side walls since they are static
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and the Eulerian advection is assumed to vanish. The only contribution comes from the eddy
term acting on the C = C̃ isosurface where v(b) · n̂ = v∗ · n̂. For the tracer mass budget, (69.94b),
we also have the eddy contribution on the C = C̃ isosurface, plus skew fluxes that penetrate the
side walls.

The right hand sides to the fluid mass budgets (69.93a) and (69.94a), and tracer mass
budgets (69.93b) and (69.94b), are remarkably distinct. Even so, they both measure the same
budgets. Furthermore, in both cases the C = C̃ boundary is a material boundary as defined by
the residual mean velocity.

69.7 Active tracers and dia-surface flow
An active tracer impacts the fluid flow, with Conservative Temperature and salinity the canonical
examples for the ocean. Active tracers directly impact the buoyancy, which in turn affects
pressure and velocity. Hence, the advection-diffusion equation for active tracers is nonlinear
since the velocity field is dependent on active tracers. We here write the advection-diffusion
equation in terms of the residual mean velocity using Conservative Temperature as an example
active tracer

ρ
D†Θ

Dt
= ρ (∂t + v

† · ∇)Θ = −∇ · J diff(Θ). (69.95)

Further nonlinearities arise when the subgrid scale diffusion tensor is itself a function of the
buoyancy, as discussed at the end of Section 68.5, and/or when the parameterized eddy-induced
velocity is a function of the buoyancy, as discussed in Section 71.3.

69.7.1 Adiabatic flow
Conservative Temperature is materially invariant in an adiabatic flow, so that advected by the
residual mean velocity we have

D†Θ

Dt
= (∂t + v

† · ∇)Θ = 0 adiabatic. (69.96)

Furthermore, following the kinematics of Section 19.6.2, the adiabatic residual mean flow field does
not penetrate surfaces of constant Conservative Temperature (Θ-isosurfaces are impermeable)
since

v† · ∇Θ = −∂tΘ. (69.97)

In this case we say that residual mean advection reversibly stirs the Conservative Temperature
field. This property of the residual mean velocity was also considered in the discussion of pure
stirring in Section 69.6.4.

69.7.2 Diabatic processes generating dia-Θ transport
Conservative Temperature is not materially invariant in the presence of diabatic processes, such
as mixing typically parameterized by diffusion. Correspondingly, the residual mean velocity picks
up a component, wdia, that crosses the moving Conservative Temperature surface, thus making
Θ surfaces permeable to fluid flow. In turn, advective transport in the presence of mixing is not
reversible. We follow the kinematics from Section 64.3 to render the expression (64.26) for wdia,
which we here write as

wdia ≡ n̂ · (v† − v(Θ)) =
1

|∇Θ|
D†Θ

Dt
(69.98)

where

n̂ =
∇Θ
|∇Θ| and v(Θ) · ∇Θ = −∂tΘ. (69.99)
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Rearrangement of equation (69.98) renders the kinematic identity

D†Θ

Dt
= ∂tΘ+ v† · ∇Θ = wdia |∇Θ|. (69.100)

With nonzero wdia, we no longer have residual mean advection preserving properties along fluid
element trajectories. There can be many physical processes contributing to a nonzero wdia, such
as from the following examples.

Diffusion with no fluid motion

Diffusion is the canonical example of a diabatic process (Section 68.3), with molecular diffusion
leading to

ρ
D†Θ

Dt
= ∇ · (κ ρ∇Θ), (69.101)

with κ > 0 the scalar kinematic diffusivity and the product, κ ρ, the dynamic diffusivity.
Following the definition (69.98), we see that diffusion drives the following diabatic transport
velocity

ρwdia =
∇ · (κ ρ∇Θ)

|∇Θ| . (69.102)

Consider a horizontally homogeneous Conservative Temperature field. If buoyancy is alone
determined by Θ, then there is no fluid motion since buoyancy surfaces are flat (and we assume
the eddy-induced motion is also zero). Yet in the presence of vertical diffusion and vertical
stratification there is a diabatic transport since

ρwdia =
∂z(κ ρ ∂zΘ)

|∂zΘ|
̸= 0. (69.103)

In the absence of fluid flow, the dia-surface transport is determined solely by movement of the Θ
surfaces. Correspondingly, Θ evolution is determined only by vertical diffusion since with v† = 0
we have

∂tΘ = ρ−1 ∂z(κ ρ ∂zΘ) = wdia |∂zΘ|. (69.104)

Steady state advective-diabatic balance

A steady state Conservative Temperature field in the presence of diabatic processes is realized
when there is an exact balance between advective transport and dia-surface transport enabled
by diffusion

ρv† · ∇Θ = ρwdia |∇Θ| = ∇ · (κ ρ∇Θ). steady state. (69.105)

That is, maintaining static Θ-surfaces (∂tΘ = 0) requires the residual mean advective transport
to cross Θ surfaces (left hand side) by an amount that exactly balances diabatic processes such
as diffusion (right hand side). This example illustrates that in the presence of mixing, advection
is no longer an adiabatic stirring process. Indeed, in the steady state, advection exactly balances
diffusion.

69.8 Tracer homogenization inside closed tracer contours
In this section we prove a far reaching theorem involving the steady advective-diffusive balance
that holds within closed tracer contours. For this purpose, consider the equation for a conservative
tracer

∂t(ρC) +∇ · (ρvC) = −∇ · J (69.106)
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where
J = −ρK · ∇C (69.107)

is a downgradient diffusive flux with K a symmetric positive-definite diffusion tensor. In the
steady state, the divergence of the advective tracer flux balances the convergence of the diffusive
flux

∇ · (ρvC) = −∇ · J . (69.108)

Now specialize to a two-dimensional steady state flow in a region enclosed by a constant tracer
contour. We here prove that the tracer concentration is homogeneous (i.e., a spatially constant)
within the contour of constant C, as shown in Figure 69.3. Evidently, in the steady state,
diffusion removes all tracer variations within closed tracer contours; i.e., there are no tracer
extrema within a closed tracer contour.

<latexit sha1_base64="IiSoDyiG3ESb4BMiiRiQ/vHvP/Q=">AAACB3icbVDLSgMxFL1TX7W+qi7dBIvgqsyIVDdCsRuXFexD2qFk0kwbmmSGJCOUoR/g2q1+gztx62f4Cf6FaTuIrR4IHM65l3NzgpgzbVz308mtrK6tb+Q3C1vbO7t7xf2Dpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvBqDb1Ww9UaRbJOzOOqS/wQLKQEWysdF9DV6jWS91Jr1hyy+4M6C/xMlKCDPVe8avbj0giqDSEY607nhsbP8XKMMLppNBNNI0xGeEB7VgqsaDaT2cHT9CJVfoojJR90qCZ+nsjxULrsQjspMBmqJe9qfif10lMeOmnTMaJoZLMg8KEIxOh6e9RnylKDB9bgoli9lZEhlhhYmxHCymB+Amw3XjLTfwlzbOyVylXbs9L1euspTwcwTGcggcXUIUbqEMDCAh4gmd4cR6dV+fNeZ+P5pxs5xAW4Hx8A3C6mJs=</latexit>

C = C0

Figure 69.3: In a steady flow, the tracer concentration within a region bounded by a constant tracer contour
is uniform, with diffusion providing the mechanism for homogenizing the tracer. Evidently, diffusion expells all
variations in tracer concentration from the region. In this figure, the concentration within the closed region has
constant value C = C0.

69.8.1 Proof of the theorem
The following proof follows that given in Section 3.2 of Rhines and Young (1982) and Section
13.5 of Vallis (2017) for a horizontally non-divergent flow as per a Boussinesq ocean. Here, we
show the result also holds for a steady state divergent flow, as per a non-Boussinesq fluid. The
proof is based on a reductio ad absurdum argument, whereby we first assume the tracer is not
homogeneous within a closed tracer contour, and then show that this assumption leads to an
inconsistency and so is wrong. Notably, if the tracer concentration is not homogeneous within a
contour, then there is an extrema within that contour.

To start the proof, integrate the left hand side of the steady state advection-diffusion equation
(69.108) around an arbitrary simply connected surface and make use of the divergence theorem

ˆ
S

∇ · (ρuC) dS =

˛
∂S
ρuC · n̂dl, (69.109)

where n̂ is the outward normal along the area’s boundary, ∂S, and dl is the line element around
the boundary. Now specify the surface under consideration to be bounded by a constant contour
with C = C0. We can thus remove the tracer concentration from the contour integral to have

˛
∂S
ρuC · n̂dl = C0

˛
∂S
ρu · n̂dl = C0

ˆ
S

∇ · (ρu) dS, (69.110)

where the second equality follows from the divergence theorem. For a steady state flow, mass
continuity means that density at a point is time independent, so that the density-weighted
velocity has zero divergence

∇ · (ρu) = 0. (69.111)
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Consequently, when integrated over a closed tracer contour we have the identity

ˆ
S

∇· (ρuC) dS = C0

ˆ
S

∇· (ρu) dS = 0 with S enclosed by a closed C contour. (69.112)

Returning to the steady state advection-diffusion equation (69.108), the identity (69.112) then
implies the analogous result for the diffusive flux

ˆ
S

∇ · J dS = 0 with S enclosed by a closed C contour. (69.113)

We now show that the identity (69.113) holds only if the tracer is homogeneous inside the closed
contour; i.e., there are no extrema within a closed contour.

Appealing to a nonzero flux in the presence of an extrema

Consider the right hand side of the steady state advection-diffusion equation (69.108) and
integrate it over a closed region

−
ˆ
S

∇ · J dS = −
˛
∂S
J · n̂dl =

˛
∂S

(K · ∇C) · n̂ ρ dl. (69.114)

If the contour surrounds an extremum of the tracer concentration, then a downgradient diffusive
flux is nonzero and has a nonzero projection in the outward normal direction.3 Hence, the
integral is nonzero, which then contradicts equation (69.113). Consistency thus implies that the
diffusive flux vanishes, which means the tracer contour does not surround an extrema. That is,
the tracer concentration is homogeneous inside the closed tracer contour.

Introducing an expression for the outward normal

If the tracer is not homogeneous, so that ∇C ̸= 0, then we can introduce the normal direction,

n̂ =
∇C
|∇C| , (69.115)

which is directed orthogonal to a constant tracer contour. Using this expression for the normal
direction within the tracer flux integral leads to

−
ˆ
S

∇ · J dS =

˛
∂S
∇C ·K · ∇C ρdl

|∇C| . (69.116)

The diffusion tensor is a symmetric positive-definite second order tensor, so that the quadratic
form in the integral is positive,

∇C ·K · ∇C = Kmn ∂mC ∂nC > 0. (69.117)

Furthermore, the line element, dl, is positive, and so are ρ and |∇C|. Consequently, the integral
around a closed tracer contour, where the normal to that contour is given by equation (69.115),
is positive

−
ˆ
S

∇ · J dS =

ˆ
∂S
∂mC K

mn ∂nC ddl > 0 if n̂ = ∇C/|∇C|. (69.118)

3For example, consider a circular tracer contour surrounding a circular maximum, and assume isotropic
diffusion. In this case the diffusive flux is radial so that it has a nonzero projection onto the outward normal.
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However, this inequality contradicts the zero result (69.113). The zero result (69.113) is based
only on the steady state assumption, whereas the inequality (69.118) is a direct result of assuming
the tracer is inhomogeneous. Dropping the tracer inhomogeneity assumption is the only way to
recover consistency.

69.8.2 Comments

Both of the above approaches led us to conclude that the tracer has zero gradient within the
interior of a closed constant C contour; i.e., the steady state tracer concentration is homogeneous
within a closed tracer contour. Given enough time to reach a steady state, diffusion, no matter
how weak, expells all steady state tracer gradients from within regions bounded by closed tracer
contours. This result can be extended to three dimensions, in which case steady state tracers are
homogenous within closed volumes bounded by a constant tracer concentration. However, such
bubble-like regions are less common for geophysical flows. In contrast, they are commonly found
in quasi-two dimensional flows, including flows on constant isopycnals. So the theorem is more
readily applied to two dimensional (or quasi two dimensional) flows. We offer another proof of
the tracer homogenization result in Section 73.10.1 as part of our study of tracer mass analysis.

Furthermore, we assumed that the tracer equation included just a symmetric diffusion tensor,
K, in defining the subgrid flux (69.107). However, the theorem also holds if there is an additional
anti-symmetric tensor, A, added to K. The reason is that an anti-symmetric tensor vanishes
from the quadratic form (69.117)

∇C ·A · ∇C = Amn ∂mC ∂nC = 0. (69.119)

That is, the tracer skew flux, J skew = −A · ∇C, does not cross tracer isolines: ∇C · J = 0, which
we already found when studying skew fluxes in Section 69.5.

69.8.3 Further study

A powerful application of this theorem appears when the tracer, C, is a dynamically active
tracer, such as vorticity or quasi-geostrophic potential vorticity (Chapter 45). The case of
vorticity was discussed by Batchelor (1956), with Rhines and Young (1982) extending that work
to the case of quasi-geostrophic potential vorticity. For the quasi-geostrophic case, contours of
constant potential vorticity are known as geostrophic contours. Rhines and Young (1982) used
the homogenization theorem to develop a theory of ocean circulation. They did so by considering
potential vorticity homogenization by the mesoscale eddies that are active in regions of closed
geostrophic contours, such as in mid-latitude ocean gyres.

69.9 Green’s function method for passive tracers

Passive tracers (Section 20.1.5) have no impact on the flow field, so that they do not impact the
fluid density nor the diffusion tensor. Hence, passive tracer patterns serve to “trace” the effects
from advective and diffusive transport without affecting the transport velocity or diffusion tensor.
Correspondingly, the passive tracer advection-diffusion equation is a linear partial differential
equation. With some qualifications identified below, we can make use of the Green’s function
methods from Chapter 9 when studying solutions to the passive tracer equation. This section
offers a supplement to the review paper from Haine et al. (2025) who synthesize the variety of
Green’s function methods of use for studying geophysical fluids. Although our formulation is
largely based on ocean applications, the Green’s function method for the advection-diffusion
equation is also applicable to the atmosphere.
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69.9.1 Concerning time dependent domain boundaries

The ocean free surface is time dependent, so that the domain, R, is itself time dependent.
Mathematically, this time dependence means that time and space integrations do not commute.
In particular, space integration is generally written in the form

ˆ
R

dV =

¨ [ˆ η

ηb

dz

]
dx dy, (69.120)

where z = ηb(x, y) is the static bottom and z = η(x, y, t) is the time dependent free surface. We
must, in turn, first compute the space integration over the full domain and then do the time
time integration when deriving the reciprocity relation and the Green’s function solution.

The free surface undulations make the vertical extent of the domain time dependent. Ad-
ditionally, in an ocean with sloping sidewalls, the horizontal domain boundaries are also time
dependent as the ocean moves up and down the sloping sides. However, allowing for the hor-
izontal domain extent to fluctuate does not introduce any fundamentally new kinematics in
our analysis. The reason is that when integrating to the lateral domain boundaries, all terms
vanish since the water depth vanishes at the edge of the sloping beaches. We saw this kinematic
result in Section 28.5 when integrating the angular momentum budget in a channel with sloping
sidewalls.

Therefore, we assume the horizontal extent of the domain to be static in order to slightly
ease the analysis. We do so by imagining a few meter high vertical seawall placed around
the ocean domain edges, and by assuming a minimum depth so that there is nonzero water
everywhere in the domain. These assumptions are common in ocean modeling, except in models
allowing for wetting and drying of land/ocean cells. So in conclusion, we limit our analysis to
time dependence of the vertical extent of the domain, with the horizontal extent static. Such
limitation can be removed without much difficulty but doing so adds nothing new fundamentally.

69.9.2 Passive tracer boundary conditions

In this section, we are concerned with the evolution of a smooth passive tracer concentration,
C, which is the dimensionless ratio of the tracer mass to seawater mass. Boundary conditions
play a key role in the evolution. We here discuss the boundary conditions placed on the passive
tracer along the ocean bottom, at z = ηb(x, y), and the free surface, at z = η(x, y, t).

Ocean bottom

At the static ocean bottom we generically consider a no-flux condition for the diffusive flux

J · n̂ = −ρK · ∇C · n̂ = 0 at z = ηb. (69.121)

The no-flux condition, along with the kinematic no-normal flow condition, v · n̂ = 0, means that
there is zero tracer flux through the bottom.

Ocean free surface

At the ocean free surface we use results from Section 19.6.3, which developed the boundary
conditions for mass flux Qm (mass per time per area) across a permeable free surface, as well
as Section 20.4, which developed the analogous boundary conditions for tracers. In particular,
equation (20.84) provides an expression for the net mass flux of tracer crossing the free surface,
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QC , written as the sum of an advective flux plus a non-advective flux

QC = C Qm − J · n̂ = C Qm︸ ︷︷ ︸
advective

+ ρK · ∇C · n̂︸ ︷︷ ︸
diffusive

for x ∈ ∂Rsurface, (69.122)

where C is the concentration at z = η, and we assumed the non-advective flux is given by a
diffusive flux. We consider the following prescribed boundary conditions.

• Robin conditions: Prescribing the boundary tracer mass flux, QC , leads to a Robin or
mixed boundary condition

QC = prescribed = C Qm + ρK · ∇C · n̂ for x ∈ ∂Rsurface. (69.123)

This boundary condition is relevant for enthalpy and salt, with full discussion given in
Section 72.5. However, the Robin condition is rarely used for passive tracers along the
ocean surface and so it is not further considered in this section.

• Neumann conditions: Prescribing the diffusive flux leads to the Neumann boundary
condition

ρK · ∇C · n̂ = prescribed ≡ Σ(x, t) for x ∈ ∂Rsurface. (69.124)

This surface ocean boundary condition is also rarely used for passive tracers, though we
do examine it within the following.

• Dirichlet conditions: Prescribing the value of the tracer concentration at the boundary
leads to the Dirichlet boundary condition

C = prescribed ≡ σ(x, t) for x ∈ ∂Rsurface. (69.125)

This boundary condition is the most commonly used condition for passive tracers, and
thus it is our favored choice in the following. Note that both the Neumann and Dirichlet
conditions generally involve a net transport of tracer, QC ̸= 0, across the ocean boundary.

As shown in Section 69.9.5, the Neumann boundary condition in the presence of a surface
mass flux is problematic due to the associated non-closed reciprocity relation satisfied by the
Green’s function and its adjoint. The absence of a suitable reciprocity relation makes it difficult
to use the Green’s function method, since one would need to solve for both the Green’s function
and its adjoint. In contrast, the Dirichlet condition allows for a simple reciprocity relation,
identical to that for the diffusion equation (Section 9.5.7), thus making the Green’s function
method for the advection-diffusion equation with a Dirichlet condition suitable even in the
presence of a surface mass flux (see page 2450 of Larson (1999) for a similar point).

69.9.3 Advection-diffusion initial-boundary value problem
We study the initial-boundary value problem for a smooth passive tracer concentration, C,
which is the dimensionless ratio of the tracer mass to seawater mass. The tracer is affected by
advection and diffusion on a spatial domain, R, in the presence of a tracer source, ρΛ (with
dimensions of tracer mass per volume per time), with initial data available for the density and
tracer concentration at time t = tinit. The initial-boundary value problem in the presence of
Neumann or Dirichlet boundary conditions is given by

∂t(ρC) +∇ · (ρv†C − ρK · ∇C) = ρΛ x ∈ R, t ≥ tinit (69.126a)

ρC = ρ I x ∈ R, t = tinit (69.126b)

n̂ · ρK · ∇C = ρΣ or ρC = ρ σ x ∈ ∂R, t ≥ tinit. (69.126c)
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The prescribed initial condition data for the tracer concentration at time t = tinit is given by I(x),
and the initial density is also prescribed at this time, ρ(x, tinit). We consider two options for the
boundary condition at x ∈ ∂R: (i) the Neumann boundary condition with a prescribed flux,
n̂ · ρK · ∇C = ρΣ, or the (ii) Dirichlet boundary condition with a prescribed value, ρC = ρ σ.
Furthermore, we assume the flow field, v(x, t), the eddy-induced velocity, v∗(x, t), the seawater
density, ρ(x, t), and the diffusivity tensor, K(x, t), are known functions of space-time that
are determined by solving for the dynamics, kinematics, thermodynamics, and active tracers.
Finally, we assume the tracer concentration source, Λ(x, t), does not itself depend on the tracer
concentration, C, thus ensuring linearity of the partial differential equation (69.126a).

69.9.4 The Green’s function and its adjoint

Green’s function problem

The Green’s function corresponding to the passive tracer advection-diffusion equations (69.126a)-
(69.126c) satisfies the following causal boundary value problem

∂t[ρG(x, t|x0, t0)] +∇x · [ρv†G(x, t|x0, t0)− ρK · ∇xG(x, t|x0, t0)] = δ(x− x0) δ(t− t0) (69.127a)

G(x, t < t0|x0, t0) = 0 (69.127b)

n̂x ·K · ∇xG(x ∈ ∂R, t|x0, t0) = 0 or G(x ∈ ∂R, t|x0, t0) = 0. (69.127c)

The space-time point, (x0, t0), is where the Dirac delta source is located, which is within the
spatial domain, R, and it fires at a time after the initial time

x0 ∈ R and t0 ≥ tinit. (69.128)

The Green’s function satisfies homogeneous boundary conditions that correspond to the boundary
conditions satisfied by the passive tracer concentration in equation (69.126c). That is, if the
passive tracer satisfies a Dirichlet boundary condition, then the Green’s function satisfies a
homogeneous Dirichlet condition, and likewise for Neumann boundary conditions. Finally, since
the Dirac delta source, δ(x− x0) δ(t− t0), has dimensions of inverse volume times inverse time,
the Green’s function has dimensions of inverse mass. We physically interpret the Green’s function
as the tracer concentration resulting from an impulsive tracer concentration source, divided by
the mass of tracer injected by the source.

Adjoint Green’s function problem

The adjoint Green’s function, G‡, satisfies the adjoint problem4

−∂t[ρG‡(x, t|x0, t0)] +∇x · [−ρv†G‡(x, t|x0, t0)− ρK · ∇xG
‡(x, t|x0, t0)] = δ(x− x0) δ(t− t0)

(69.129a)

G‡(x, t > t0|x0, t0) = 0 (69.129b)

n̂x ·K · ∇xG
‡(x ∈ ∂R, t|x0, t0) = 0 or G‡(x ∈ ∂R, t|x0, t0) = 0. (69.129c)

Note the sign change on both the time derivative, as for the diffusion equation in Section 9.5.6,
as well as the advection term. The sign change on advection is expected since with time running
backwards, so too does the velocity of a fluid particle. Hence, the adjoint advection-diffusion
equation is a backwards in time advection-diffusion equation.

4Note the use of the double dagger, ‡, for the adjoint Green’s function, G‡, versus the single dagger, †, for the
residual velocity, v†.
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69.9.5 Reciprocity relation

We here derive the reciprocity relation satisfied by the Green’s function, G, and its adjoint,
G‡. The derivation follows that in Section 9.3.6 for the Poisson equation and Section 9.5.7 for
the diffusion equation. A new feature here arises from the advection operator, and another
arises from allowing the domain boundary to be time dependent as occurs at the ocean free
surface. We will see that the reciprocity relation for Neumann boundary conditions (69.127c)
and (69.129c) does not “close” when there is mass transport across the ocean free surface (see
equation (69.144) below). In contrast, the reciprocity relation closes with Dirichlet boundary
conditions, taking the same form as for the diffusion equation in equation (9.156). We have
more to say on this distinct behavior after its derivation.

Notation and setup

Consider the Green’s function partial differential equation (69.127a) with a Dirac delta source,
δ(x − x1) δ(t − t1), along with the adjoint Green’s function equation (69.129a) with a Dirac
delta source, δ(x − x2) δ(t − t2), where both sources are within the spatial domain and both
occur later than the initial time:

x1,x2 ∈ R and tinit < t1, t2. (69.130)

We follow the approach in Section 9.5.7 for the diffusion equation by introducing the arbitrarily
large time, T , such that −T < t1, t2 < T . As for the diffusion equation, causality conditions
ensure that T drops out from the final expression for the tracer concentration. Additionally, to
help ease notational clutter, we make use of the following shorthand where convenient

G(x, t|x1, t1) = G(1) and G‡(x, t|x2, t2) = G‡(2). (69.131)

Cross-multiplication

Multiply the Green’s function equation (69.127a) by G‡(2) and the adjoint equation (69.129a)
by G(1) to find

G‡(2)
(
∂t[ρG(1)] +∇x · [ρv†G(1)− ρK · ∇xG(1)]

)
= G‡(2) δ(x− x1) δ(t− t1) (69.132a)

G(1)
(
−∂t[ρG‡(2)] +∇x · [−ρv†G‡(2)− ρK · ∇xG

‡(2)]
)
= G(1) δ(x− x2) δ(t− t2).

(69.132b)

In the following, we work from the left hand side of equation (69.132a) and bring the differential
operators from G(1) onto G‡(2). The result of this movement will be equation (69.132b) plus
some extra terms whose form depends on the causality condition and boundary conditions.
Integration over space and time will then render the reciprocity relation.

Self-adjointness of the generalized Laplacian operator

The generalized Laplacian operator term on the left hand side of equation (69.132a) can be
written

−G‡(2)∇x · [ρK · ∇xG(1)]

= ∇x · [−G‡(2) ρK · ∇xG(1) +G(1) ρK · ∇xG
‡(2)]−G(1)∇x · [ρK · ∇xG

‡(2)]. (69.133)
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A spatial integration of this equation over the region R, and use of the homogeneous boundary
conditions in equations (69.126c) or (69.129c) eliminates the divergence term to reveal

ˆ
R

G‡(x, t|x2, t2)∇x · [ρK · ∇xG(x, t|x1, t1)] dV

=

ˆ
R

G(x, t|x1, t1)∇x · [ρK · ∇xG
‡(x, t|x2, t2)] dV. (69.134)

This equality proves that the generalized Laplacian operator with a symmetric diffusion tensor is
self-adjoint, which is a result already encountered in Section 9.5.7 when discussing the diffusion
equation. This result holds for either Neumann or Dirichlet boundary conditions.

Time derivative plus advection

Next write the time derivative and advection portion of equation (69.132a) as

G‡(2)
(
∂t[ρG(1)] +∇x · [ρv†G(1)]

)
= ∂t[G

‡(2) ρG(1)] +∇x · [G‡(2) ρv†G(1)]−G(1) ρ
[
∂tG

‡(2) + v† · ∇xG
‡(2)

]
= ∂t[G

‡(2) ρG(1)] +∇x · [G‡(2) ρv†G(1)]−G(1)
(
∂t(ρG

‡(2)) +∇ · [ρv†G‡(2)]
)
, (69.135)

where we used the mass continuity equation (19.6) for the final equality. Rearrangment thus
leads to

G‡(2)
(
∂t[ρG(1)] +∇x · [ρv†G(1)]

)
−G(1)

(
−∂t[ρG‡(2)]−∇ · [ρv†G‡(2)]

)
= ∂t[G

‡(2) ρG(1)] +∇x · [G‡(2) ρv†G(1)]. (69.136)

Space integration

Now integrate equations (69.132a) and (69.132b) over the spatial domain, R, subtract these two
equations, and make use of the results (69.134) and (69.136) to reveal

G‡(x1, t|x2, t2) δ(t− t1)−G(x2, t|x1, t1) δ(t− t2)

=

ˆ
R

[
∂t[G

‡(2) ρG(1)] +∇x · [G‡(2) ρv†G(1)]
]
dV. (69.137)

The divergence term on the right hand side takes the form

ˆ
R

∇x · [G‡(2) ρv†G(1)] dV =

˛
∂R
G‡(2)G(1) ρv† · n̂x dS divergence theorem

(69.138a)

=

˛
∂R
G‡(2)G(1) ρv · n̂x dS n̂ · v∗ = 0

(69.138b)

=

ˆ
z=η

G‡(2)G(1) ρv · n̂x dS v · n̂ = 0 for z = ηb

(69.138c)

=

ˆ
z=η

G‡(2)G(1) ρv · ∇(z − η) dA equation (19.91)

(69.138d)
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=

ˆ
z=η

G‡(2)G(1) ρ (w − u · ∇η) dA. (69.138e)

The time derivative term takes the form
ˆ
R

∂t[G
‡(2)G(1) ρ] dV =

∂

∂t

[ˆ
R

G‡(2)G(1) ρ dV

]
−
ˆ
z=η

[
G‡(2)G(1) ρ ∂tη

]
dA, (69.139)

where we made use of Leibniz’s rule to bring the time derivative across the integral sign and
made note of the time dependent free surface, z = η(x, y, t). Combining equations (69.139) and
(69.138e) leads to

G‡(x1, t|x2, t2) δ(t− t1)−G(x2, t|x1, t1) δ(t− t2) (69.140a)

=
∂

∂t

[ˆ
R

G‡(2)G(1) ρ dV

]
+

ˆ
z=η

G‡(2)G(1) [ρ (w − u · ∇η − ∂tη)] dA (69.140b)

=
∂

∂t

[ˆ
R

G‡(2)G(1) ρ dV

]
−
ˆ
z=η

G‡(2)G(1)Qm dA, (69.140c)

where the final equality follows from the surface ocean kinematic boundary condition (19.94),
with Qm the mass per time per horizontal area crossing the ocean surface.

Time integration

We are now ready to integrate equation (69.140c) over time, with its left hand side leading to

ˆ T

−T

[
G‡(x1, t|x2, t2) δ(t− t1)−G(x2, t|x1, t1) δ(t− t2)

]
dt

= G‡(x1, t1|x2, t2)−G(x2, t2|x1, t1), (69.141)

which used the sifting property (7.69). There are two terms that appear when time integrating
the time derivative on the right hand side of equation (69.140c), with each term vanishing due
to the causality conditions (69.127b) and (69.129b)

ˆ
R

G‡(x, t = T |x2, t2)G(x, t = T |x1, t1) ρ dV = 0 ⇐= G‡(x, t = T |x2, t2) = 0 (69.142)

ˆ
R

G‡(x, t = tinit|x2, t2)G(x, t = tinit|x1, t1) ρ dV = 0 ⇐= G(x, t = tinit|x1, t1) = 0. (69.143)

We are thus left with

G‡(x1, t1|x2, t2)−G(x2, t2|x1, t1)

= −
ˆ t1

tinit

[ˆ
z=η

G‡(x, t|x2, t2)G(x1, t1|x, t)Qm dA

]
dt, (69.144)

which we refer to as a non-closed reciprocity relation between G and G‡. Note that the time
limits on the integral follow from causality on the Green’s function and its adjoint.

Closed form reciprocity in special cases

There are two cases in which the relation (69.144) leads to a closed reciprocity relation:

• Zero mass flux across surface: Qm = 0.
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• Homogeneous Dirichlet boundary conditions, in which case G‡(x ∈ ∂R, t|x0, t0) = G(x ∈
∂R, t|x0, t0) = 0.

In either case we are led to

G‡(x1, t1|x2, t2) = G(x2, t2|x1, t1), (69.145)

which is the same reciprocity (9.156) satisfied for the diffusion equation Green’s functions.

The more nuanced reciprocity for the advection-diffusion equation arises from the advective
mass flux at the ocean free surface boundary. The mass flux couples the ocean with its
surrounding media (e.g., the atmosphere, rivers, or cryosphere), and in so doing precludes a
general closed reciprocity relation. However, the Dirichlet boundary condition closes the surface
boundary through the homogeneous Green’s function boundary conditions. Most applications of
Green’s function methods for passive ocean tracers make use of Dirichlet boundary conditions,
in which case we are afforded a closed reciprocity relation even with a free surface open to mass
transport.

69.9.6 Composition property

We here follow the analysis of Section 9.5.8 to derive the composition property of the Green’s
function for the advection-diffusion equation. For this purpose, return to the cross-multiplication
equations (69.132a) and (69.132b) used to derive reciprocity, here written as

G‡(2)
(
∂t[ρG(1)] +∇x · [ρv†G(1)− ρK · ∇xG(1)]

)
= G‡(2) δ(x− x1) δ(t− t1) (69.146a)

G(1)
(
∂t[ρG

‡(2)] +∇x · [ρv†G‡(2) + ρK · ∇xG
‡(2)]

)
= −G(1) δ(x− x2) δ(t− t2). (69.146b)

Adding these two equations and use of mass continuity (19.6) brings the left hand side to

LHS = ∂t[ρG(1)G
‡(2)] +∇x · [ρv†G(1)G‡(2) + ρG(1)K · ∇xG

‡(2)− ρG‡(2)K · ∇xG(1)].
(69.147)

Integration over the domain R eliminates the diffusion terms for both the Dirichlet and Neumann
boundary conditions. For the time derivative term we use Leibniz’s rule to write

ˆ
R

∂t[ρG(1)G
‡(2)] dV =

d

dt

ˆ
R

ρG(1)G‡(2) dV −
ˆ
z=η

ρG(1)G‡(2) ∂tη dA. (69.148a)

For the advection term we follow the manipulations used for equation (69.138e) to derive

ˆ
R

∇x · [ρv†G(1)G‡(2)] dV =

ˆ
z=η

ρG(1)G‡(2)v† · n̂dS (69.149a)

=

ˆ
z=η

ρG(1)G‡(2) (w − u · ∇η) dA (69.149b)

=

ˆ
z=η

G(1)G‡(2) (ρ ∂tη −Qm) dA. (69.149c)

Bringing the pieces together and expanding the arguments leads to

d

dt

ˆ
R

ρ(x, t)G(x, t|x1, t1)G
‡(x, t|x2, t2) dV = G‡(x1, t|x2, t2) δ(t− t1)

−G(x2, t|x1, t1) δ(t− t2)−
ˆ
z=η

G(x, t|x1, t1)G
‡(x, t|x2, t2)Qm(x, t) dA. (69.150)
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As for the derivation of reciprocity in Section 69.9.5, we here assume either Qm = 0 or a
homogeneous Dirichlet boundary condition so that

d

dt

ˆ
R

ρ(x, t)G(x, t|x1, t1)G
‡(x, t|x2, t2) dV = G‡(x1, t|x2, t2) δ(t− t1)

−G(x2, t|x1, t1) δ(t− t2). (69.151)

This equation is directly analogous to equation (9.165) satisfied by the diffusion equation Green’s
function. Following from that analysis, and making use of reciprocity (69.145), we find the
composition property for the advection-diffusion equation

G(x2, t2|x1, t1) =

ˆ
R

ρ(x, τ)G(x2, t2|x, τ)G(x, τ |x1, t1) dV if t1 < τ < t2. (69.152)

The left hand side of this equation is the response from a Dirac source that is advected-diffused
from (x1, t1) and measured at the space-time point (x2, t2). The right hand side is the composition
of a Green’s function feeling the source at (x1, t1) but now sampled at an intermediate space-time
position, (x, τ), and then further advective-diffused to (x2, t2), with integration over all possible
intermediate positions x. The intermediate sampling can occur at an arbitrary intermediate
time τ , so long as t1 < τ < t2. The composition property (69.152) allows us to conceive of a
long-time interval Green’s function as the composition of an arbitrary number of shorter time
interval Green’s functions.

69.9.7 Integral expression for the tracer concentration

We are now ready to express the passive tracer concentration, C, as a suite of integrals involving
the Green’s function and the known boundary and initial conditions as well as the known source
function. The process for deriving this expression is identical to that used in Section 69.9.5 for
reciprocity, with the following steps offered for completeness.

Derivation setup

The initial-boundary value problem for the passive tracer is given by

∂t(ρC) +∇ · (ρv†C − ρK · ∇C) = ρΛ x ∈ R, t ≥ tinit (69.153a)

ρC = ρ I x ∈ R, t = tinit (69.153b)

ρC = ρ σ x ∈ ∂R, t ≥ tinit (69.153c)

where we only consider the Dirichlet boundary condition to ensure a closed reciprocity relation in
the presence of surface mass fluxes (Section 69.9.5). The corresponding adjoint Green’s function
satisfies

−∂t[ρG‡(x, t|x0, t0)] +∇x · [−ρv†G‡(x, t|x0, t0)− ρK · ∇xG
‡(x, t|x0, t0)] = δ(x− x0) δ(t− t0)

(69.154a)

G‡(x, t > t0|x0, t0) = 0 (69.154b)

G‡(x ∈ ∂R, t|x0, t0) = 0, (69.154c)

with the reciprocity condition (69.145) holding since we chose Dirichlet boundary conditions. Mul-
tiplying the adjoint Green’s function equation (69.154a) by C(x, t) and performing manipulations
just like those for reciprocity leads to

− ∂t(ρC G‡) +∇x ·
[
G‡ ρK · ∇C − C ρK(x, t) · ∇xG

‡ − C ρv†G‡
]
+G‡ ρΛ
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= C(x, t) δ(x− x0) δ(t− t0). (69.155)

With the homogeneous Dirichlet conditions satisfied by G‡ on the spatial boundaries, a space
and time integration over (x, t) leads to

C(x0, t0) =

ˆ
R

G‡(x, tinit|x0, t0) ρ(x, tinit) I(x) dV

+

ˆ t0

tinit

[ˆ
R

G‡(x, t|x0, t0) ρ(x, t) Λ(x, t) dV

]
dt

−
ˆ t0

tinit

[˛
∂R
σ(x, t) ρ(x, t)K(x, t) · ∇xG

‡(x, t|x0, t0) · n̂x dS

]
dt. (69.156)

Use of the reciprocity relation (69.145) allows us to write this equation in terms of the Green’s
function rather than the adjoint Green’s function

C(x0, t0) =

ˆ
R

G(x0, t0|x, tinit) ρ(x, tinit) I(x) dV

+

ˆ t0

tinit

[ˆ
R

G(x0, t0|x, t) ρ(x, t) Λ(x, t) dV
]
dt

−
ˆ t0

tinit

[˛
∂R
σ(x, t) ρ(x, t)K(x, t) · ∇xG(x0, t0|x, t) · n̂x dS

]
dt. (69.157)

Finally, swapping labels (x0, t0)↔ (x, t) renders

C(x, t) =

ˆ
R

G(x, t|x0, tinit) ρ(x0, tinit) I(x0) dV0

+

ˆ t

tinit

[ˆ
R

G(x, t|x0, t0) ρ(x0, t0) Λ(x0, t0) dV0

]
dt0

−
ˆ t

tinit

[˛
∂R
σ(x0, t0) ρ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0. (69.158)

This solution manifests causality since the tracer concentration at time t is a function only of
processes occuring from tinit up to time t.

69.9.8 Properties of the tracer concentration
The integral solution (69.158) is of the same form as equation (9.176) for the diffusion equation.
Properties of this solution, and corresponding properties of the Green’s function, follow from
those satisfied by the diffusion equation as detailed in Section 9.5. We here summarize these
properties for completeness.

The role of advection and diffusion at boundaries

Explicit contributions from the advective flux are absent from the solution (69.158). Namely,
there are no advective flux contributions at the surface boundary due to the homogeneous
Dirichlet boundary conditions imposed on the Green’s function. For the ocean bottom, material
and rigid no-flux conditions mean that v · n̂ = 0 at the bottom. The presence of advection arises
only through its effect on the Green’s function, which is affected by both advection and diffusion.

Furthermore, notice how in the absence of diffusion (i.e., K = 0) the Dirichlet boundary
data is unable to penetrate into the ocean interior since the surface boundary integral vanishes
from equation (69.158). In effect, the surface boundary becomes a material surface when there
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is no diffusion. That is, diffusive mixing is needed for boundary data to move into the interior.
This role for diffusion was also identified when studying the surface flux condition for salt and
freshwater in Section 72.5 (see also Nurser and Griffies (2019)).

Initial conditions

When sampling the tracer concentration at the initial time, t→ tinit, all the time integrals vanish
from the solution (69.158), thus leaving

lim
t→tinit

C(x, t) = lim
t→tinit

ˆ
R

G(x, t|x0, tinit) ρ(x0, tinit) I(x0) dV0. (69.159)

Self-consistency implies that the Green’s function satisfies

lim
t→tinit

G(x, t|x0, tinit) ρ(x0, tinit) = δ(x− x0) with x,x0 ∈ R, (69.160)

so that

lim
t→tinit

ˆ
R

ρ(x, tinit)G(x, t|x0, tinit) I(x0) dV0 =

ˆ
R

δ(x− x0) I(x0) dV0 = I(x). (69.161)

Dirichlet boundary conditions

Evaluating the Dirichlet solution (69.158) on a spatial boundary, x ∈ ∂R, eliminates both
the volume integrals given that the Green’s function satisfies homogeneous Dirichlet boundary
conditions. The tracer concentration (69.158) thus takes the form

C(x, t) = −
ˆ t

tinit

[˛
∂R
σ(x0, t0) ρ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0

with x ∈ ∂R. (69.162)

Self-consistency with the Dirichlet boundary condition (69.126c) implies that the Green’s function,
when both spatial points are evaluated on the boundary, satisfies

ρ(x0, t0)K(x0, t0) ·∇x0G(x, t|x0, t0) ·n̂x0 = −δ(t−t0) δ(2)(x−x0) with x,x0 ∈ ∂R, (69.163)

so that

C(x, t) =

ˆ t

tinit

[˛
∂R
σ(x0, t0) δ(t− t0) δ(2)(x− x0)dS0

]
dt0 = σ(x, t) with x ∈ ∂R. (69.164)

69.9.9 Boundary propagator

Defining the boundary propagator

As for the diffusion equation in Section 9.5.13, we here introduce the boundary propagator for
the advection-diffusion equation with Dirichlet boundary conditions. For this purpose, consider
the special case of a passive tracer with zero interior source and with zero initial condition, thus
satisfying the initial-boundary value problem

∂t(ρC) +∇ · (ρv†C − ρK · ∇C) = 0 x ∈ R, t ≥ tinit (69.165a)

ρC = 0 x ∈ R, t = tinit (69.165b)

ρC = ρ σ x ∈ ∂R, t ≥ tinit, (69.165c)
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which leads to the simplification of the Green’s function solution (69.158)

C(x, t) = −
ˆ t

tinit

[˛
∂R
σ(x0, t0) ρ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 dS0

]
dt0. (69.166)

The tracer concentration at a point in space-time is determined by the history of the advection
and diffusion that transfers boundary information to this point. To manifest this cause-effect
relation, it is useful to define the boundary propagator just as for the diffusion equation

Gbp(x, t|x0, t0) ≡ −ρ(x0, t0)K(x0, t0) · ∇x0G(x, t|x0, t0) · n̂x0 with x0 ∈ ∂R, (69.167)

with Gbp having dimensions L−2 T−1. The boundary propagator thus brings the tracer concen-
tration (69.166) into the rather tidy form

C(x, t) =

ˆ t

tinit

[˛
∂R
σ(x0, t0)G

bp(x, t|x0, t0) dS0

]
dt0. (69.168)

Inhomogeneous Dirichlet at the surface and homogeneous Neumann at the bottom

In applications of passive tracers to study ocean circulation, it is common to apply inhomogeneous
Dirichlet boundary conditions just at the ocean surface, and homogeneous Neumann boundary
conditions (no-flux) at the ocean bottom

∂t(ρC) +∇ · (ρv†C − ρK · ∇C) = 0 x ∈ R, t ≥ tinit (69.169a)

C = 0 x ∈ R, t = tinit (69.169b)

ρC = ρ σ x ∈ ∂Rsurface, t ≥ tinit (69.169c)

n̂x ·K · ∇xC = 0 x ∈ ∂Rbottom, t ≥ tinit. (69.169d)

Note that since n̂ · v = 0 at the solid earth ocean bottom, kinematics imposes no advective flux
through the bottom, n̂ · vC = 0. Since the bottom boundary conditions are homogeneous, the
solution (69.166) also holds for the initial-boundary value problem (69.169a)-(69.169d). The key
distinction, however, is that the Green’s function now satisfies the following boundary value
problem

∂t[ρG(x, t|x0, t0)] +∇x · [ρv†G(x, t|x0, t0)− ρK · ∇xG(x, t|x0, t0)] = δ(x− x0) δ(t− t0) (69.170a)

G(x, t < t0|x0, t0) = 0 (69.170b)

G(x, t|x0, t0) = 0 x ∈ ∂Rsurface (69.170c)

n̂x ·K · ∇xG(x, t|x0, t0) = 0 x ∈ ∂Rbottom. (69.170d)

Boundary value problem for the boundary propagator

Following the more detailed presentation in Section 9.5.13 for the diffusion equation, we are led
to the following boundary value problem satisfied by the boundary propagator

∂t[ρG
bp(x, t|x0, t0)] +∇x · [ρv†Gbp(x, t|x0, t0)− ρK · ∇xG

bp(x, t|x0, t0)] = 0, x ∈ R (69.171a)

Gbp(x, t|x0, t0) = 0, x /∈ ∂R, t ≤ t0 (69.171b)

Gbp(x, t|x0, t0) = δ(t− t0) δ(2)(x− x0), x,x0 ∈ ∂R. (69.171c)

The boundary propagator acts as the mediator between boundary data, σ, and interior points,
with the transfer of information realized through both advection and diffusion. A focus on the
boundary propagator rather than the Green’s function allows us to dispense with the need to
compute the normal gradient of the Green’s function at the boundary, with that calculation
rather awkward in practice. Also recall our discussion in Section 9.7.5, where we argued that the
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boundary propagator can be considered the impulse response function for spatially distributed
sources. Here, the mediation of the Dirac boundary sources is performed by advection plus
diffusion, whereas in Section 9.7 we only considered linear damping and diffusion.

Normalization of the boundary propagator

As seen in Sections 68.3 and 68.4, diffusion acts to smooth all structure in the tracer field. Hence,
if the boundary data is a uniform constant, σ = σconst, then given sufficient time the tracer
concentration will equal to this constant, C = σconst. This steady state result is independent
of details for the velocity field and for the diffusivity tensor, with details of advection and the
diffusivity acting only to modify the time scale for the equilibration. Assuming we wait long
enough, or equivalently that the initial condition occurs infinitely far in the past, then the tracer
concentration solution (69.168) leads to the normalization of the boundary propagator

lim
tinit→−∞

ˆ t

tinit

[˛
∂R
Gbp(x, t|x0, t0) dS0

]
dt0 = 1 for x ∈ R. (69.172)

This normalization holds for all field points, x, within the region. Even though this condition
was derived by assuming the special case of constant boundary data, it holds in general since the
Green’s function, and by extension the boundary propagator, are independent of the boundary
data prescribed for the tracer concentration.

69.9.10 Comments
The Green’s function method is a powerful and elegant means to study passive ocean tracers, with
Haine et al. (2025) reviewing the theory and practice. However, the method is also technically
challenging for realistic applications, in part due to doubling of the space-time dimensions to
hold the Green’s function, G(x, t|x0, t0), in memory. As a result, realistic applications make
approximations to reduce the dimensionality, such as to assume steady state or to focus only
on boundary propagators. Hence, there has yet to be a calculation of the full Green’s function
for a realistic ocean, with that calculation awaiting bigger computers and/or novel methods to
side-step the nontrivial memory requirements.

69.10 Exercises
exercise 69.1: One-dimensional advection
Consider the advection equation in one space dimension without boundaries

(∂t + u ∂x)C = 0 (69.173a)

C(x, z, t = 0) = C0 cos(k x) (69.173b)

u(z, t) = α z cos(ω t). (69.173c)

The specified zonal velocity is non-divergent, oscillatory in time, and vertically sheared

∂zu = α cos(ω t), (69.174)

with ω the angular frequency of the temporal oscillations. What is the tracer concentration at
times t > 0? Hint: make use of the exact solution given by equation (69.5).
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exercise 69.2: Skew flux for ocean mesoscale eddies
Consider a middle-latitude mesoscale ocean eddy respecting geostrophic balance (see Section
31.4) on an f -plane (constant Coriolis parameter) and incompressibility. In this case, the
horizontal eddy-induced velocity at the ocean surface is non-divergent

u∗ = ∇× ẑ ψ. (69.175)

In this equation, the geostrophic streamfunction is given by

ψ = −ẑ g η/f, (69.176)

with f the Coriolis parameter, g the gravitational acceleration, and η the sea level undulation
associated with the eddy. Since the fluid is incompressible, the mass transport equals to the
volume transport times a constant reference density, ρo.

(a) Determine the skew diffusion tensor (69.30).

(b) Determine the skew tracer flux (69.43a).

exercise 69.3: Integration between two closed tracer contours
This exercise introduces some ideas of use for determining processes affecting the transport of
matter across a tracer contour. Note that in general, the tracer concentration is a function of
time. However, the present suite of questions concerns the instantaneous geometry of the tracer
field, so that time dependence is not considered.
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Figure 69.4: Illustrating the area contained between two closed tracer contours, C0 ≤ C(x, y, t) ≤ C1. Exercise
69.3 develops some mathematical expressions for integration within this area, with the resulting expressions of use
for the analyses of tracer transport.

(a) Consider a closed two-dimensional region bounded by two contours of tracer concentration,
C0 ≤ C(x, y, t) ≤ C1, such as shown in Figure 69.4. Derive the following expression for
the area enclosed by the two contours

A =

ˆ C1

C0

dC

‰
dl

|∇C| . (69.177)

In this expression, dl is the line element for a path taken in a counter-clockwise direction
along a contour of constant C. We also assume the tracer concentration is not uniform in
the region of interest so that ∇C ̸= 0.

(b) As a corollary, show that for

A(C) =

ˆ C

C0

dC ′
‰

dl

|∇C ′| (69.178)

we have the identity
∂A(C)

∂C
=

‰
dl

|∇C| . (69.179)
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In words, this result means that the area between two tracer contours has a partial
derivative, with respect to the tracer contour, equal to the line integral on the right hand
side. The area per C is smaller in regions where the tracer gradient is larger; i.e., there is
less area “concentration” in regions of strong tracer gradient.

(c) Use the above two results to prove the following form of the Fundamental Theorem of
Calculus

∂

∂C

[ˆ
Φ(x) dA

]
=

∂

∂C

[ˆ C

C0

dC ′
‰

Φdl

|∇C ′|

]
=

‰
Φdl

|∇C| , (69.180)

with Φ an arbitrary function. This is a remarkable identity with many useful applications
such as those discussed in Marshall et al. (2006).

exercise 69.4: Evolution of tracer center of mass in a static domain
The exercise introduces us to how the tracer center of mass evolves within a Boussinesq ocean.
We define the tracer center of mass as

⟨x⟩C =

´
xC dV´
C dV

, (69.181)

with C the tracer concentration, x the coordinate of a point in the fluid, and integration is over
the full fluid domain. For example, with a spherically symmetric tracer cloud, the center of
mass position is at the sphere’s center. The center of mass position is not necessarily where the
largest tracer concentration sits, in the same way that the center of mass of a massive object is
not necessarily where the object is most dense. For example, a hollow spherical shell has its
center of mass at the center of the sphere, even though there is no mass there.

For this exercise, assume the fluid is within a domain whose static boundaries are either
material (no normal component to the boundary flux) or periodic. Hence, the total fluid volume
and total tracer content remain constant

V =

ˆ
dV and C =

ˆ
C dV. (69.182)

Furthermore, when computing the time derivative acting on the integral, make use of the
kinematic results from Section 20.2.3, in which for any integrand φ

d

dt

ˆ
φdV =

ˆ
∂tφdV, (69.183)

which follows since the region boundaries are assumed to be static. Equivalently, since the
region under consideration is material (no matter crosses the boundaries), we can make use of
Reynold’s transport theorem from Section 20.2.4 to write

d

dt

ˆ
φdV =

ˆ
Dφ

Dt
dV. (69.184)

(a) Consider a tracer concentration whose tendency at a point in space is affected only by
advection

DC

Dt
= 0 =⇒ ∂tC +∇ · (vC) = 0, (69.185)

with v a non-divergent velocity, ∇ · v = 0. Show that the tracer center of mass position
evolves according to the tracer center of mass velocity

d⟨x⟩C
dt

= ⟨v⟩C , (69.186)
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where the tracer center of mass velocity is given by

⟨v⟩C =

´
vC dV´
C dV

=
1

C

ˆ
vC dV. (69.187)

(b) Consider a tracer concentration whose tendency at a point in space affected only by
diffusion

∂tC = ∇ · (K · ∇C) , (69.188)

where K = K(x, t) > 0 is a kinematic diffusivity (physical dimensions of squared length
per time), and which is assumed to vanish at the domain boundaries. Show that the tracer
center of mass drifts up the diffusivity gradient

d⟨x⟩C
dt

= ⟨∇K⟩C . (69.189)

Hint: use the product rule and drop boundary terms.

(c) Consider an initial tracer concentration that is a function only of latitude,

C(x, y, z, t = 0) = C0(y), (69.190)

and assume a smooth spherical domain. Assume the diffusivity, K, is a turbulent diffusivity
proportional to the eddy kinetic energy of the flow, so that large diffusivity occurs in
regions with large eddy activity; i.e., there is a lot of turbulent mixing where turbulence is
active. Introduce an stirring from the eddies that breaks the zonal symmetry. Qualitatively
discuss the process whereby this turbulent diffusive mixing causes the tracer center of mass
to drift towards the turbulent region.

(d) Generalize the result from part (b) to the case of the diffusion equation

∂tC = ∇ · (K · ∇C) = ∂p(K
pq ∂qC), (69.191)

where K is a second order symmetric diffusion tensor.

exercise 69.5: Evolution of tracer center of mass in moving region
Consider a finite region of fluid with fixed mass that is moving with the fluid velocity field, R(v).
The fluid is assumed to have a tracer whose concentration is affected by an irreversible process
so that

DC

Dt
= Ċ ̸= 0. (69.192)

For example, Ċ may represent a diffusive process, in which case the tracer content within the
region changes due to diffusion of tracer across the region boundary.

Determine the evolution equation for the tracer center of mass position

⟨x⟩C =

´
R(v) xC ρ dV´
R(v)C ρ dV

. (69.193)

Hint: the region under consideration is moving with the fluid and has constant mass. Although
the region boundaries are not material, we can make use of Reynold’s transport theorem from
Section 20.2.6 since the region has a constant mass. Consequently, we can set

d

dt

ˆ
R(v)

ψ ρdV =

ˆ
R(v)

Dψ

Dt
ρ dV. (69.194)
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exercise 69.6: Steady two dimensional advection-diffusion
Consider the steady state advection-diffusion equation for a scalar field, Q, in a two dimensional
non-divergent flow

∇ · (uQ) = ∇ · (K · ∇Q) with u = ẑ ×∇ψ, (69.195)

and K a diffusion tensor. Show that when evaluated along a contour of constant Q we can write

−(n̂ · ∇Q) (t̂ · ∇ψ) = ∇ · (K · ∇Q) (69.196)

where t̂ is the unit tangent along the contour and n̂ is a unit vector pointing to the left of the
tangent (e.g., see Figure 5.6). Assuming n̂ · ∇Q ̸= 0, this equation takes on the form

t̂ · ∇ψ = −∇ · (K · ∇Q)

(n̂ · ∇Q)
, (69.197)

which provides a means to integrate the streamfunction, ψ, along contours of constant Q.

If Q is the quasi-geostrophic potential vorticity (Chapter 45), then contours of constant Q
are known as geostrophic contours. Within this context, Rhines and Holland (1979) made use
of the identity (69.197) in their study of ocean circulation in the presence of eddy diffusion of
potential vorticity.

Hint: write the advection operator as a Jacobian and make use of Exercise 5.1.

exercise 69.7: Distribution of one tracer with respect to another
Consider two tracers, ψ and B, that satisfy the advection-diffusion equation with the same
diffusion tensor

ρ
Dψ

Dt
= ∇ · (ρK · ∇ψ) (69.198a)

ρ
DB

Dt
= ∇ · (ρK · ∇B). (69.198b)

Having access to two tracers allows us to diagnose certain properties of the flow, both in
geographical/depth space as well as in the space defined by the tracers. We here study how the
tracer B is distributed within layers defined by ψ, and how that distribution evolves in time.
These considerations are partly motivated by the work of Ruan and Ferrari (2021), who assumed
B to be buoyancy (with a linear equation of state). Whereas Ruan and Ferrari (2021) assumed
a Boussinesq ocean with a constant scalar diffusivity, here we generalize to the non-Boussinesq
case with a flow-dependent diffusion tensor, K, which is a symmetric and positive-definite second
order tensor.

(a) Derive the following identity

ρ
D(ψBΓ)

Dt
= ∇·(BΓ ρK ·∇ψ−ψ ρK ·∇BΓ)+Γψ∇BΓ−1 ·ρK ·∇B+2ΓψBΓ−1 ρ Ḃ, (69.199)

where BΓ is B raised to the integer power Γ, and where we made use of the shorthand

Ḃ =
DB

Dt
. (69.200)

Show all relevant steps in the derivation of equation (69.199). Hint: as an optional warm-up,
derive the special case with Γ = 1

ρ
D(ψB)

Dt
= ∇ · (B ρK · ∇ψ − ψ ρK · ∇B) + 2ψ ρ Ḃ (69.201)
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and then the case with Γ = 2

ρ
D(ψB2)

Dt
= ∇ · (B2 ρK · ∇ψ − ψ ρK · ∇B2) + 2ψ∇B · ρK · ∇B + 4ψB ρ Ḃ. (69.202)

(b) Introduce the ψ-weighted mean of an arbitrary field, Γ, according to

Γ ≡
´
R
Γψ ρ dV´

R
ψ ρdV

. (69.203)

Furthermore, assume all boundaries to the domain are material, which means that the
domain matter content is fixed in time

d

dt

ˆ
R

ρdV = 0 and
d

dt

ˆ
R

ψ ρdV = 0 and
d

dt

ˆ
R

B ρdV = 0. (69.204)

Make use of equation (69.201) to derive the following identity

dB

dt
= 2 Ḃ, (69.205)

and offer some discussion.

exercise 69.8: Evolution of tracer moments
In Section 68.4.3 we studied how tracer diffusion affects tracer moments. Here we consider the
combined effects of advection and diffusion. We assume the boundaries are insulating (i.e., zero
normal boundary flux of tracer) so that J · n̂ = 0 with n̂ the outward normal at the boundary.
We also assume there is no matter crossing the boundary, so that (v − v(b)) · n̂ = 0, where v(b)

is the velocity of a point stuck to the boundary. Correspondingly, the total fluid mass in the
domain remains fixed

M =

ˆ
ρ dV with

dM

dt
= 0, (69.206)

so that the domain is material since we assume no exchange of mass or tracer across the
boundaries. These assumptions allow us to focus on the effects from tracer diffusion and
advection within the domain interior.

(a) domain averaged tracer concentration: The domain averaged tracer concentration
is defined by

C =

´
R
C ρ dV

M
. (69.207)

Show that its time derivative vanishes.

(b) tracer variance within the domain: The variance of the tracer concentration is
defined by

var(C) ≡
´
R
(C − C)2 ρ dV

M
= C2 − C2 ≥ 0. (69.208)

The tracer variance measures the deviation of the tracer concentration relative to the
domain averaged concentration. Since the domain average tracer concentration remains
fixed in time, the time change of the variance is given by

d[var(C)]

dt
=

dC2

dt
. (69.209)

Thus, it is common to refer to C2 as the tracer variance, though strictly speaking only
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time derivatives of C2 and var(C) are equal as per equation (69.209). Show that

d[var(C)]

dt
=

dC2

dt
≤ 0, (69.210)

with this inequality determined solely by diffusion, whereas advection has no impact on
the variance.

(c) diffusion of arbitrary tracer moments: Prove that

dCΓ

dt
= Γ (Γ− 1)

ˆ
CΓ−2∇C · J dV ≤ 0. (69.211)

For Γ = 0 we have an expression of mass conservation for the domain, whereas Γ = 1 is
an expression of tracer conservation. The case of Γ = 2 yields the tracer variance result
(69.210).

Hint: This exercise reveals that tracer moments evolve solely through the effects of diffusion,
whereas advection does not touch the tracer moments. The goal of this exercise is to emphasize
these results by working through the details, which are largely identical to those presented in
Section 68.4.3 when studying diffusion alone.
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Chapter 70

EDDY AND MEAN TRACER KINEMATICS

Geophysical fluid flows exhibit multiple scales in both space and time. In the analysis of these
flows, it is useful to seek a description that decomposes fluid properties into a mean component
and a fluctuation relative to the mean. We perform an eddy-mean decomposition when interest
concerns the mean field and impacts on the mean by the fluctuating instantaneous flow, with
such impacts often termed rectified effects. The mean field can be defined in many fashions
with subjective choices based on particulars of the flow and the analysis goals. The definition
for the mean in turn affects what we refer to as the fluctuation. Quite generally, fluctuations
take the form of transient linear waves, nonlinear and/or breaking waves, coherent structures,
and/or a chaotic/turbulent soup of eddying features. In this chapter we develop a kinematic
framework originally motivated by the analysis of scalar transport induced by small amplitude
wave-like eddying features. This framework can also be used for turbulent processes and their
parameterizations (e.g., Chapter 71).

We consider two kinematic methods to decompose the flow into a mean and eddy, with
elements of these methods pervasive in the geophysical fluids literature. The first method is
the generalized Lagrangian mean (GLM), which is a hybrid Eulerian/Lagrangian method that
introduces an Eulerian disturbance field to measure the position of a fluid particle relative to its
mean position (Andrews and McIntyre, 1978a,b; Bühler , 2014a; Gilbert and Vanneste, 2025).
We only access a small portion of the GLM framework, used here to help unpack the kinematics
of eddy tracer fluxes following from Middleton and Loder (1989). A more thorough treatment
that considers the momentum and vorticity equations is outside the scope for this chapter.

The second kinematic method makes use of isopycnal vertical coordinates. The isopycnal
approach is quasi-Lagrangian since it fixes the horizontal position (Eulerian) yet allows the
vertical to follow an adiabatic fluid parcel (Lagrangian). Furthermore, we show that the isopycnal
description is a special case of the GLM, where the GLM displacement field is restricted to the
vertical direction. The isopycnal approach is frequently used to describe how ocean mesoscale
eddies affect stratification and tracer transport in stably stratified flows. Our presentation
follows the methods developed by McDougall and McIntosh (2001) and summarized in Chapter
9 of Griffies (2004). A directly related approach is considered in Chapter 67 for the stacked
shallow water equations, in which we develop the thickness weighted tracer, momentum, and
vorticity budgets (see also Young (2012) and Jansen et al. (2024)).

1959



chapter guide

This chapter relies on an understanding of the tracer equation as derived in Section 20.1
and the maths and physics of the advection-diffusion equation explored in Chapter 69. We
focus on non-divergent flows with kinematics presented in Chapter 21 and as applicable
to the Boussinesq ocean studied in Chapter 29. Generalizations to non-Boussinesq flows
are straightforward, with examples provided by Griffies and Greatbatch (2012). The
kinematics of isopycnal fluid layers in a perfect fluid (Sections 70.4 and 70.5) are posed
using the isopycnal vertical coordinates detailed in Chapter 63 and further pursued in
Chapter 65. This discussion is served by experience with the shallow water thickness
weighted averaging from Chapter 67.

Throughout this chapter we assume Cartesian tensors in the horizontal directions, which
simplifies the necessary mathematical tools. This assumption is sufficient for the isopycnal
averaging in Sections 70.4 and 70.5. Indeed, this assumption is sufficient for any generalized
vertical coordinate discussed in Part XII of this book. However, to extend the full GLM
theory to arbitrary horizontal coordinates requires more sophisticated mathematical tools,
such as those reviewed by Gilbert and Vanneste (2025).
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70.1 Reynolds decomposition
At any point in space and time, we can perform an Eulerian average operation to decompose a
field into a mean, Ψ(x, t), and a departure from the mean, Ψ′(x, t)

Ψ(x, t) = Ψ(x, t) + Ψ′(x, t). (70.1)

The departure from the mean is generally termed the “eddy” or the “fluctuation”. The following
offers a non-exhaustive list of mean operators computed at a fixed point in space (i.e., Eulerian
mean operators).

• time mean: If the mean operator is based on a long time average, then the mean fields
are assumed to be time independent: Ψ(x, t) = Ψ(x). This is a common operator when
interest is focused on the long term mean fluid properties. Additionally, it is often the
mean operator of choice with realistic climate modeling.

• phase average: Rather than a time mean, we may choose to average over the phase (or
period) of a wave. This choice is particularly relevant when the fluctuating field involves
quasi-linear waves such as studied in Part X of this book.

• zonal mean: If the mean operator is based on an average along a particular coordinate
direction (e.g., zonal average), then the mean field is independent of the “averaged out”
direction.

• coarse graining: If the mean operator is based on an average over a spatial and temporal
region, such as the mesoscale, then such coarse-graining averages out smaller scales. A
systematic means for doing so is detailed in Buzzicotti et al. (2023).

• ensemble average: Rather than a space or time mean operation, we may consider the
mean or average computed over an ensemble of many flow realizations. For many purposes
this is the most analytically convenient mean operator, though it is often difficult to realize
in practice.

If a mean operator satisfies the following properties then it is said to provide a Reynolds
decomposition

Ψ′ = 0 (70.2a)

Ψ = Ψ (70.2b)

AΨ = AΨ for A a constant. (70.2c)

Equation (70.2a) says that the mean of an eddy fluctuation vanishes. The equality (70.2b) says
that the mean of a mean field returns the mean field. The final equality, (70.2c), says that a
constant commutes with the mean operator. Notably, some or all of these properties are not
satisfied by certain operators used for eddy-mean decompositions. However, in the following we
assume they are satisfied.

A Reynolds average acting on a linear equation means that both the mean and fluctuating
quantity satisfy the linear equation. In particular, consider the non-divergence condition for a
Boussinesq ocean flow, ∇ · v = 0. Taking the mean of this equation renders

∇ · v = 0 =⇒ ∇ · v = 0, (70.3)
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so that the mean velocity is non-divergent. So since both the full velocity and mean velocity are
non-divergent, then so is the fluctuating velocity

∇ · (v + v′) = ∇ · v′ = 0. (70.4)

70.2 GLM kinematics for scalar fields

We here consider basic elements of generalized Lagrangian mean (GLM) theory. GLM is a
hybrid between Lagrangian and Eulerian descriptions of fluid motions, so that it might be more
appropriate to refer to it as the “hybrid Lagrangian-Eulerian mean theory”. The GLM and the
Eulerian mean for a fluid property are generally distinct, with their difference referred to as the
Stokes mean

generalized Lagrangian mean = Eulerian mean + Stokes mean. (70.5)

This name is motivated from the Stokes drift introduced in Section 52.11, which is the difference
between the Lagrangian and Eulerian means. Note that the literature sometimes refers to the
Stokes mean as the “Stokes correction”. We avoid that terminology in order to avoid the spurious
notion that one type of mean operator is more correct than the other. Instead, a mean operator
is subjectively chosen based on its suitability to a particular question.

70.2.1 Motivation

Consider a materially constant scalar field

DΨ

Dt
=
∂Ψ

∂t
+ v · ∇Ψ = 0. (70.6)

The scalar, Ψ, is constant following fluid particles whose trajectories are integral curves of the
fluid velocity, v. The goal is to develop a mean operator that averages over fluctuations in the
trajectories while preserving the material constancy nature of the instantaneous equation. This
goal is not trivial.

Eulerian mean

An Eulerian mean operator considered in Section 70.1 leads to the mean field equation, here
written either in advective form or flux form

∂Ψ

∂t
+ v · ∇Ψ = −v′ · ∇Ψ′ advective form (70.7a)

∂Ψ

∂t
+∇ · (vΨ) = −∇ · (v′Ψ′) flux form. (70.7b)

The equations are equivalent since both the Eulerian mean velocity and the fluctuating velocity
are non-divergent, as shown in Section 70.1. Whereas Ψ is materially constant when following the
instantaneous flow field, v, the Eulerian mean, Ψ, is not materially constant when following the
Eulerian mean velocity, v, due to the source term, −v′ · ∇Ψ′, provided by the eddy correlation.
Furthermore, when given information only about the mean fields, then we must develop a closure
for the unresolved correlation. Accurate and physically motivatived closures are not simple to
derive.
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Lagrangian mean

An alternative approach is to remain in the Lagrangian frame, where we work with the scalar
property evaluated along a fluid particle trajectory as in Section 18.3.31

ΨL(a, T ) = property Ψ following the fluid particle trajectory X(a, T ), (70.8)

where a is the material label coordinate, and T is the time measured in the co-moving fluid
particle frame. Since we are not considering relativistic motions, T = t, and yet it is useful to
make the distinction for purposes of time derivatives. As such, the material constancy equation
(70.6) becomes

∂ΨL(a, T )

∂T
= 0. (70.9)

Consider a mean operator computed as an average over a region of material space. For example,
if a is the initial fluid particle position, then an average coordinate, a, and corresponding
averaged field, Ψ

L
, render a coarse-graining over the initial positions. Since each member of the

Lagrangian average satisfies equation (70.9), so too does the Lagrangian mean

∂Ψ
L
(a, T )

∂T
= 0. (70.10)

Although this equation retains the simplicity of the unaveraged version, it still requires information
about trajectories. Trajectories are computed based on the flow map (i.e., the velocity field),
with trajectories not always convenient when describing chaotic or turbulent fluids. GLM offers
an alternative that aims to meld elements of the Eulerian (e.g., computability) to the Lagrangian
(e.g., material constancy).

Generalized Lagrangian mean

The GLM approach produces a field that remains constant following the GLM velocity

∂Ψ
(GLM)

∂t
+ v(GLM) · ∇Ψ(GLM)

= 0. (70.11)

Hence, GLM maintains the desirable properties of the Lagrangian mean. However, it does so
using Eulerian methods that prove to be more practical for many cases. Notably, even if the
Eulerian velocity is non-divergent, as for a Boussinesq ocean, the GLM velocity is divergent.
Although we do not derive the GLM equation (70.11), in the following we motivate the GLM
average from the analysis of small amplitude eddying motions.

70.2.2 Length scales and the small parameter

We consider two length scales associated with an eddy or wave fluctuation. One characterizes
the size of the eddy whose length scale we write as λ. If the eddy is a monochromatic wave,
then λ is its wave length. The other length scale characterizes the size of particle displacements,
|ξ|. In the following, we assume the particle displacements are small relative to λ

|ξ| ≪ λ small amplitude waves. (70.12)

1We here use the notation X(a, T ) for the trajectory of fluid particles, whereas in Chapter 18 we generally
used the motion field, φ(a, T ). As discussed in Section 18.2.1, the two are the same when fixing a particular
particle label, a.
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We thus introduce the small non-dimensional ratio of length scales for the following analysis

α = |ξ|/λ≪ 1. (70.13)

70.2.3 Decomposing the particle trajectory

Recall the discussion of fluid particle trajectories given in Chapter 17. In this description, the
trajectory of a particle is determined by integrating the relation between the particle trajectory
and the particle velocity[

∂X(a, T )

∂T

]
a

= v[X(a, T )] =⇒X(a, T ) =X(a, 0) +

ˆ T

0
v[X(a, T ′)] dT ′, (70.14)

so that the trajectory measures the position of a particle relative to a chosen origin. The material
coordinate, a, distinguishes the continuum of fluid particles, thus making the trajectory a field
in material space-time.

The GLM develops a hybrid Eulerian-Lagrangian method and it is motivated by linear or
quasi-linear disturbances. Keeping this motivation in mind, we consider each point in space, x,
to be the mean position of a unique fluid particle. In turn, we introduce an Eulerian field, ξ(x, t),
that measures the position of a fluid particle relative to its mean position.2 Correspondingly,
the Eulerian mean of the disturbance field vanishes

ξ(x, t) = 0. (70.15)

Note that the Eulerian mean operator can be any of the operators (or others) satisfying the
Reynold’s decomposition property discussed in Section 70.1

Specification of ξ(x, t) for large amplitude disturbances (i.e., nonlinear waves) requires the
full machinery of GLM, which is beyond our scope. Instead, to expose the rudiments we here
assume small amplitude disturbances such as shown in Figure 70.1, for which the particle
displacement amplitude is much smaller than the wavelength of the disturbance as given by the
inequality (70.13). In this case the disturbance field is constructed by time integration of the
eddy velocity field [

∂ξ(x, t)

∂t

]
x

= v′(x, t) =⇒ ξ(x, t) =

ˆ t

v′(x, t′) dt′. (70.16)

With this specification for the disturbance field, we see that if the eddy velocity is non-divergent
then so is the disturbance field

∇ · v′ = 0 =⇒ ∇ · ξ = 0. (70.17)

The definition (70.16) for the disturbance field, ξ(x, t), is directly analogous to the particle
trajectory position, X(a, T ), given by equation (70.14). However, there are important distinc-
tions. Namely, the disturbance, ξ(x, t), is an Eulerian field that measures the position of a fluid
particle relative to its mean position, with each Eulerian position, x, corresponding to the mean
position for a distinct fluid particle. In contrast, the particle position, X(a, T ), is a Lagrangian
field that is attached to each fluid particle and measures the position of that particle relative to
a chosen origin.

2We introduced a one-dimensional disturbance field in Section 51.3 when taking a Lagrangian perspective to
derive the equations for acoustic waves. Hence, the GLM disturbance field, ξ(x, t), provides a three-dimensional
generalization of that approach.
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Figure 70.1: Illustrating the displacement of fluid particles at two selective vertical positions due to a linear
transverse wave disturbance. The particle positions, x(ξ)(x, t) = x + ξ(x, t), here have a disturbance field of
the form ξ(x, t) = ẑ ξ0(x, z) sin(k x − ω t), with ξ0(x, z) a spatially dependent wave amplitude, λ = 2π/k the
wavelength, k = x̂ k the wavevector, ω = c k the angular frequency, and c the phase speed. Small amplitude
waves satisfy |ξ0| ≪ λ. Note that this wave does not produce a Stokes drift since particle displacements are
perpendicular to the wavevector: ξ · k = 0 (see Section 70.2.5), whereas Stokes drift requires particle motion to
have a nonzero component in the wave direction (see Figures 52.4 and 52.9). Even so, it does generally produced
a Stokes mean for an arbitrary field Ψ (Section 70.2.4).

70.2.4 GLM and the Stokes mean
The mean of a fluid property, Ψ, is a function of how the property is sampled when computing
the mean. For example, the mean sampled on a fluctuating fluid particle differs from the mean
sampled at the particle’s mean position. Mathematically, this distinction implies that

Ψ(x+ ξ(x, t))︸ ︷︷ ︸
GLM

̸= Ψ(x, t)︸ ︷︷ ︸
Eulerian

, (70.18)

where it is common to make use of the shorthand

x(ξ)(x, t) ≡ x+ ξ(x, t) (70.19)

for the instantaneous position of the fluid particle. The average,

Ψ
(GLM)

(x, t) ≡ Ψ(x+ ξ(x, t), t) = Ψ(x(ξ), t), (70.20)

defines the generalized Lagrangian mean for the fluid property, Ψ. That is, the GLM is computed
by evaluating the property, Ψ, at the position of a fluid particle, x(ξ)(x, t) = x+ ξ(x, t), and
then performing an Eulerian average. We emphasize that x is both an arbitrary Eulerian field
point and the mean position of a fluid particle, x(ξ) = x. In contrast, the Eulerian mean is
determined by evaluating Ψ at a fixed Eulerian point in space

Ψ
(E)

(x, t) ≡ Ψ(x, t), (70.21)

where there is no consideration of instantaneous particle positions. Given this identity, we
sometimes drop the (E) superscript on the Eulerian mean to reduce clutter.

Following our discussion at the start of Section 70.2, we define the Stokes mean as the
difference between the GLM and Eulerian mean

Ψ
(S)

(x, t) = Ψ
(GLM)

(x, t)−Ψ(x, t). (70.22)

The Stokes mean arises from inhomogenities in Ψ, which in turn lead to differences in its mean
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depending on how that field is sampled, whether sampled on a fluid particle, x(ξ)(x, t), or
sampled at the mean position of the fluid particle, x.

We mathematically expose the origin of the Stokes mean by performing a Taylor series
expansion around the mean particle position

Ψ(x+ ξ, t) = Ψ(x, t) + ξ · ∇Ψ(x, t) +
1

2
ξm ξn∂m∂nΨ(x, t) +O(α3). (70.23)

The non-dimensional ratio, α = |ξ|/λ≪ 1, was introduced in equation (70.13). It measures the
ratio of the amplitude for particle displacements to the wavelength, λ, of fluctuations in the field
Ψ. Taking the mean of equation (70.23) then leads to an expression for the Stokes mean

Ψ
(S)

(x, t) = Ψ
(GLM)

(x, t)−Ψ(x, t) (70.24a)

= ξ · ∇Ψ+
1

2
ξm ξn∂m∂nΨ+O(α3). (70.24b)

= ξ · ∇Ψ′ +
1

2
ξm ξn ∂m∂nΨ+O(α3), (70.24c)

where we introduced the Eulerian fluctuation,

Ψ′(x, t) = Ψ(x, t)−Ψ(x, t), (70.25)

and all terms on the right hand side of equation (70.24c) are evaluated at (x, t). Observe that
the Stokes mean (70.24c) is nonzero only starting at O(α2). When Ψ represents the velocity
field, we refer to the Stokes mean as the Stokes drift (Section 52.11), in which

v(S) = (ξ · ∇)v′ + 1

2
ξm ξn ∂m∂nv +O(α3). (70.26)

70.2.5 An example wave

We exemplify the previous discussion by considering the small amplitude wave

ξ = −ω−1U(x) sin(k · x− ω t) (70.27a)

v′ = ∂tξ = U(x) cos(k · x− ω t) (70.27b)

∇v′p = ∇Up cos(k · x− ω t)− kUp sin(k · x− ω t) (70.27c)

∇ · v′ = (∇ ·U) cos(k · x− ω t)− k ·U sin(k · x− ω t), (70.27d)

where U is the velocity amplitude that is generally a function of space, k is the wavevector, and
2π/ω is the wave period. The wave renders an oscillatory motion to fluid particles, with the
disturbance field specifying the instantaneous position of fluid particles whose mean position is
x. The disturbance field and velocity field both have a zero mean when time integrated over a
wave period

1

2π/ω

ˆ 2π/ω

0
ξ(x, t) dt = 0 (70.28a)

1

2π/ω

ˆ 2π/ω

0
v′(x, t) dt = 0. (70.28b)

To maintain a non-divergent eddy velocity at arbitrary times requires

∇ · v′ = 0 =⇒ ∇ ·U = U · k = 0. (70.29)
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As studied in Part X of this book, U · k = 0 means that the wave is transverse, so that particle
displacements arising from the wave are orthogonal to the wavevector (e.g., Figure 70.1)

Stokes drift

Specializing to the velocity field (70.27b), substituting into the Stokes drift expression (70.26),
and making use of an average over a wave period yields

(ξ · ∇)v′p = UpU · k
2ω

and v = 0. (70.30)

The second equality holds since the velocity at a point arises just from the wave field, which has
a zero Eulerian mean. Hence, to O(α2), the Stokes drift velocity associated with the GLM is
given by

v(S) =
U (U · k)

2ω
+O(α2). (70.31)

The Stokes drift vanishes at this order of accuracy for transverse waves since U · k = 0.

As a check on the formalism, consider a one-dimensional longitudinal wave, in which the
Stokes drift is given by

v(S) =
U2

2 c
+O(α2), (70.32)

where c = ω/k is the wave speed. This result agrees with that derived using Lagrangian
trajectories in Section 52.11 (see Exercise 52.7). Use of the GLM displacement field offers a
somewhat more streamlined method for computing Stokes drift.

Stokes mean for an arbitrary field

The Stokes mean for an arbitrary field is given by

Ψ
(S)

(x, t) = −ω−1U · ∇Ψ′ sin(k · x− ωt) +O(α2) (70.33a)

= −ω−1∇ · (U Ψ′) sin(k · x− ωt) +O(α2), (70.33b)

where the second equality made use of the non-divergent nature of the wave field (70.29). To
second order in wave amplitude, the Stokes mean is determined by the projection of the gradient
of the Eulerian fluctuation, ∇Ψ′, onto the wave amplitude, U . For example, consider a transverse
wave such as that shown in Figure 70.1. Even though the Stokes drift vanishes to order O(α2),

the Stokes mean, Ψ
(S)

(x, t), can be nonzero so long as there is a nonzero vertical gradient in the
Eulerian fluctuation.

70.2.6 GLM with a materially constant scalar

Consider a materially constant scalar field, such as a tracer concentration in the absence of
mixing and sources

DC

Dt
= 0. (70.34)

How the GLM for C is related to the instantaneous C

The GLM for C equals to the value of C on a fluid particle

C(x+ ξ, t) = C
(GLM)

(x, t) = C(x+ ξ, t). (70.35)

CHAPTER 70. EDDY AND MEAN TRACER KINEMATICS page 1967 of 2158



70.2. GLM KINEMATICS FOR SCALAR FIELDS

This is a subtle identity that packs in a lot of information. It says that when evaluated at

the mean fluid particle position, x, the GLM tracer concentration, C
(GLM)

(x, t), equals to the
concentration evaluated on a fluid particle, C(x+ ξ, t). One way to understand this identity is
to assume the averaging operator is an ensemble mean, so that the GLM is an ensemble mean
following fluid particles. Since C is constant on fluid particles, each ensemble member has the
same value for C, in which case the GLM for C clearly equals the value of C for each ensemble
member. We make particular use of the identity (70.35) when considering isopycnal kinematics
in Sections 70.4 and 70.5.

Relating the particle disturbance field to Eulerian properties of C

There is a frequently used consequence of the identity (70.35) involving the Eulerian fluctuation

C ′(x, t) = C(x, t)− C(x, t) (70.36)

and the Eulerian mean
C(E)(x, t) = C(x, t). (70.37)

To derive it, recall the Taylor series expansion (70.23) truncated here to first order accuracy

C(x+ ξ, t) = C(x, t) + ξ · ∇C(x, t) +O(α2). (70.38)

Taking the Eulerian mean of both sides renders

C(x+ ξ, t) = C(x, t) +O(α2), (70.39)

which follows since ξp = 0 for each component of the displacement field. The identity (70.39)
says that the GLM equals to the Eulerian mean to order O(α2), which is a result consistent with
the Stokes mean being an order O(α2) quantity as revealed by equation (70.24c). From equation
(70.35) we know that C(x+ ξ, t) = C(x+ ξ, t), so that we can subtract equations (70.38) and
(70.39) to find

C ′(x, t) = −ξ · ∇C(x, t) +O(α2). (70.40)

Hence, to first order accuracy, the Eulerian fluctuation equals to minus the disturbance field
projected onto the gradient of the mean field; i.e., the Eulerian fluctuation in the tracer is first
order in the disturbance. We make use of this result when discussing the kinematics of eddy
tracer fluxes in Section 70.3. Furthermore, for the isopycnal kinematics in Sections 70.4 and
70.5, we focus on vertical particle displacements, ξ = ξ ẑ, in which case the Eulerian fluctuation
is given by

C ′(z, t) = −ξ ∂zC(z, t) +O(α2). (70.41)

70.2.7 Further study

GLM was introduced in the seminal papers by Andrews and McIntyre (1978a,b). These papers
offer a wealth of intellectual rewards after much study. GLM is also detailed in the monograph
on waves and mean flows by Bühler (2014a). Gilbert and Vanneste (2025) provide an elegant
and powerful mathematical framework for GLM that allows for its use for arbitrary manifolds.
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70.3 Kinematics of eddy tracer fluxes
As introduced in Section 70.2.1, consider the Eulerian eddy-mean decomposition for a materially
constant tracer in an non-divergent flow. The advection equation for this tracer is given by

∂tC +∇ · (vC) = 0, (70.42)

and its Eulerian mean is
∂tC +∇ · (vC) = −∇ · (v′C ′). (70.43)

The eddy advective flux, v′C ′, is the product of the eddy velocity and eddy tracer concentration.
Its mean provides the correlation or mean eddy flux, v′C ′. The convergence of this mean eddy
flux provides a source to the advection equation for the Eulerian mean tracer concentration.

In this section we make use of the particle disturbance field of Section 70.2 to unpack the
kinematics of eddy tracer fluxes induced by small amplitude waves. As we see, the particle
disturbance field is a useful conceptual tool to frame the kinematics of tracer eddy fluxes.

70.3.1 Particle displacements and eddy tracer fluxes

Following Section 70.2, we here introduce a particle disturbance vector corresponding to small
amplitude eddy fluctuations

∂tξ(x, t) = v
′(x, t) +O(α2) (70.44a)

ξ = 0. (70.44b)

Correspondingly, each spatial point, x, is the mean position of a fluid particle whose instantaneous
position is x+ ξ(x, t). Following the results from Section 70.2.6, to leading order we can write
the Eulerian fluctuation in terms of the particle displacement (equation (70.40))

C ′(x, t) = −ξ · ∇C(x, t) +O(α2). (70.45)

Notice that if the particle displacement is oriented along a mean tracer iso-surface, then
ξ · ∇C(x, t) = 0 and there is no tracer fluctuation, C ′ = 0, to order O(α2). More general eddy
motions lead to a nonzero tracer fluctuation with the eddy tracer flux taking on the form

v′C ′ = −∂tξ (ξ · ∇)C +O(α2). (70.46)

We unpack this expression for the purpose of characterizing kinematic properties of the eddy
tracer flux.

70.3.2 Decomposing into symmetric and skew symmetric fluxes

From equation (70.46), the m’th component of the eddy tracer flux is given by

v′mC ′ = − [(∂t ξ
m) ξn] ∂nC. (70.47)

To explore the kinematic properties of the tracer flux (70.47), decompose the second order tensor,
(∂t ξ

m) ξn, into its symmetric and anti-symmetric components3

2 (∂t ξ
m) ξn = [(∂t ξ

m) ξn + (∂t ξ
n) ξm] + [(∂t ξ

m) ξn − (∂t ξ
n) ξm] (70.48a)

= ∂t(ξ
m ξn) + [(∂t ξ

m) ξn − (∂t ξ
n) ξm] . (70.48b)

3See Section 18.8 for a similar decomposition of the velocity gradient tensor.
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Introducing the symmetric and anti-symmetric correlation tensors

2Kmn ≡ ∂t (ξm ξn) (70.49a)

2Amn ≡ (∂t ξm) ξn − (∂t ξn) ξm (70.49b)

allows us to write the mean eddy tracer flux

v′mC ′ = −(Kmn +Amn) ∂nC (70.50)

and the mean field tracer equation (70.43)

∂tC +∇ · (vC) = ∇ ·
[
(K +A) · ∇C

]
. (70.51)

The right hand side of this equation equals to the convergence of the symmetric and skew-
symmetric tracer fluxes

∇ ·
[
(K +A) · ∇C

]
= −∇ · (F sym + F skew), (70.52)

where

F sym = −K · ∇C (70.53a)

F skew = −A · ∇C (70.53b)

v′C ′ = F sym + F skew. (70.53c)

70.3.3 The symmetric tracer flux
In terms of particle displacements, the symmetric flux (70.53a) is given by

(F sym)m = −Kmn ∂nC = −1

2
∂t(ξm ξn) ∂nC. (70.54)

The symmetric tensor, K, vanishes when the average is over the period of a periodic wave, in
which the particle displacements undergo reversible periodic excursions (see Section 70.3.9). For
waves that decay in amplitude over the averaging period, particle displacements decrease in
magnitude thus leading to an upgradient symmetric flux. In contrast, particle displacements
increase in magnitude for waves that grow over the averaging period, in which case the flux
is downgradient, just as for diffusion. Furthermore, growing nonlinear waves generally break
and then develop into turbulence, with turbulence leading to further particle separation and
dispersive tracer mixing. Dispersive mixing from turbulent motions is generally parameterized
by downgradient diffusion, and we have more to say about diffusive parameterizations of lateral
dispersion in Section 71.4.

70.3.4 The skew, advective, and rotational tracer fluxes
Following our discussion in Section 69.5, we write the skew flux as

(F skew)m = −Amn ∂nC = −ϵmnpΨp ∂nC = −
(
∇C ×Ψ

)m
, (70.55)

where we introduced the vector streamfunction (dimensions squared length per time)4

Ψ =
1

2
∂tξ × ξ =

1

2
v′ × ξ. (70.56)

4Middleton and Loder (1989) and Garrett (2006) introduce a skew-diffusivity, D, which is opposite in sign to
the vector streamfunction: Ψ = −D.
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The vector streamfunction is half the angular momentum per mass of a fluid particle undergoing
eddying motion, with the angular momentum computed relative to the mean particle position.
The vector streamfunction is nonzero only if the eddy has a preferred sense of rotation, in which
case the wave field is said to be polarized. That is, polarization results if the fluctuating velocity,
v′, is correlated to a fluid particle displacement, ξ, in an orthogonal direction, thus giving rise
to a nonzero angular momentum.

The skew flux can be written

F skew = −∇C ×Ψ (70.57a)

= (∇×Ψ)C −∇× (CΨ) (70.57b)

= UAC −∇× (CΨ) (70.57c)

= F adv − F rot, (70.57d)

so that the skew flux equals to an advective flux minus a rotational flux. We here introduced
the non-divergent velocity

UA = ∇×Ψ (70.58)

and the non-divergent rotational flux

F rot = ∇× (CΨ). (70.59)

Since ∇ · F rot = 0, we see that the divergence of the skew flux equals to the divergence of the
advective flux

∇ · F skew = ∇ · (F adv − F rot) = ∇ · F adv. (70.60)

Consequently, the rotational flux, F rot, has no impact on evolution of the mean tracer concentra-
tion.

70.3.5 What does a point measurement estimate?

From equation (70.53c), we see that a point measurement of the correlation, v′C ′, provides an
estimate of the symmetric tracer flux plus the skew tracer flux

v′C ′ = F sym + F skew = −(K +A) · ∇C. (70.61)

Furthermore, for a periodic wave field, where the symmetric tensor vanishes, the correlation,
v′C ′, provides a direct estimate of the skew flux, −∇C ×Ψ. This latter result might seem
puzzling on first encounter, since one could imagine v′C ′ instead provides an estimate for the
advective flux, CUA. But that presumption is wrong, as indicated by the decomposition (70.61).
We emphasize this point by summarizing the various relations

v′C ′ = F sym + F skew (70.62a)

= −K · ∇C −∇C ×Ψ (70.62b)

= −K · ∇C −∇× (CΨ) + C∇×Ψ (70.62c)

= F sym − F rot + F adv. (70.62d)

The rotational flux is generally nontrivial for polarized waves or turbulent eddies. Hence, the
rotational flux provides a sizable contribution to any measurement of v′C ′ either from a field
measurement or numerical simulation. Hence, for some purposes it can be more convenient to
work directly with the skew flux rather than the advective flux.
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70.3.6 Area integrated tracer flux
We further our understanding of the rotational contribution by considering the mean of the
tracer flux integrated over a static area S

T =

ˆ
S

vC · n̂dS =

ˆ
S

vC · n̂dS =

ˆ
S

[vC + v′C ′] · n̂dS. (70.63)

Introducing the diffusive, advective, and rotational flux as in equation (70.62d) renders

T =

ˆ
S

[vC +UAC −∇× (CΨ)−K · ∇C] · n̂dS. (70.64)

Use of Stokes’ Theorem transforms the rotational term to a line integral around the boundary
of the area

T =

ˆ
S

[vC +UAC −K · ∇C] · n̂dS −
‰
∂S
CΨ · dl. (70.65)

Following Section 2b of Middleton and Loder (1989), we interpret the boundary term as a Stokes
contribution associated with the correlation of particle motion and perturbation velocity along
the boundary ‰

∂S
CΨ · dl = 1

2

‰
∂S
C (v′ × ξ) · dl. (70.66)

We further this interpretation when considering the transport beneath a fluctuating isopycnal
surface in Section 70.5.4.

70.3.7 Massaging the mean field tracer equation
We here write the mean tracer equation (70.51) in various forms that can be found throughout
the literature. For this purpose, write the right hand side of equation (70.51) in the form

∇ ·
[
(K +A) · ∇C

]
= ∂m

[
(Kmn +Amn) ∂nC

]
(70.67a)

= ∂m (Kmn +Amn) ∂nC + (Kmn +Amn) ∂m∂nC (70.67b)

= ∂m (Kmn +Amn) ∂nC +Kmn ∂m∂nC. (70.67c)

The final equality follows from the identity

Amn ∂m∂nC = 0, (70.68)

which results from the contraction of the anti-symmetric tensor, Amn, with the symmetric
derivative operator ∂m∂n. The second term, Kmn ∂m∂nC, is a diffusion operator if the symmetric
tensor K is also positive-definite. The first term in equation (70.67c) can be interpreted as an
advection operator through the action of a non-divergent plus a divergent advection velocity

∂m (Kmn +Amn) ∂nC ≡ −(UK +UA) · ∇C, (70.69)

where we defined5

UK ≡ −∇ ·K =⇒ ∇ ·UK = −∂n∂mKmn ̸= 0 (70.70a)

UA ≡ −∇ ·A =⇒ ∇ ·UA = −∂n∂mAmn = 0. (70.70b)

Bringing the above results together allows us to write the mean field tracer equation (70.51)

5Note that Middleton and Loder (1989) define UK = ∇ ·K, which is the opposite sign to that used here in
equation (70.70a), whereas they define UΨ = −∇ ·A as in equation (70.70b).
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in the following equivalent forms

∂tC + (v +UA +UK) · ∇C = Kmn ∂m∂nC advective form (70.71a)

∂tC +∇ · [(v +UA)C] = ∇ · (K · ∇C) flux form (70.71b)

∂tC +∇ · [(v +UA)C + F sym] = 0, alternate flux form (70.71c)

where we made use of the identities

∇ · v = 0 and ∇ ·UA = 0 and ∇ ·UK ̸= 0. (70.72)

70.3.8 Connection to Stokes drift

From equation (70.26) we have the leading order expression for the Stokes drift

v(S) = ξn ∂n ∂t ξ +O(α2). (70.73)

As noted in equation (70.17), with ∂tξ = v′ and with ∇ · v′ = 0, the corresponding particle
displacements are non-divergent, ∇ · v′ = 0⇒ ∇ · ξ = 0. Consequently, to second order accuracy,
the Stokes drift velocity can be written

(v(S))p = ξn ∂n ∂t ξp (70.74a)

= ∂n [(∂t ξp) ξn] (70.74b)

= ∂n (K
pn +Apn) (70.74c)

= ∂n (K
np −Anp) (70.74d)

= −(UK)p + (UA)p. (70.74e)

For the case of periodic fluid particle motion, the Stokes drift velocity equals to the non-divergent
skew velocity

v(S) = UA =⇒ ∇ · v(S) = 0 periodic motion. (70.75)

More generally, for non-periodic motion, the divergent velocity is non-zero so that the Stokes
velocity is also divergent

v(S) = UA −UK =⇒ ∇ · v(S) = −∇ ·UK ̸= 0 non-periodic motion. (70.76)

70.3.9 A polarized periodic example

We illustrate some of the previous analysis by considering a particle displacement vector comprised
of periodic and polarized motion in the horizontal plane

ξ(x, t) = Γ [x̂ cos(ω t) + ŷ sin(ω t)] (70.77a)

∂tξ(x, t) = ω Γ [−x̂ sin(ω t) + ŷ cos(ω t)], (70.77b)

where Γ > 0 a time-independent amplitude and 2π/ω > 0 is the period. The fluid particles
exhibit counter-clockwise circular and periodic motion in the horizontal plane with squared
radius

ξ · ξ = Γ2. (70.78)

Define the mean operator be a phase average

ϕ =
1

2π/ω

ˆ 2π/ω

0
ϕ(t) dt, (70.79)
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which is a suitable averaging operator for examining the impacts of oscillatory motion on mean
fields. For a spatially constant amplitude, we find below that the mean tracer concentration, C,
remains unchanged. The absence of a rectified change to C reflects the assumed periodic nature
of the fluid particle motion.
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ẑ

<latexit sha1_base64="VyT0JAKQ0ycqI55As5mluKiSHBs=">AAACCHicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJdFNy4r2FbsDCWTZtrQJDMkGaEM/QHXbvUb3Ilb/8JP8C9M20Fs64HA4Zx7OTcnTDjTxnW/nMLK6tr6RnGztLW9s7tX3j9o6ThVhDZJzGN1H2JNOZO0aZjh9D5RFIuQ03Y4vJ747UeqNIvlnRklNBC4L1nECDZWesj8UCC/odm4W664VXcKtEy8nFQgR6Nb/vZ7MUkFlYZwrHXHcxMTZFgZRjgdl/xU0wSTIe7TjqUSC6qDbHrxGJ1YpYeiWNknDZqqfzcyLLQeidBOCmwGetGbiP95ndREl0HGZJIaKsksKEo5MjGafB/1mKLE8JElmChmb0VkgBUmxpY0lxKK3wDbjbfYxDJpnVW9WrV2e16pX+UtFeEIjuEUPLiAOtxAA5pAQMIzvMCr8+S8Oe/Ox2y04OQ7hzAH5/MHoaeZ5g==</latexit>

 

<latexit sha1_base64="RI5zz28APkd9lzCSJV3D3R4LrKA=">AAACE3icbVDLSgMxFM3UV62v0S7dBIvgqsyIVJfFblxWsA/oDCWTZtrQJDMkGWEY+hmu3eo3uBO3foCf4F+YaQexrQcCh3POzb2cIGZUacf5skobm1vbO+Xdyt7+weGRfXzSVVEiMengiEWyHyBFGBWko6lmpB9LgnjASC+YtnK/90ikopF40GlMfI7GgoYUI22koV31BAoYgl5kUvknWWs2tGtO3ZkDrhO3IDVQoD20v71RhBNOhMYMKTVwnVj7GZKaYkZmFS9RJEZ4isZkYKhAnCg/mx8/g+dGGcEwkuYJDefq34kMcaVSHpgkR3qiVr1c/M8bJDq88TMq4kQTgReLwoRBHcG8CTiikmDNUkMQltTcCvEESYS16WtpS8B/F5hu3NUm1kn3su426o37q1rztmipDE7BGbgALrgGTXAH2qADMEjBM3gBr9aT9Wa9Wx+LaMkqZqpgCdbnD31anhs=</latexit>

rC

<latexit sha1_base64="51sXFQ1RM753c1u0TNtumZ/dfMY=">AAACHXicbVDLSgMxFM3UV62vqksRgkWomzIjUl0WBXFZwT6gM5ZMmrahSWZIMuowzMoPce1Wv8GduBU/wb8wfSC29UDgcM69nJvjh4wqbdtfVmZhcWl5JbuaW1vf2NzKb+/UVRBJTGo4YIFs+kgRRgWpaaoZaYaSIO4z0vAHF0O/cUekooG40XFIPI56gnYpRtpI7fx+4vocXqa3SdHlfvCQuJqKGKoBuU+P0na+YJfsEeA8cSakACaotvPfbifAESdCY4aUajl2qL0ESU0xI2nOjRQJER6gHmkZKhAnyktG30jhoVE6sBtI84SGI/XvRoK4UjH3zSRHuq9mvaH4n9eKdPfMS6gII00EHgd1IwZ1AIedwA6VBGsWG4KwpOZWiPtIIqxNc1MpPv8NMN04s03Mk/pxySmXytcnhcr5pKUs2AMHoAgccAoq4ApUQQ1g8AiewQt4tZ6sN+vd+hiPZqzJzi6YgvX5A07yoj4=</latexit>

F (skew)

Figure 70.2: Sketch of the skew tracer flux associated with the polarized displacement vector (70.77a). The fluid
particles are moving in the horizontal plane along a circle with a constant radius, Γ. The vector streamfunction
(70.82) points in the negative ẑ direction. The mean concentration gradient, ∇C, generally points outside of the
horizontal plane. However, it is only the horizontal components that contribute since the displacement vector is
in the horizontal plane, thus resulting in a horizontal skew tracer flux. The advective velocity vanishes since the
amplitude, Γ, is assumed to be spatially constant. Hence, the skew flux is purely rotational, which means there is
no rectified effects on the mean tracer concentration.

Symmetric mixing tensor

In the presence of the oscillatory particle displacement (70.77a), the symmetric mixing tensor
(70.49a) is given by

2Kmn =
Γ2

2π/ω

ˆ 2π/ω

0
dt

∂

∂t

[
cos2(ω t) cos(ω t) sin(ω t)

cos(ω t) sin(ω t) sin2(ω t)

]
= 0, (70.80)

which vanishes identically since the particles exhibit periodic motion.

Skew symmetric stirring tensor

The skew-symmetric tensor (70.49b) has non-zero components due to the polarization

2A12 = −A21 = (∂t ξ1) ξ2 − (∂t ξ2) ξ1 = −Γ2 ω sin2(ω t) + cos2(ω , t) = −Γ2 ω. (70.81)

The corresponding vector streamfunction (70.56) is vertical

Ψ = −Γ2 ω

2
ẑ, (70.82)

and the skew flux is horizontal

F skew = −Γ2 ω

2
(ẑ ×∇C). (70.83)

Finally, the advective velocity is given by

∇×Ψ = −ω Γ∇Γ× ẑ. (70.84)

The advective velocity vanishes when the wave amplitude, Γ, is a constant, in which case the
advective tracer flux is zero although the skew flux is non-zero. Indeed, with a constant wave
amplitude, the skew tracer flux has a zero divergence so that it is a purely rotational flux. Hence,
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for a constant wave amplitude, neither the skew flux nor the advective flux affect the evolution
of C. Figure 70.2 offers a schematic of the skew flux induced by the periodic rotating particle
motion in the horizontal plane.

70.3.10 Further study
Much of this section follows Plumb (1979), Middleton and Loder (1989), and Garrett (2006),
each of whom considered elements of tracer dispersion by waves and nonlinear eddies. Middleton
and Loder (1989) work through a few oceanographically motivated examples that offer further
understanding of skew fluxes. Additional treatments can be found in the review article of Moffatt
(1983), who considers flow in a rotating reference frame as well as magneto-hydrodynamic flows.

70.4 Kinematics of volume transport in isopycnal layers
In this section we consider the reversible stirring of fluid parcels by turbulent flow in a perfect
(i.e., no mixing or sources) stratified Boussinesq fluid. As the fluid parcels are stirred, they
preserve their volume while changing their shape and stretching into finer scale features. Stirring
by ocean mesoscale/baroclinic eddies offers the canonical example of such stirring. Eventually,
small-scale processes, such as those summarized in Section 71.1.1, irreversibly mix properties.
We are here focused just on the stirring part of this process.

Over space and time scales larger than the mesoscale, the stirring by ocean mesoscale eddies
can be considered chaotic, which in turn motivates a stochastic perspective in which an ensemble
of eddies is considered. The goal is to describe the ensemble mean properties of the perfect
fluid, with a focus in this section on the kinematics of parcel rearrangement. Hence, eddy
correlations in the present section appear between the thickness of a fluid layer and the velocity.
We introduce tracers in Section 70.5, at which point we also consider eddy correlations between
velocity and tracer as in Section 70.3.

The material in this section is rather detailed. However, its mastery comes readily by keeping
in mind the more general (and somewhat simpler) presentation of GLM offered in Section
70.2. We are motivated to provide full details in this section since the kinematics of isopycnal
ensembles appears throughout the study of wave-mean flow interactions in adiabatic geophysical
fluid mechanics, such as in the study of ocean mesoscale eddies.

70.4.1 Isopycnal mean
Each fluid parcel in a stably stratified perfect Boussinesq ocean preserves its potential density.
We are interested in following the vertical motion of potential density layer interfaces as waves
and turbulent processes transport layer thickness from one region to another. In contrast, we
are not concerned with following the lateral position of a fluid parcel within a layer. Here we
introduce the isopycnal mean, which is based on describing ensembles of perfect fluid parcels
using isopycnal coordinates. In Sections 70.4.2 and 70.4.3, we relate this isopycnal approach to
the GLM restricted to the vertical direction.

Defining the isopycnal ensemble

An overbar with a potential density label, ( )
(ϱ)

, denotes a mean over an ensemble of fluid
parcels, each having the same potential density, ϱ, the same horizontal position, (x, y), and the
same time, t. Isopycnals undulate in space and time, which means that each ensemble member
has a vertical position that is generally distinct from the ensemble mean vertical position, z.
Furthermore, when the context is clear, it is useful to drop the dependence on (x, y, t) to highlight
the dependence on potential density and/or the vertical position.
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Figure 70.3: Schematic of the ensemble mean vertical position, zϱ(x, y, ϱ, t), for a particular potential density
surface ϱ, here illustrated with a three member ensemble whose potential density is ϱ. In general, different
members of an isopycnal ensemble live on different geopotentials. Therefore, when considering ensemble members
with the same potential density, the ensemble mean vertical position is the average over the different members.
For the case of a three member ensemble, as shown here, the averaged vertical position is 3 zϱ(x, y, ϱ, t) =
z(1)(x, y, ϱ, t) + z(2)(x, y, ϱ, t) + z(3)(x, y, ϱ, t).

Isopycnal ensemble mean

The isopycnal ensemble mean makes use of potential density as a vertical coordinate (Chapters
63 and 65), with the mean field denoted by

Ψ
(ϱ)

(x, y, ϱ, t) ≡ ensemble mean using isopycnal vertical coordinates. (70.85)

This average is straightforward to compute when using isopycnal coordinates, thus producing an
isopycnal mean that is a function of the potential density, ϱ. Figure 70.3 depicts this average.

70.4.2 Modified mean is the vertical GLM
As a complement to the isopycnal approach in Section 70.4.1, we here introduce the vertical
GLM following isopycnals, which is also known as the modified mean.

The vertical GLM following isopycnal surfaces

The discussion in Section 70.2 considered a three dimensional particle displacement vector ξ(x, t).
In contrast, we are here interested just in the vertical displacement of an isopycnal layer interface

ξ(x, y, ϱ, t) = ẑ ξ(x, y, ϱ, t). (70.86)

The displacement field, ξ(x, y, ϱ, t), measures the vertical position of a potential density interface,
ϱ, relative to its ensemble mean vertical position. For any particular ensemble member with
potential density, ϱ, we write its vertical position as (dropping x, y, t dependence for brevity)

z(ϱ) = z(ϱ) + ξ(ϱ), (70.87)

where
z(ϱ) = z(ϱ)

(ϱ)
(70.88)

is the vertical position for the isopycnal ensemble mean, and the displacement field has a zero
ensemble mean

ξ(ϱ)
(ϱ)

= 0. (70.89)

Given the above definitions for the vertical position, we define the vertical GLM for an
arbitrary function

Ψ̃(x, y, z(ϱ), t) ≡ Ψ(x, y, z(ϱ) + ξ(x, y, ϱ, t), t)
(ϱ)
. (70.90)
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As defined, the vertical GLM, Ψ̃, is a function of the ensemble mean vertical position, z(ϱ) (left
hand side), and it is determined by an ensemble mean of Ψ sampled at the vertical position of
each ensemble member, z(ϱ) + ξ(ϱ). McDougall and McIntosh (2001) refer to the vertical GLM
defined by equation (70.90) as the modified mean.

Relating the modified mean to the isopycnal mean

Following the general result (70.35), we know that the modified mean potential density,
ϱ̃(x, y, z(ϱ), t), equals to the potential density of each ensemble member so that

ϱ̃(x, y, z(ϱ), t) = ϱ(x, y, z(ϱ) + ξ(x, y, ϱ, t), t). (70.91)

This relation means that the modified mean potential density is the functional inverse of the
isopycnal ensemble mean vertical position. Consequently, the isopycnal ensemble mean of a

function, Ψ
(ϱ)

(equation (70.85)), when evaluated at the modified mean potential density, ϱ̃,
equals to the modified mean Ψ̃ when evaluated at the vertical position of the mean density

Ψ
(ϱ)

(x, y, ϱ̃, t) = Ψ̃(x, y, z(ϱ), t). (70.92)

This is a very important identity that will be used in the following.

70.4.3 Transformed residual mean (TRM)

When working with isopycnal layers, it is very useful to use specific thickness weighting to
account for the net amount of material within a layer, or to measure the net transport in the
layer.6 For this purpose we make use of the specific thickness from Section 64.2 as given by7

h = ∂z/∂ϱ = 1/(∂ϱ/∂z), (70.93)

and thus make use of thickness weighted fields, hΨ, and the corresponding thickness weighted
isopycnal ensemble mean

Ψ̂(ϱ) =
hΨ

(ϱ)

h
(ϱ)

. (70.94)

The identity (70.91) then renders

Ψ
#
(x, y, z(ϱ), t) ≡ Ψ̂(x, y, ϱ̃, t), (70.95)

where Ψ
#

is the transformed residual mean (TRM) evaluated at the isopycnal ensemble mean
vertical position. This is yet another important identity that will be used in the following.

Depth integrated TRM transport

The horizontal TRM velocity is a particularly key TRM field

û(x, y, ϱ̃, t) = u#(x, y, z(ϱ), t). (70.96)

6We pursue a vertical discrete version of this thickness weighted averaging approach for the stacked shallow
water model in Chapter 67.

7As discussed in Section 63.9.1, specific thickness is the Jacobian of transformation between geopotential
coordinates, (x, y, z, t), and isopycnal coordinates, (x, y, ϱ, t). For stably stratified ideal fluids, h is one-signed,
hence making the coordinate transformation well defined. It is also related to the buoyancy frequency through
(Section 30.6.1) N2 = −(g/ρo) (∂ϱ/∂z) = −g/(ρo h).
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Following the discussion of the vertical gauge in Section 69.5.1 (see in particular equation
(69.41)), we are led to define the depth integrated TRM transport

U
#
(z(ϱ)) =

ˆ z(ϱ)

−H
u#(z) dz =

ˆ ϱ̃(z(ϱ))

ϱ(−H)
û(γ) h

(γ)
dγ, (70.97)

with the second equality following from a change of coordinates from geopotential to isopycnal.
We can go further with this expression by writing

U
#
(z(ϱ)) =

ˆ ϱ̃(z(ϱ))

ϱ(−H)
û(γ) h

(γ)
dγ from equation (70.97) (70.98a)

=

ˆ ϱ̃(z(ϱ))

ϱ(−H)
u h

(γ)
dγ from equation (70.94) (70.98b)

=

ˆ ϱ(z(ϱ)+ξ)

ϱ(−H)
u h

(γ)
dγ from equation (70.91). (70.98c)

The final equality makes it clear that the TRM transport, U
#
(z(ϱ)), is the ensemble mean

volume transport for fluid denser than ϱ(z(ϱ) + ξ) = ϱ̃(z(ϱ)). This transport can also be written
using geopotential coordinates

U
#
(z(ϱ)) =

ˆ z(ϱ)+ξ

−H
udz. (70.99)

The transport from each ensemble member is determined by integrating from the bottom to
the vertical position, z(ϱ) + ξ, and then the TRM transport is determined by computing the
ensemble mean for this transport.

Quasi-Stokes transport

The TRM transport (70.99) can be decomposed into an Eulerian mean plus the correlation of a
fluctuation

U
#
(z(ϱ)) ≡ U(z(ϱ)) +U

qs
(z(ϱ)). (70.100)

The first term,

U(z(ϱ)) =

ˆ z(ϱ)

−H
u dz (70.101)

is the ensemble mean transport between the bottom and the ensemble mean vertical position,
z(ϱ). We interpret this transport as an Eulerian mean since the depth ranges are fixed. In
contrast, the quasi-Stokes transport

U
qs
(z(ϱ)) ≡

ˆ z(ϱ)+ξ

z(ϱ)
udz (70.102)

measures the ensemble mean transport between the mean vertical position of an isopycnal, z(ϱ),
and that of each ensemble member, z(ϱ) + ξ(ϱ). We refer to transport as “quasi-Stokes” given
that it is the difference between an isopycnal (i.e., quasi-Lagrangian) mean and an Eulerian
mean (see Section 70.2)

U
qs
= U

# −U . (70.103)
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As for the traditional Stokes drift discussed in Sections 52.11, and 70.2.5, which arises from a
correlation between larger velocity when a wave crest is present, so too does the quasi-Stokes
transport arise from a correlation between a larger velocity and a larger undulation in isopycnal
thickness.

Three-component TRM velocity

Following from the vertical gauge expression (69.40), we introduce the TRM vector streamfunction

Ψ
#
= U

# × ẑ, (70.104)

and the corresponding three-dimensional non-divergent TRM velocity

v# = ∇×Ψ
#
. (70.105)

The vertical component,

w# = ẑ · (∇×Ψ
#
), (70.106)

has no corresponding component in an isopycnal description, which only requires the horizontal
thickness weighted transport, û. However, the TRM vector streamfunction only requires the

horizontal TRM transport, U
#
, so the two descriptions in effect make use of the same number

of degrees of freedom.

70.4.4 Volume conservation and the thickness equation

Consider two perspectives on volume conservation: one based on isopycnal coordinates and the
other based on geopotential coordinates.

Isopycnal coordinates

In isopycnal vertical coordinates, the volume of a fluid element is written

δV = δx δy δz = δx δy δϱ h, (70.107)

where we introduced the specific thickness, h, from equation (70.93). Geometrically, the product
|h δϱ| represents the vertical distance, or thickness, between two infinitesimally close density
interfaces, ϱ and ϱ+ δϱ (see Figure 64.2). Material conservation of both volume and potential
density implies conservation of the product of specific thickness and horizontal area, δx δy h,
which leads to the thickness equation (Section 66.2.3)

∂h

∂t
+∇hϱ · (hu) = 0, (70.108)

with u the horizontal velocity field, the time derivative is computed with ϱ held fixed, and

∇hϱ = ∇h + S ∂z (70.109)

is the horizontal derivative operator with ϱ held fixed, and

S = ∇hϱz (70.110)

is the horizontal slope of the potential density surface.
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Geopotential coordinates

An Eulerian z-coordinate description of volume stirring within isopycnal layers is rendered via a
combination of volume conservation, ∇ · v = 0, and material conservation of potential density,
Dϱ/Dt = 0. When written as skewsion rather than advection, the natural gauge is the vertical
gauge introduced in Section 69.5.1, since this gauge only requires the same horizontal velocity
field, u, used with the isopycnal coordinate description. This gauge has an associated potential
density skew flux, F skew = −∇ϱ×Ψ, which leads to the evolution

∂tϱ = ∇ · (∇ϱ×Ψ), (70.111)

where all derivatives are here taken with fixed Eulerian (geopotential) coordinates, (x, y, z), and
the ∇ operator is three-dimensional.

70.4.5 Ensemble mean kinematics in isopycnal coordinates
Consider an ensemble of stably stratified (so that the layer specific thickness, h, is single-
signed and nonvanishing) perfect Boussinesq fluid parcels with the same infinitesimal volume,
δV = δx δy δz = δx δy h δϱ, and same potential density, ϱ. Lacking any other marker, such as
a tracer concentration, the ensemble members are distinguished from one another by values
of their horizontal area, δA = δx δy, and their specific thickness, h, that is, their geometric
attributes. The ensemble members are assumed to be stirred by different stochastic realizations
of the fluid flow. Since each flow realization alters the geometric properties of the parcels, a
mean field description focuses on the mean of these geometric properties.

In isopycnal coordinates, (x, y, ϱ, t), the thickness equation (70.108) is satisfied by each
ensemble member

∂th +∇hϱ · (hu) = 0. (70.112)

The ensemble mean computed over these fluid parcels, each with potential density ϱ, satisfies

∂t h
(ϱ)

+∇hϱ ·
(
h
(ϱ)
u(ϱ) + h′ u′(ϱ)

)
= 0, (70.113)

where primed variables represent deviations from the isopycnal mean. It follows that the mean

specific thickness, h
(ϱ)

, of parcels with potential density, ϱ, satisfies the conservation equation

∂t h
(ϱ)

+∇hϱ · (h(ϱ) û) = 0. (70.114)

In this equation we introduced the thickness weighted isopycnal ensemble mean horizontal
velocity

û =
hu

(ϱ)

h
(ϱ)

= u(ϱ) +
h′ u′(ϱ)

h
(ϱ)

≡ u(ϱ) + ubolus, (70.115)

along with the isopycnal ensemble mean horizontal velocity, u(ϱ), and the horizontal bolus
velocity, ubolus, originally introduced by Rhines (1982). The bolus velocity for an isopycnal layer
corresponds to the transport

h
(ϱ)
ubolus = h

(ϱ)
(û− u(ϱ)) = h′ u′(ϱ), (70.116)

which arises from the along-isopycnal correlations between specific thickness and horizontal
velocity.

Quite conveniently, the mean conservation equation (70.114) takes the same mathematical
form as the conservation equation (70.112) satisfied by each ensemble member. The key difference

is that the isopycnal ensemble mean thickness, h
(ϱ)

, is stirred by the thickness weighted isopycnal
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ensemble mean horizontal velocity, û, whereas the thickness of each ensemble member is stirred
by a randomly different realization of the horizontal velocity, u. The simplicity of the mean field
description (70.114) is afforded by use of the Lagrangian vertical coordinate, ϱ.

70.4.6 Ensemble mean kinematics in geopotential coordinates

Now consider a geopotential coordinate description of the isopycnal ensemble. For this purpose,
we interpret a vertical position, z, as the ensemble mean vertical position, z(ϱ). Consequently,
mean fields defined at the fixed vertical position correspond to either modified mean fields when
not thickness weighted (equation (70.90)), or TRM fields when thickness weighted (equation
(70.95)).

Evolution of modified mean density

Following the skewsion formulation from Section 69.5, at the ensemble mean vertical position,

z = zρ, the streamfunction Ψ
#

defines an effective skew flux of the modified mean potential
density given by

F
#
= −∇ϱ̃×Ψ

#
. (70.117)

Using the identity Ψ
#
= U

# × ẑ, we can write this skew flux as

F
#
= −U#

∂zϱ̃+ ẑ U
# · ∇hϱ̃ (70.118a)

= −(U#
+ ẑ S ·U#

) ∂zϱ̃, (70.118b)

where

S = −∇hϱ̃
∂zϱ̃

(70.119)

is the slope of the modified mean density field originally introduced via equation (70.110), and
∇h = (∂x, ∂y, 0) is the horizontal gradient operator taken with constant geopotential, z = z(ϱ).
The convergence of the effective skew flux leads to a stirring of the modified mean density ϱ̃ at
the mean vertical position, z = z(ϱ),

∂tϱ̃ = ∇ · (∇ϱ̃×Ψ
#
). (70.120)

This equation represents a geopotential coordinate specification of the evolution of the modified
mean density due to stirring by the mean eddies. It corresponds directly to the evolution
equation (70.111) satisfied at vertical position, z, by a single member of the ensemble.

70.4.7 Approximate ensemble mean kinematics in geopotential coordinates

Equation (70.120) represents an exact z-coordinate description of the stirring of modified mean
potential density. However, when working in geopotential coordinates, all that is available is
Eulerian information. Hence, the Lagrangian information used to realize this exact description
must be approximated.

Estimating the quasi-Stokes transport

The approximation requires an estimate of the quasi-Stokes transport, U
qs
, defined by equation

(70.102). We addressed a similar estimation in Section 70.2.4 when discussing the Stokes mean.
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Here, we expand the TRM transport in a Taylor series about the vertical position, z = z(ϱ)

U
#
(z) =

ˆ z+ξ

−H
u(s) ds (70.121a)

= U(z) + u ξ
(z)

+
1

2
∂zu ξ ξ

(z)
+O(α3), (70.121b)

where neglected terms are third order in deviation quantities. Note that all ensemble means are
taken at fixed vertical position, which accords with taking a Taylor series about the ensemble
mean vertical position, z = z(ϱ).

The ensemble means in equation (70.121b) are interpreted as follows. The first term is
the Eulerian mean horizontal transport passing beneath the ensemble mean vertical position,
z = z(ϱ). The second term, u ξ, is the horizontal velocity evaluated at the ensemble mean
vertical position and multiplied by the deviation, ξ, of the potential density surface from its
mean vertical position, all averaged at fixed vertical position. An Eulerian split of the horizontal
velocity, u, into its Eulerian mean, u(z), and deviation, u′, leads to the correlation

u ξ
(z)

= u′ ξ
(z)
. (70.122)

For the second order term, similar considerations lead to

∂zu ξ ξ
(z) ≈ ∂zu(z) ξ ξ

(z)
, (70.123)

where neglected terms are third order and higher. Combining these relations leads to the second
order accurate expression

U
# ≈ U + u′ ξ

(z)
+

1

2
ξ ξ

(z)
∂zu

(z). (70.124)

The disturbance field

Following the discussion in Section 70.2.6, we here determine the disturbance field, ξ, in terms
of fields at constant vertical position. For this purpose, use the identity (70.91) to give

ϱ̃(z) = ϱ(z + ξ) (70.125a)

= ϱ(z) + ∂zϱ(z) ξ +
1

2
∂zzϱ(z) ξ

2 +O(α3). (70.125b)

Subtracting the Eulerian mean of equation (70.125b) from the unaveraged equation (70.125b),
and noting that ϱ̃ is already a mean field, leads to the second order accurate expression for the
deviation

ξ = −ϱ′(z)/∂zϱ(z) +O(α2), (70.126)

where
ϱ(z) = ϱ(z) + ϱ′(z). (70.127)

To within the same order, the deviation can be written

ξ = −ϱ′(z)/∂zϱ̃(z) +O(α2). (70.128)
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Approximate quasi-Stokes transport

Substituting the deviation (70.128) into the approximate expression (70.121b) for the TRM
transport yields an approximate expression for the quasi-Stokes transport

U
qs
= −u

′ ϱ′
(z)

∂zϱ̃
+
ϕ
(z)
∂zu

(z)

(∂zϱ̃)2
+O(α3), (70.129)

where

ϕ
(z)

=
1

2
ϱ′ ϱ′

(z)
(70.130)

is the mean potential density variance. McDougall and McIntosh (2001) noted that the Gent
et al. (1995) scheme offers a parameterization of the two correlations on the right hand side of
equation (70.129). We have more to say regarding this parameterization in Section 71.1.

Substituting the deviation (70.128) into the approximate expression (70.125b) yields, to
within terms of third order, the relation

ϱ̃ = ϱ(z) − ∂z
[
ϕ
(z)

∂zϱ(z)

]
+O(α3). (70.131)

As for the Stokes transport, the modified mean density and Eulerian mean density, when
evaluated at the same vertical position, differ by terms that are second order in eddy amplitude.

70.4.8 Further study

This section is largely based on approaches used by DeSzoeke and Bennett (1993), McIntosh
and McDougall (1996), Kushner and Held (1999), and McDougall and McIntosh (2001) as
summarized in Section 9.3 of Griffies (2004). Many other papers have applied this formalism to
a variety of analyses, with examples including Nurser and Lee (2004a), Nurser and Lee (2004b),
Young (2012), Wolfe (2014), and Jansen et al. (2024).

70.5 Mean tracer equation
We now include a tracer field to the ideal Boussinesq fluid element and determine a mean
field description for the tracer. The transport of tracer by eddies has both a reversible stirring
component and an irreversible mixing component. The stirring arises from both the thickness
correlation to velocity as well as the velocity correlated with tracer.

70.5.1 Thickness weighted average8

In equation (70.115) we introduced a specific thickness weighted average (or mean) operator,
which is quite useful when considering the mean tracer equation. In general, for any field, Ψ,
associated with a potential density layer, ϱ, we define the decomposition into thickness weighted
average and deviation

Ψ(ϱ) = Ψ̂(ϱ) + Ψ′′(ϱ) (70.132a)

=
hΨ

(ϱ)

h
(ϱ)

+Ψ′′. (70.132b)

8We also considered thickness weighted averaging for the shallow water equations in Chapter 67. The same
identities hold here for the continuously stratified fluid.
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It follows by definition that the thickness weighted average of Ψ′′ vanishes,

hΨ′′(ϱ) = 0. (70.133)

70.5.2 Isopycnal mean thickness weighted tracer equation

When attaching a tracer to fluid elements, each member of the ensemble satisfies the isopycnal
tracer equation

∂tC + u · ∇hϱC = 0. (70.134)

Combining the tracer and thickness equations leads to the thickness weighted tracer equation

∂t(hC) +∇hϱ · (huC) = 0. (70.135)

Hence, in isopycnal coordinates and in the absence of irreversible processes, the evolution of
thickness weighted tracer occurs via the isopycnally oriented convergence of the two-dimensional
thickness weighted horizontal advective flux, huC.

To address the problem of describing the ensemble mean tracer equation in isopycnal
coordinates, decompose the tracer and velocity field into their thickness weighted average and
deviation

∂t[h (Ĉ + C ′′)] +∇hϱ · [h (û+ u′′) (Ĉ + C ′′)] = 0. (70.136)

Taking an ensemble average over fluid elements with the same potential density, and using
equation (70.133), yield the mean thickness weighted tracer equation

∂t(h
(ϱ)
Ĉ) +∇hϱ · (h(ϱ) Ĉ û) = −∇hϱ · (hC ′′ u′′(ϱ)). (70.137)

Now introduce the correlation,

hC ′′ u′′(ϱ) = h
(ϱ)
Ĉ ′′ u′′, (70.138)

(see equation (70.132b)), and recall that the mean thickness h
(ϱ)

satisfies the mean thickness
equation (70.114). These two points lead to the evolution equation for the mean thickness
weighted tracer concentration

(∂t + û · ∇hϱ) Ĉ = − 1

h
(ϱ)
∇hϱ · (h(ϱ) Ĉ ′′ u′′). (70.139)

70.5.3 Subgrid scale tracer transport tensor

The correlation between tracer and velocity found on the right-hand side of the mean thickness
weighted tracer equation (70.139) is typically written in terms of a subgrid scale tracer transport
tensor

Ĉ ′′ u′′ = −J · ∇hϱĈ. (70.140)

This definition leads to the evolution equation

(∂t + û · ∇hϱ) Ĉ =
1

h
(ϱ)
∇hϱ · (h(ϱ) J · ∇hϱĈ). (70.141)

The subgrid scale operator on the right hand side has the same general form as the diffusion
operator written in isopycnal coordinates as derived in Section 63.15. However, in addition to
symmetric diffusion processes, this operator includes skewed fluxes that lead to skew diffusion
as discussed in Section 70.3.2. Whereas the diffusive aspect is commonly parameterized as
dianeutral diffusion and neutral diffusion (Section 71.1), there is no parameterization for the
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skewed correlations for use in ocean models. We comment further on this situation in Section
71.3.9.

70.5.4 Mean tracer transport beneath a density surface
It is useful to further elucidate the relevance of mean thickness weighted fields. For this purpose,
consider the mean horizontal tracer transport occurring beneath a particular potential density
surface ϱ = ϱ̃,

C
#
(z(ϱ)) =

ˆ zϱ+ξ

−H
C udz. (70.142)

Setting tracer concentration to unity recovers the expression (70.99) for the TRM transport.
Changing coordinates and making use of the subgrid scale tracer tensor renders

C
#
(z(ϱ)) =

ˆ ϱ̃(z(ϱ))

ϱ(−H)
C u h

(ϱ)
dϱ (70.143a)

=

ˆ ϱ̃(z(ϱ))

ϱ(−H)
(Ĉ û+ Ĉ ′′ u′′)h

(ϱ)
dϱ (70.143b)

=

ˆ ϱ̃(z(ϱ))

ϱ(−H)
(Ĉ û− J · ∇hϱĈ)h(ϱ) dϱ (70.143c)

=

ˆ z(ϱ)

−H
(Ĉ û− J · ∇hϱĈ) dz. (70.143d)

Hence, the mean thickness weighted fields naturally appear when considering such physically
interesting quantities as the mean horizontal transport of a tracer beneath the modified mean
potential density surface.

70.5.5 Summary of the tracer parameterization problem
Traditionally, the isopycnal parameterization problem for the evolution of the mean thickness
weighted tracer requires a parameterization of the bolus velocity ubolus, which again is related
to the thickness weighted horizontal velocity via

û((ϱ)) =
hu

(ϱ)

h
(ϱ)

= u(ϱ) +
h′ u′(ϱ)

h
(ϱ)

= u(ϱ) + ubolus. (70.144)

In addition to the bolus velocity, it is necessary to parameterize the subgrid scale tracer transport
tensor

Ĉ ′′ u′′ = −J · ∇hϱĈ, (70.145)

which generally has symmetric (diffusive) and antisymmetric (stirring) components (Section
70.3).

For a geopotential coordinate description, equation (70.95) is used to relate thickness weighted
mean fields, defined as a function of ϱ, and TRM fields, defined as a function of the mean vertical
position of ϱ, to write for the tracer field

Ĉ(x, y, ϱ̃, t) = C
#
(x, y, z(ϱ), t). (70.146)

Equation (70.146), and the developed formalism, leads to the mean field tracer equation in
geopotential coordinates

∂tC
#
= ∇ · (∇C# ×Ψ

#
) +R(C

#
), (70.147)
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where R(C
#
) is the geopotential coordinate form of the mixing/stirring operator on the right-

hand side of equation (70.141). Details for the transformation of the mixing/stirring opertor
from isopycnal to geopotential coordinates are provided in Section 63.15.

70.5.6 Comments
Much in this section follows from Smith (1999), McDougall and McIntosh (2001), Young (2012),
and Jansen et al. (2024), each of which focused on the hydrostatic primitive equations assuming
a vertically stable buoyancy stratification. The paper by Young (2012) is the first to formulate
the ensemble mean primitive equations (continuity, tracer, momentum, vorticity, and energy
equations) in a form where only the thickness weighted (residual mean) velocity appears. Hence,
the formulation of Young (2012) eliminates the need to parameterize the bolus velocity or the
quasi-Stokes transport since neither appear as separately identified terms. The paper by Jansen
et al. (2024) further pursues the ideas from Young (2012) within the context of generalized vertical
coordinate ocean models (see Part XII of this book), and they identify some inconsistencies in
how certain ocean models are implementing the eddy parameterizations. The topic of formulating
the equations of motion remains an active topic of research for purposes of facilitating subgrid
scale closure.
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Chapter 71

ELEMENTS OF PARAMETERIZED OCEAN TRACER

TRANSPORT

In the presence of turbulent flows, tracer variance directly cascades to the small scales. This
downscale cascade is facilitated by reversible stirring from balanced and unbalanced fluctuations
(e.g., mesoscale eddies, submesoscale eddies, breaking gravity and lee waves, turbulent boundary
layer processes). The cascade to progressively smaller scales eventually reaches the Batchelor
scale (order millimetres; e.g., Section 11.5.1 of Vallis (2017)). At this scale, tracer gradients are
sufficiently large in magnitude that molecular diffusion can readily act to dissipate tracer variance
through irreversible diffusive mixing. Tracer transport at scales larger than the Batchelor scale
is dominated by nearly reversible stirring, whereas transport at and below the Batchelor scale
is dominated by irreversible mixing from molecular diffusion. This phenomenology provides a
constraint on the form of the tracer equation to be used for coarse grained numerical models,
where the model grid scale is generally much larger than the Batchelor scale.

In this chapter, we study certain of the mathematical and physical properties of parameterized
advective and diffusive tracer transport. In general, such parameterizations aim to encapsulate
key aspects of physical processes too small to observe and/or to simulate. This subgrid scale
parameterization problem is far broader and deeper than available from a single chapter. We focus
mostly on subgrid scale tracer advection and diffusion operators arising from mesoscale eddy
motions, yet even this limited focus involves far more than can be covered here. In particular, we
do not discuss theories for how the eddy diffusivities are computed, which generally require studies
of the momentum, energy, and vorticity budgets that are not considered here. Furthermore, we
only consider parameterizations of the subgrid scale tracer flux, whose convergence provides a
subgrid tendency for the coarse-grained tracer equation. Focusing on fluxes supports locality
and conservation for the coarse-grained tracer equation, with these properties also shared by the
uncoarsened tracer equation.
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chapter guide

We studied the physics of tracer diffusion in Chapter 68 and then advection-diffusion in
Chapter 69. We also studied the kinematics of tracer transport in Chapter 70. The present
chapter relies on that material, with a focus on the maths and physics of advective-diffusive
parameterizations of tracer transport. We also make use of neutral directions as detailed
in Section 30.5. Mathematically, we rely on Cartesian tensor analysis from Chapters 1
and 2.

The reader is cautioned that the notation in this chapter is somewhat tedious, which
arises from the many variants of tracer fluxes considered. Furthermore, there are a variety
of unanswered questions about the suitability of certain parameterizations for ocean
circulation models, particularly the anisotropic neutral diffusion discussed in Section 71.5
and the anisotropic Gent-McWilliams stirring in Section 71.6. These sections are written
in the hope that they offer a framework for numerically implementing and testing these
schemes in models.
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71.6.2 Anisotropic Gent-McWilliams skew tracer flux . . . . . . . . . . . 2013
71.6.3 Anisotropic GM skewsion plus small slope neutral diffusion . . . 2014
71.6.4 A parameterization based on a boundary value problem . . . . . 2014

71.1 Summarizing tracer transport parameterizations
In this section we offer an outline of the tracer transport parameterizations, starting from the
small scales and moving to the mesoscale. We mostly focus on ocean applications, though similar
arguments hold for the atmosphere as well.

71.1.1 A synopsis of ocean mixing processes
Irreversible mixing in the ocean takes place at the millimeter scale through the action of chaotic
molecular motions that act to dissipate property gradients. This mixing is generally represented
by downgradient molecular diffusion. The molecular diffusivity of matter (e.g., salt) in seawater
is roughly 10−9 m2 s−1, whereas the molecular thermal diffusivity is roughly 100 times larger (it
is easier to diffuse enthalpy (heat) than matter, Gill , 1982). Reversible stirring by turbulent
eddies greatly increases the magnitude of property gradients upon which molecular diffusion
acts (Eckart , 1948; Nakamura, 2001; Müller and Garrett , 2002), thereby increasing the total
amount of irreversible mixing. Motivated by molecular diffusion and Brownian motion Einstein
(1905), and following the pioneering work of Taylor (1921), it is common to parameterize mixing
induced by turbulent eddy stirring as a diffusive closure with an eddy diffusivity that is far
larger than molecular values. Furthermore, the eddy diffusivities are generally the same for all
tracers since eddies generally act the same regardless the tracer. Double diffusive processes is
the notable counter-example to this equivalence Schmitt (1994).

Mixing induced by eddies of length scale O(centimeters−metres) is associated with fine scale
mixing processes such as gravitational instability, shear instability and breaking internal gravity
waves (MacKinnon et al., 2013), as well as a suite of boundary layer processes (Large et al.,
1994). This mixing is commonly parameterized by a flow dependent isotropic eddy diffusivity.
The magnitude of the eddy diffusivity is typically O(10−3 − 10−2 m2 s−1) in boundary layers,
and O(10−5 m2 s−1) in the quiescent ocean interior (Polzin et al., 1997; Whalen et al., 2012;
Waterhouse et al., 2014).

Mesoscale eddies, with size O(10−100) km, preferentially stir tracers along neutral directions
(McDougall , 1987a,b; McDougall et al., 2014). The mesoscale eddy stirring in turn induces a
mixing that is parametrized by downgradient diffusion along neutral directions (Section 71.4).
When feeling the geometric constraints of the surface boundary, mesoscale stirring leads to
horizontal oriented mixing across outcropped density surfaces (Treguier et al., 1997; Ferrari
et al., 2008; Danabasoglu et al., 2008). This mixing is parameterized by downgradient horizontal
diffusion. The neutral and horizontal eddy diffusivities associated with mesoscale processes are
typically O(102 − 103 m2 s−1) in the ocean interior and can rise to O(104 m2 s−1) in the ocean
surface layer (Abernathey et al., 2013; Klocker and Abernathey , 2014; Cole et al., 2015).

71.1.2 A rough comparison
What process is more important for setting tracer distributions: neutral diffusion induced by
mesoscale eddies or small scale isotropic diffusion induced by breaking gravity waves? Since the
neutral diffusivity arises from mesoscale eddy stirring, it is many orders of magnitude larger
than the isotropic diffusivity arising from fine scale mixing. However, these two eddy diffusivities
act on very different tracer gradients, in which case the net effects on tracer distributions could
be more comparable.
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To help answer the question, consider a scaling with a constant neutral diffusivity and
a constant isotropic diffusivity. Furthermore, assume Cartesian orientation of the diffusion
operators (i.e., zero neutral slope) and assume the isotropic diffusion is dominated by vertical
diffusion (see Section 71.2). We are thus comparing the following two diffusion processes

horizontal diffusion = κhorz∇2
h C and vertical diffusion = κvert ∂zzC. (71.1)

Now introduce a vertical length scale, H, and horizontal scale, L, over which the tracer
concentration changes by the same amount δC. Doing so leads to the scaled diffusion operators

horizontal diffusion ∼ (κhorz/L
2) δC and vertical diffusion ∼ (κvert/H

2) δC. (71.2)

These operators have the same scale when

κvert = (H/L)2 κhorz. (71.3)

Choosing L = 105 m and H = 101 m leads to

κvert = 10−8 κhorz. (71.4)

Furthermore, if κhorz = 103 m2 s−1, then the two operators provide a similar contribution to
tracer evolution if κvert = 10−5 m2 s−1. This is a rather small diffusivity that is generally thought
to be on the order of that afforded by the background of breaking gravity waves in the ocean
interior (MacKinnon et al., 2013). This scaling is crude since the length scales are dependent
on details of the flow regime, as are the eddy diffusivities. Even so, it suggests that the two
diffusive processes can indeed contribute to tracer distributions by a similar amount.

71.1.3 Diffusive parameterization of fine scale mixing

Ignoring the cross-diffusion processes introduced in Section 26.10 (see also IOC et al. (2010),
Section 2.5 of Olbers et al. (2012), and Graham and McDougall (2013)), the molecular diffusion
of Θ and S lead to the material evolution equations

ρ
DΘ

Dt
= ∇ · (ρ κΘ∇Θ) (71.5a)

ρ
DS

Dt
= ∇ · (ρ κS∇S), (71.5b)

where κΘ > 0 and κS > 0 are the molecular kinematic diffusivities for Conservative Temperature,
Θ, and salinity, S, respectively. For a measured scale, ∆, larger than the scale where gravity
waves break and dissipate kinetic energy (i.e., tens to hundreds of metres), diffusion is commonly
used to parameterize the associated irreversible tracer mixing (e.g., MacKinnon et al., 2013).
Diffusion is also used to parameterize mixing from other small scale processes, such as turbulent
boundary layer processes, double-diffusion, and breaking leewaves. As discussed in Section 4 of
McDougall et al. (2014), small scale mixing generally takes place in an isotropic manner. Its
parameterization thus appears just as for isotropic molecular diffusion given by equation (71.5b),
yet with a far larger eddy diffusivity κfine ≫ κΘ, κS that is a function of the flow

ρ
DΘ

Dt
= ∇ · (ρ κfine∇Θ) (71.6a)

ρ
DS

Dt
= ∇ · (ρ κfine∇S). (71.6b)
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The same eddy diffusivity is used for both Θ and S. This assumption follows the general approach
for turbulent transport parameterizations (e.g, Vallis , 2017), whereby eddies are assumed to act
in the same manner on any conserved scalar tracer.

71.1.4 Advective-diffusive parameterization of eddy-induced transport

Stirring from turbulent scales smaller than the grid scale is commonly parameterized by an
eddy-induced stirring velocity, v∗. For ocean mesoscale eddies, such parameterized stirring
generally follows a variant of Gent and McWilliams (1990) and Gent et al. (1995), with this
stirring quite important for setting large-scale ocean tracer distributions. In addition, mixing
is promoted by the direct cascade from stirring. This mixing is parameterized by a diffusion
operator distinct from that used for the small scale mixing discussed in Section 71.1.3.

Consider a second order subgrid scale eddy transport tensor, E, meant to parameterize both
subgrid scale eddy stirring and eddy mixing. With this tensor, the evolution of salinity and
Conservative Temperature takes the form

ρ
DS

Dt
= ∇ · (ρE · ∇S) (71.7a)

ρ
DΘ

Dt
= ∇ · (ρE · ∇Θ). (71.7b)

As for the fine scale diffusion equations (71.6a) and (71.6b), we here use the same transport
tensor for both S and Θ as eddies are assumed to act in the same manner on any conserved
scalar tracer. As presented in Chapter 69, we decompose the second order transport tensor into
the sum of its symmetric and anti-symmetric components

E =K +A. (71.8)

When the symmetric tensor, K, is positive-definite, it gives rise to downgradient diffusion,
whereas the anti-symmetric tensor, A, gives rise to skew-diffusion or eddy-induced advection.

71.1.5 Mathematical elements of eddy-induced stirring

As detailed in Sections 69.3, 69.4, and 70.3, the anti-symmetric tensor, A, contributes to the
parameterized transport according to

∇ · (ρA · ∇S) = ∂m(ρA
mn ∂nS) (71.9a)

= ∂m(ρA
mn) ∂nS + ρAmn ∂m∂nS (71.9b)

= −ρv∗n ∂nS, (71.9c)

where Amn are the components to the anti-symmetric transport tensor A. Additionally, we
noted that

ρAmn ∂m∂nS = 0 (71.10)

since Amn is anti-symmetric on the indices m,n whereas ∂m∂nS is symmetric (see Exercise 1.2).
Finally, we introduced a density-weighted eddy-induced velocity

ρ v∗n = −∂m(ρAmn)⇐⇒ ρv∗ = −∇ · (ρA). (71.11)

Importantly, ρv∗ has a zero divergence, again due to anti-symmetry of Amn

∇ · (ρv∗) = ∂n(ρv
∗n) = −∂n∂m(ρAmn) = 0. (71.12)
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A zero-divergence for ρv∗ means that it contributes no mass sources or sinks to the fluid.1

Transport from the anti-symmetric tensor thus provides a means to stir tracers due to
unresolved eddy processes. The mathematical form of the stirring can be either through skew-
diffusion or through advection (see Section 69.4). Choosing to make use of the advection form
allows us to combine the contribution from the anti-symmetric transport tensor with the resolved
advection operator, thus resulting in a residual mean material transport equation

ρ
D†S

Dt
= ∇ · (ρK · ∇S) (71.13a)

ρ
D†Θ

Dt
= ∇ · (ρK · ∇Θ), (71.13b)

where the residual mean material time derivative is given by

D†

Dt
=

∂

∂t
+ v† · ∇ (71.14)

and the residual mean velocity is
v† = v + v∗. (71.15)

71.1.6 Dianeutral unit vector and the neutral slope

When considering closures for subgrid mixing and stirring arising from mesoscale motions, we
orient the parameterized processes according to buoyancy as that reflects the physics of mesoscale
motions.2 We thus follow the discussion in Section 30.5 by working with locally referenced
Archimedean buoyancy to determine neutral directions. In particular, at each point in the fluid
we orient stirring and mixing through use of the dianeutral unit vector (Section 30.5.3)

γ̂ =
−α∇Θ+ β∇S
| − α∇Θ+ β∇S| and γ̂ = x̂ γ̂x + ŷ γ̂y + ẑ γ̂z and γ̂ · γ̂ = γ̂2x + γ̂2y + γ̂2z = 1, (71.16)

with γ̂ pointing perpendicular to the neutral tangent plane in a direction towards larger density.3

Furthermore, when the fluid is stably stratified in the vertical, which is common for the mesoscale
and larger, then the squared buoyancy frequency is positive (Section 30.4)

N2 = −g (−α∂zΘ+ β ∂zS) > 0. (71.17)

We can thus introduce the slope of the neutral tangent plane relative to the (x, y) horizontal
plane

S = −
[−α∇hΘ+ β∇hS
−α∂zΘ+ β ∂zS

]
=
g (−α∇hΘ+ β∇hS)

N2
= x̂Sx + ŷ Sy. (71.18)

For such stably stratified fluids, the dianeutral direction can be written in terms of the neutral
slope

γ̂ =
S − ẑ

(1 + S2)1/2
. (71.19)

1For a Boussinesq fluid, the density factor is replaced by the constant reference density, ρo, so that ∇ · v∗ = 0
in the Boussinesq fluid. See section 7 of Griffies and Greatbatch (2012) for more details of the Boussinesq and
non-Boussinesq forms for the parameterized eddy-induced transport.

2We offer further discussion of this point at the start of Section 71.4.
3Equation (4) in McDougall et al. (2014) makes use of the opposite convention so that their dianeutral

direction points towards decreasing density. We instead follow the water mass transformation convention as in
equation (73.38), so that γ̂ points in the direction of increasing density.
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In this form we see that the dianeutral direction is vertically downward when the slopes vanish
(i.e., horizontal neutral directions), which accords with this direction generally pointing toward
increasing density.

71.2 Expressions of small scale diffusion
We here follow Section 4 from McDougall et al. (2014) to highlight distinctions between isotropic
diffusion, dianeutral diffusion,4 and vertical diffusion. Although commonly considered inter-
changeable in the literature as parameterizations of small scale mixing, there are conceptual
distinctions that we identify here. Note that the distinctions between these three diffusions are
quantitatively small when neutral slopes are modest and when κntr ≫ κfine.

71.2.1 Isotropic diffusion
As discussed in Section 71.1.3, we generally parameterize fine scale mixing processes via an
isotropic diffusion process using a diffusivity κfine > 0, diffusion tensor

K iso = κfine

 1 0 0
0 1 0
0 0 1

 , (71.20)

and corresponding diffusion flux
J iso = −ρK iso · ∇C. (71.21)

As illustrated in Figure 71.1, under the effects from isotropic diffusion, a region of tracer is
diffused the same in all three directions so that, for example, a spherical tracer distribution
remains spherical.

71.2.2 Vertical diffusion
Because vertical density gradients are generally much larger than lateral gradients, it is common
to approximate the small scale isotropic diffusion tensor with a vertical diffusion tensor

Kvert = κfine

 0 0 0
0 0 0
0 0 1

 , (71.22)

with a corresponding vertical diffusive flux

J vert = −ρ κfine (∇C · ẑ) ẑ = −ρK iso · ∇C = −ρ κfine ∂zC ẑ. (71.23)

In this manner, vertical mixing of a tracer patch occurs only in the vertical direction (see Figure
71.1).

71.2.3 Dianeutral diffusion
Dianeutral diffusion orients tracer fluxes according to the dianeutral direction (71.16)

J dia = −ρ κfine (∇C · γ̂) γ̂ = −ρKdia · ∇C, (71.24)

4Dianeutral diffusion is commonly also referred to as diapycnal diffusion, with diapycnal diffusion referring
to diffusion across constant potential density surfaces. We distinguish dianeutral from diapycnal in this chapter
since neutral directions are defined by locally referenced potential density, and as such neutral directions generally
differ from isopycnals. Further discussion is provided in Section 30.5 as well as McDougall (1987a).
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where the dianeutral diffusion tensor is given by

Kdia = κfine

 γ̂2x γ̂x γ̂y γ̂x γ̂z
γ̂x γ̂y γ̂2y γ̂y γ̂z
γ̂x γ̂z γ̂y γ̂z γ̂2z

 . (71.25)

Assuming a vertically stable stratification, we can make use of the relation (71.19) to write γ̂ in
terms of the slope, S, thus rendering

(∇C · γ̂) γ̂ =
(S − ẑ) · ∇C

1 + S2
(S − ẑ) = 1

1 + S2

 S2
x Sx Sy −Sx

Sx Sy S2
y −Sy

−Sx −Sy 1

 ∂xC
∂yC
∂zC

 , (71.26)

so that the dianeutral diffusion tensor now takes on the form

Kdia =
κfine

1 + S2

 S2
x Sx Sy −Sx

Sx Sy S2
y −Sy

−Sx −Sy 1

 . (71.27)

As illustrated in Figure 71.1, dianeutral diffusion elongates a tracer patch in the direction normal
to the neutral tangent plane.

z

y

neutral tangent 

plane

isotropic

vertical

dianeutral epineutral

Figure 71.1: Illustrating the effects from various forms of diffusion on a tracer patch. When diffused with an
isotropic diffusion tensor (equation (71.20)), a spherical patch remains spherical. When diffused with a vertical
diffusion tensor (equation (71.22)), a tracer patch elongates in the vertical direction. When diffused with a
dianeutral diffusion tensor (equation (71.27)), a tracer patch elongates in the direction normal to the slanted
neutral tangent plane. Finally, when diffused with a neutral diffusion tensor, such as the Redi tensor (71.74) or
the small slope tensor (71.75), a tracer patch elongates along the neutral tangent plane; i.e., in the epineutral
direction. This figure is adapted from Figure 4 of McDougall et al. (2014).

71.3 Gent-McWilliams eddy-induced advection
As mentioned in Section 70.5.3, there are two processes that contribute to eddy-induced advec-
tion/stirring. One involves the correlations between eddy fluctuations in the velocity and tracer
fields. In Section 70.3, we considered the kinematics of correlations induced by small amplitude
eddying motions, where we found that the eddy-induced motion of fluid particles leads to both
a symmetric (mixing) and anti-symmetric (stirring) dispersion of tracer concentrations. There
is currently no method proposed for parameterizing this form of eddy-induced stirring when it
arises from subgrid scale processes, thus leaving unanswered its importance to large-scale tracer
distributions.

The second process leading to eddy-induced stirring arises from correlations between fluc-
tuations in isopycnal layer thickness and horizontal velocity. As detailed in Section 70.4, this
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second effect leads to a movement of volume between isopycnal layers, or equivalently we can
conceive of it as the quasi-Stokes transport of volume arising from transient eddy motion. This
eddy-induced volume transport affects an eddy-induced tracer transport within isopycnal layers.
Transient mesoscale eddies are the canonical dynanical process leading to this form of transport.
For simulations that do not resolve transient mesoscale eddies, we commonly parameterize the
subgrid scale stirring through variants of the Gent et al. (1995) scheme. Mathematical elements
of this scheme are detailed in this section.

Most presentations of the Gent et al. (1995) scheme assume a Boussinesq fluid, though
with Section 7 of Griffies and Greatbatch (2012) an exception. We here present the non-
Boussinesq form, though in places make the Boussinesq approximation since doing so simplifies
the presentation without losing anything fundamental.5

71.3.1 Details of the parameterization
Gent et al. (1995) parameterize the three-dimensional non-divergent eddy-induced mass flux
(recall Section 69.4.3) according to

ρv∗ = ∇× (ρΨ∗) with Ψ∗ = ẑ × κgm S, (71.28)

where S is the neutral slope given by equation (71.18), and κgm > 0 is a kinematic eddy diffusivity
with dimensions of velocity times a length. Performing the curl on the streamfunction leads to
the horizontal and vertical components to the eddy-induced mass flux

ρu∗ = −∂z (κgm ρS) and ρw∗ = ∇h · (κgm ρS), (71.29)

along with the skew diffusive tensor

Agm = κgm

 0 0 −Sx
0 0 −Sy
Sx Sy 0

 . (71.30)

Following the discussion in Section 69.4.4, we can identify the advective tracer flux, skew tracer
flux, and rotational tracer flux corresponding to the Gent-McWilliams parameterization

J adv = J skew + J rot (71.31)

where

J adv = C ρv∗ = C ρ [−∂z (κgm ρS) + ẑ∇h · (κgm ρS)] (71.32a)

J skew = −∇C × ρΨ∗ = ρ κgm [S ∂zC − ẑ (S · ∇C)] (71.32b)

J rot = ∇× (ρCΨ∗). (71.32c)

71.3.2 Effects on buoyancy
We now consider a Boussinesq fluid with a linear equation of state in order to focus on the
impact of the Gent-McWilliams parameterization on buoyancy, which we measure with potential
density, ϱ. In this case the parameterized skew flux of potential density due to the quasi-Stokes
transport is given by

ρ−1
o J skew = −κgm[∇hϱ− ẑ S2 ∂zϱ] = −κgm [∇hϱ+ ẑ (ρo/g) (SN)2], (71.33)

5In brief, for a Boussinesq fluid, the in situ density factor found throughout this section is set to the constant
Boussinesq reference density, ρo.

CHAPTER 71. ELEMENTS OF PARAMETERIZED OCEAN TRACER TRANSPORT page 1995 of 2158



71.3. GENT-MCWILLIAMS EDDY-INDUCED ADVECTION

with the squared neutral slope and squared buoyancy frequency written

S2 = S · S and N2 = − g
ρo

∂ϱ

∂z
. (71.34)

The parameterization yields a horizontal downgradient diffusive flux of potential density along
with a vertical upgradient diffusive flux. As illustrated by Figure 71.2, so long as the stratification
is stable (N2 > 0), which is assumed by the parameterization, the vertical component to the
potential density skew flux is vertically downward, which corresponds to a vertically upward
buoyancy skew flux. As we see in Section 71.3.3, this orientation ensures that the parameterization
reduces available potential energy. Additionally, Gent et al. (1995) prescribe a diffusivity
that vanishes at the ocean surface and ocean bottom. McIntosh and McDougall (1996) and
McDougall and McIntosh (2001) present more discussion of the boundary conditions, which can
be understood by considering the exact form of the quasi-Stokes transport defined by equation
(70.102). Furthermore, we consider a boundary value problem approach in Section 71.3.8 that
also pays particular attention to the boundary conditions.

z

y

∂yϱ > 0
∂zϱ < 0

ϱ
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Figure 71.2: Orientation of the skew flux of potential density, ϱ, arising from the Gent et al. (1995) parameteri-
zation and as described by Griffies (1998). The sloped black lines are constant ϱ isosurfaces (isopycnals). The
horizontal skew flux of potential density is downgradient (directed from high density to low density), whereas the
vertical skew flux component is upgradient (directed from low density to high density). The net effect is a skew
flux that is oriented parallel to isopycnals.

Figure 71.3 brings elements of the parameterization together by illustrating the Gent-
McWilliams effect for a meridional potential density front in the southern hemisphere. The
mean geostrophic thermal wind flow is eastward, as in the Antarctic Circumpolar Current,
whereas a parameterized secondary circulation acts to weaken the front, with the secondary
circulation proportional to the strength of the front as measured by the isopycnal slope. That
is, the parameterization assumes that the mean effects from geostrophic eddies, whose kinetic
energy is supported by the potential energy in the front, lead to a weakening of the potential
density slope so that the front relaxes toward the horizontal.

71.3.3 Local adiabatic dissipation of available potential energy

We here consider the effects from the Gent et al. (1995) scheme on the available potential energy,
continuing to assume a Boussinesq fluid with a linear equation of state. We express the behavior
using both skew fluxes and advective fluxes. Since we are assuming the parameterization is
adiabatic, the change in potential energy is identical to the change in available potential energy.
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Figure 71.3: The Gent-McWilliams effect for a meridional potential density front in the Southern Hemisphere,
where dense water rises to the south so that ∂yϱ < 0. The mean geostrophic thermal wind flow is eastward
(out of the page), as in the Antarctic Circumpolar Current. With a stable stratification, whereby ∂zϱ < 0, the
Gent-McWilliams streamfuction given by equation (71.28) leads to a counter-clockwise circulation (red isolines).
The dual perspective offered by the Gent-McWilliams skew flux for potential density, given by equation (71.33),
reveals a northward (downgradient) meridional skew flux component along with a downward (upgradient) vertical
component (red vectors). The result from either the streamfunction perspective or the skew flux perspective is a
potential density tendency that relaxes the front towards the horizontal so to reduce the isopycnal slope.

Skew flux approach

Let us approach the parameterization problem from the perspective of satisfying two general
properties: (I) the subgrid scale operator adiabatically stirs while maintaining the same amount
of fluid within isopycnal layers, (II) the subgrid operator locally dissipates potential energy
through an abiabatic rearrangement of the potential density surfaces, with the dissipation
vanishing when there is zero baroclinicity. That is, the scheme dissipates available potential
energy. What is the form of the stirring operator implied by these two assumptions?

Adiabatic stirring of potential density can be realized via the convergence of a skew flux
oriented parallel to potential density surfaces

ρ−1
o J skew = −∇ϱ×Ψ∗, (71.35)

where at this point we have yet to specify Ψ∗. To see what the local dissipation of available
potential energy imposes, consider the gravitational potential energy

P = g

ˆ
ϱ z dV, (71.36)

where, again, we assume the in situ density equals to the potential density as per a linear
equation of state (Section 30.3.5). Assuming all boundaries are material and static allows us to
focus on the time tendency of potential energy associated with the unknown flux

dP

dt
= g

ˆ
z
∂ϱ

∂t
dV = − g

ρo

ˆ
(z∇ · J skew) dV = − g

ρo

ˆ
(z ∂zJ

z) dV =
g

ρo

ˆ
Jz dV, (71.37)

where Jz is the vertical flux component. We drop boundary effects by assuming the subgrid
scale flux vanishes on all boundaries. To provide a local available potential energy sink requires

Jz ≤ 0, (71.38)
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where zero occurs when the isopycnals are flat. It is sufficient to construct the vertical flux
component using only the potential density field itself. For a stably stratified fluid in which
∂zϱ < 0, the following form provides a local available potential energy sink

ρ−1
o Jz = κgm S

2 ∂zϱ = −(κgm ρo/g) (SN)2 ≤ 0. (71.39)

The corresponding horizontal flux is given by a downgradient diffusive flux

J h = −ρo κgm∇hϱ. (71.40)

We have thus recovered the skew flux (71.33) as proposed by Gent et al. (1995). Note that Aiki
et al. (2004) proceed in a similar manner yet do not assume locality of the available potential
energy sink, thus deriving a more general subgrid scale operator.

Advective flux approach

The impacts on potential energy should be the same when representing the parameterization as
an advective flux. To verify this result, return to equation (71.37) and make use of the vertical
component of the advective flux rather than the skew flux

dP

dt
= g

ˆ
ϱw∗ dV (71.41a)

= g

ˆ
ϱ∇h · (κgm S) dV (71.41b)

= g

ˆ
∇h · (ϱ κgm S) dV − g

ˆ
∇hϱ · κgm S dV (71.41c)

= −ρo
ˆ
κgm (SN)2 dV, (71.41d)

which is the same result as for the skew flux.

71.3.4 Meridional overturning mass transport
It is often of interest to compute the mass transport across a portion of the ocean. In particular,
meridional-depth or meridional-potential density streamfunctions allow one to visualize and
quantify the zonally integrated transport occurring in a closed basin or over the full globe. The
quasi-Stokes transport provides a transport in addition to that from the resolved scale Eulerian
mean transport, and the parameterization of Gent et al. (1995) leads to a straightforward
computation of the quasi-Stokes contribution. For this purpose, write the net meridional mass
transport of fluid across a basin and passing beneath a particular depth in the form (the minus
sign is conventional)

T(y, z, t) = −
ˆ

dx

ˆ z

−H
ρ (v + v∗) dz (71.42a)

= −
ˆ

dx

ˆ z

−H
ρ v dz +

ˆ
dx

ˆ z

−H
∂z(κgm ρSy) dz (71.42b)

= −
ˆ

dx

ˆ z

−H
ρ v dz +

ˆ
κgm ρSy dx (71.42c)

≡ Teulerian(y, z, t) +Tgm(y, z, t). (71.42d)

For the penultimate step we set the parameterized quasi-Stokes transport to zero at the ocean
bottom. We thus see that the parameterized quasi-Stokes transport adds a contribution that
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scales linearly with basin size, isopyncal slope, and diffusivity,

Tqs ∼ ρo L |S|κgm. (71.43)

As an example, let ρ = 1035 kg m−3, κgm = 103 m2 s−1, |S| = 10−3, and L = 107 m, which
yields Tqs ≈ 10× 109 kg s−1. This additional transport is a nontrivial addition to that from the
resolved scale velocity field.

71.3.5 Connection to form stress

We now connect the Gent et al. (1995) closure, normally implemented in the tracer equation,
to vertical transfer of momentum through form stress. For this purpose, recall the general
discussion of form stress in Section 28.1 and the more detailed discussions in Sections 31.7 and
36.4. In those discussions, we identify form stress as the horizontal pressure force acting on a
sloped surface, with our present concern with surfaces of constant isopycnals as discussed in
Sections 31.7 and 36.4.

Young (2012) provides a general means for making the connection between Gent et al. (1995)
and form stress for a continuously stratified fluid. Loose et al. (2023) and Jansen et al. (2024)
provide further theoretical and numerical analysis of this approach. For our more schematic
purposes, we follow the treatment in Greatbatch and Lamb (1990), Gent et al. (1995) (their
Section 4), Ferreira and Marshall (2006) (their Section 2), and Zhao and Vallis (2008) (their
Section 2.2). For this purpose, assume the fluid is in Boussinesq planetary geostrophic balance
(detailed in Section 31.5) whereby the horizontal momentum satisfies

ρo f (ẑ × u) = −∇hp+ ∂zτ , (71.44)

with τ a horizontal subgrid scale stress vector. The Coriolis acceleration balances the acceleration
from horizontal pressure gradients plus a vertical transfer of horizontal stress. The horizontal
stress term is generally quite small in the ocean interior, where the flow is in geostrophic balance,
whereas it is large at the ocean surface where it arises from turbulent air-sea interactions; i.e.,
wind stress. Furthermore, it can be large at the bottom through turbulent bottom stresses.

To make the connection between Gent et al. (1995) and the vertical transfer of horizontal
form stress, add ρo f (ẑ × u∗) to both sides of equation (71.44) to obtain

ρo f (ẑ × u†) = −∇hp+ ∂zτ + ρo f (ẑ × u∗), (71.45)

where u† = u + u∗ is the horizontal residual mean velocity. This equation says that the
Coriolis acceleration from the horizontal residual mean velocity balances pressure gradients, the
vertical divergence of the horizontal frictional stresses, plus the Coriolis acceleration from the
eddy-induced velocity. We further unpack the eddy Coriolis acceleration by noting that the
planetary geostrophic velocity satisfies the thermal wind relation in the ocean interior (Section
31.6), whereby

f ∂zu = −(g/ρo) ẑ ×∇ρ = −ẑ ×N2S. (71.46)

We can thus write the Coriolis acceleration from the eddy-induced velocity as

f (ẑ × u∗) = −f [ẑ × ∂z(κgm S)] (71.47a)

= −∂z [ẑ × (f κgm S)] (71.47b)

=
∂

∂z

[
κgm f

2

N2

∂u

∂z

]
(71.47c)

= ∂z(νe ∂zu), (71.47d)
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where the final equality introduced an eddy-induced vertical viscosity

νe ≡ κgm (f
2/N2). (71.48)

Making use of this result in the planetary geostrophic equation (71.45) thus leads to

ρo f (ẑ × u†) = −∇hp+ ∂z(τ + τe), (71.49)

where
ρ−1
o τe = νe ∂zu (71.50)

defines a horizontal mesoscale eddy stress arising from the thermal wind shears. Equation (71.49)
says that the Coriolis acceleration from the horizontal residual mean velocity is in balance with
the horizontal pressure gradient plus the vertical transfer of horizontal shears arising from both
friction/wind/bottom drag plus a contribution from parameterized mesoscale eddies.

We conclude that the Gent et al. (1995) parameterization appears in the planetary geostrophic
residual mean momentum equation as a vertical transport of horizontal stress determined by a
viscosity νe = κgm (f/N)2. Notably, this vertical eddy transfer occurs in the absence of irreversible
mixing. We thus interpret it as a parameterization of the vertical transfer of pressure form stress
via mesoscale eddies that act between isopycnal layers. That is, the Gent et al. (1995) scheme
offers a means to parameterize vertical transfer of horizontal form stress arising from undulating
mesoscale eddies in the ocean interior. This interpretation is more thoroughly discussed in
Section 31.7 (see also Greatbatch and Lamb (1990) and Loose et al. (2023)).

71.3.6 Connection to isopycnal thickness diffusion
Recall the ensemble mean thickness equation (70.114) for a Boussinesq fluid was derived in
Section 70.4.5

∂t h +∇hϱ · (h û) = 0, (71.51)

where
û = u+ ubolus (71.52)

is the thickness weighted transport velocity affecting evolution of the ensemble mean thickness
h. Note that for brevity we here drop the nomenclature ( )(ϱ) used in Section 70.4.5.

Isopycnal correlations of horizontal velocity and layer thickness define the bolus velocity via

hubolus = h′ u′ (71.53)

Now consider a downgradient diffusive closure for this correlation

hubolus = h′ u′ (ϱ) = −K thick · ∇hϱh, (71.54)

with K thick a symmetric and positive-definite 2× 2 diffusion tensor. The mean thickness equation
thus takes the form of an advection-diffusion equation in isopycnal coordinates

∂th +∇hϱ · (hu) = ∇hϱ · (K thick · ∇hϱh). (71.55)

We note one special property of the closure (71.54) revealed when considering discrete
shallow water layers and assuming the thickness diffusion tensor is depth independent. Vertically
summing the eddy transport from the ocean bottom up to a particular layer yields

n=k∑
n=kb

h′n u
′
n
(ϱ)

= −
n=k∑
n=kb

K thick · ∇hϱhn = −K thick ·
n=k∑
n=kb

∇hϱhn = −K thick · ∇hϱηk−1/2, (71.56)
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where ηk−1/2 is the upper interface of layer k (see Figure 35.6), and where kb is the index for
the layer at the ocean bottom. In this case we see that the eddy transport below an isopycnal
interface is directly proportional to the slope of that interface.

71.3.7 Connection to Gent-McWilliams parameterization

To make a direct connection between the thickness diffusion closure (71.54) and the Gent et al.
(1995) closure discussed in Section 71.3.1, note that the specific thickness is the inverse of the
vertical derivative of the potential density

h = (∂zϱ)
−1. (71.57)

Correspondingly, using the relation between derivative operators, ∇hϱ = ∇h + S ∂z, gives

h−1∇hϱh = −h∇hϱ(1/h) product rule identity (71.58a)

= −(∂zϱ)−1 (∇h + S ∂z) ∂zϱ h = ∂z/∂ϱ and ∇hϱ = ∇h + S ∂z (71.58b)

= −∂z(∇hϱ)
∂zϱ

+
∂zzϱ∇hϱ
(∂zϱ)2

rearrangement (71.58c)

= −∂z[∇hϱ/(∂zϱ)] product rule identity (71.58d)

= ∂zS isopycnal slope S = −∇hϱ/(∂zϱ). (71.58e)

Consequently, the bolus velocity takes the form

ubolus = −h−1K thick · ∇hϱh = −K thick · ∂zS. (71.59)

The special case of depth independent diffusivity

For the special case of K thick that is independent of depth and proportional to the 2× 2 identity
matrix, we recover the identity

ubolus = −∂z(κgm S) = u
∗, (71.60)

where the horizontal component of the Gent et al. (1995) velocity, u∗, was identified from
equation (71.29). Again, this identity holds only for the special case of a vertically independent
diffusivity tensor proportional to the identity.

Further caveats

The relevance of a depth-independent diffusivity has been questioned by many authors, such as
Killworth (1997), Treguier et al. (1997), Smith and Vallis (2002), Smith and Marshall (2009), and
Abernathey et al. (2013). We conclude from these studies that a depth independent diffusivity is
not the best choice for the Gent et al. (1995) parameterization, in which case where one places
the vertical derivative is crucial.

The relation between thickness diffusion with the Gent et al. (1995) parameterization further
breaks down near boundaries. The reason is that the eddy diffusivity vanishes next to boundaries
and thus has a depth-dependence. Additionally, as noted by Holloway (1997) and Griffies et al.
(2000), thickness diffusion next to solid earth boundaries leads to an increase in potential energy,
with isopycnals creeping up the topographic slope. Such unphysical behavior motivates isopycnal
modelers instead to use interfacial height diffusion to dissipate noise in the thickness field.
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71.3.8 A parameterization based on a boundary value problem

There have been variants of the Gent et al. (1995) scheme proposed in the literature, such as
those of Aiki et al. (2004) and Ferrari et al. (2010). As for the Gent et al. (1995) scheme, these
alternatives dissipate available potential energy without mixing between isopycnal classes. We
here briefly discuss the scheme of Ferrari et al. (2010), which is used by a variety of ocean climate
models largely since it contains a natural means to numerically regularize the eddy-induced
streamfunction in regions of weak vertical stratification. These considerations are relevant
especially in ocean climate models, where weak or zero vertical stratification is inevitable and so
it is necessary to handle such regimes.

For the Ferrari et al. (2010) scheme we write the parameterized eddy streamfunction as

Ψ∗ = ẑ ×Υ =⇒ u∗ = −∂zΥ and w∗ = ∇h ·Υ, (71.61)

with Υ determined by solving the following vertical boundary value problem at each horizontal
position6

(c2 ∂zz −N2)Υ = −N2Υgm and Υ(ηb) = Υ(η) = 0, (71.62)

where (see equation (71.28))

Υgm = κgm S and N2 S = (g/ρo)∇hϱ. (71.63)

We recover the Gent et al. (1995) scheme when setting the squared speed to zero, c2 = 0, in
which case Υ = Υgm. For c2 > 0, the second order differential operator ensures that Υ smoothly
and continuously transitions through regions where the vertical stratification is weak (N2 is
small), and hence where |S| is large. In contrast, the standard regularization approaches, with
c2 = 0, are somewhat more ad hoc (e.g., see Chapter 15 of Griffies (2004)) or very tedious (e.g.,
Ferrari et al. (2008)).

Following the discussion in Section 71.3.3, we deduce the impacts on potential energy
(assuming a linear equation of state) via equation (71.37), where we make use of the vertical
component of the potential density skew flux

1

g

dP

dt
=

1

ρo

ˆ
Jz dV = −

ˆ
ẑ · (∇ϱ×Ψ∗) dV = −

ˆ
∇hϱ ·Υ dV = −ρo

g

ˆ
N2 S ·Υ dV. (71.64)

The governing differential equation (71.62) leads to

Υ · (c2 ∂zz −N2)Υ = −(g/ρo)κgm Υ · ∇hϱ, (71.65)

which rearranges to

(g/ρo)κgm Υ · ∇hϱ = −c2 ∂z(Υ · ∂zΥ) + c2 (∂zΥ · ∂zΥ) +N2Υ ·Υ. (71.66)

Integrating over a vertical column and making use of the homogeneous Dirichlet boundary
conditions from equation (71.62) leads to

g

ρo

ˆ
κgm Υ · ∇hϱdz =

ˆ
(c2 ∂zΥ · ∂zΥ+N2Υ ·Υ) dz ≥ 0. (71.67)

This inequality means that the potential energy of a vertical column is dissipated. However,
locally at any point in the column the potential energy might increase due to the sign-indefinite
term, −c2 ∂z(Υ · ∂zΥ). Notably, there is no a priori reason that mesoscale eddies dissipate
potential energy at every point in space. Furthermore, numerical experiments documented

6Note that Ferrari et al. (2010) used the opposite sign convention on Υ from that used here.
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in Ferrari et al. (2010) suggest that local potential energy dissipation is not necessary for a
numerically stable operator. We conclude that this approach offers a suitable method for ocean
climate simulations.

71.3.9 Comments

As noted in Section 70.5.3, there is presently no parameterization of subgrid scale stirring along
neutral directions arising from the correlations between tracer and velocity fluctuations. Rather,
the only parameterized subgrid scale stirring is associated with quasi-Stokes transport, with Gent
et al. (1995) providing the canonical approach as summarized in this section. To parameterize
the skew fluxes arising from tracer-velocity correlations requires one to study the polarization of
the eddies giving rise to these skew fluxes, as per the discussion in Section 70.3.2 and Middleton
and Loder (1989).

71.4 Neutral diffusion
Neutral diffusion, also referred to as epineutral diffusion, parameterizes the mixing induced by
mesoscale eddy transport. The parameterization assumes that the neutral diffusive flux of a
tracer is oriented along a neutral direction or a neutral tangent plane. The neutral diffusive
tracer flux, J , for an arbitrary tracer, C, is perpendicular to the dianeutral unit vector

J · γ̂ = 0 =⇒ J · (−α∇Θ+ β∇S) = 0, (71.68)

where γ̂ is defined by equation (71.16).

71.4.1 Motivation for neutral diffusion

Pioneering models of the ocean circulation, such as Cox and Bryan (1984), were formulated
with the tracer mixing tensor oriented according to the horizontal and vertical directions. These
simulations exhibited problems near strong density fronts, such as those found in western bound-
ary currents. In such regions, the horizontally oriented diffusion spuriously fluxed temperature
and salinity across isopyncnals, thus degrading the strength of the front and leading to, among
other problems, unphysically weak meridional heat transport (Böning et al., 1995). In earlier
work based on tracer measurements, Montgomery (1938), Veronis (1975), and Rooth (1982)
suggested that ocean properties were preferentially homogenized along local potential density
surfaces rather than geopotential surfaces. Such measurements motivated Solomon (1971) and
Redi (1982) to propose rotating the tracer mixing tensor according to neutral directions.

We offer further indirect evidence that mesoscale eddy induced diffusion is preferentially
aligned along neutral directions. For that purpose, consider a diffusive flux that is not aligned
with neutral directions. In this case, diffusive mixing can cause tracer distributions to cross
neutral directions, thus adding to the mixing that is already parameterized from small scale
mixing processes from Section 71.2. As discussed in Section 14.1.5 of Griffies (2004) as well as
Section 1 of McDougall et al. (2014), the extra mixing induced by this non-neutral orientation of
the mesoscale induced diffusive fluxes is proportional to the squared slope between the proposed
new direction and the neutral tangent plane. Estimates based on field measurements for interior
ocean mixing constrain the magnitude of the miss-alignment to be less than 10−4. This number is
very small, indeed it is zero within error bars of field measurements. Although the measurements
are sparse, they do support the use of mesoscale eddy induced diffusive fluxes that are oriented
according to neutral directions. We thus make use of this constraint in designing the diffusion
tensor in the remainder of this section.
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71.4.2 Redi neutral diffusion
One diffusive flux satisfying the property (71.68) is given by

J redi = −ρ κntr [∇C − γ̂ (γ̂ · ∇C)], (71.69)

where κntr > 0 is the eddy neutral diffusivity (dimensions of squared length per time). In Figure
71.4 we illustrate the diffusive flux arising for a particular configuration of the neutral directions
and the tracer concentration.
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Figure 71.4: Schematic of the Redi neutral diffusion flux, J redi = −ρ κntr [∇C− γ̂ (γ̂ ·∇C)], from equation (71.69).
The sloping lines represent surfaces whose local tangent is in the neutral direction, so that the tracer flux is
aligned parallel to the surfaces. We here depict the case with higher tracer concentration on the right side so that
the downgradient neutral diffusive flux is to the left and upward.

We confirm that J redi is oriented down the tracer gradient by noting that

J redi · ∇C = −ρ κntr

[
|∇C|2 − (γ̂ · ∇C)2

]
≤ 0. (71.70)

We can write the neutral diffusive flux (71.69) in the downgradient flux-gradient relation

J redi = −ρK redi · ∇C, (71.71)

with the neutral diffusion tensor, K redi, given by

K redi = κntr

 1− γ̂2x −γ̂x γ̂y −γ̂x γ̂z
−γ̂x γ̂y 1− γ̂2y −γ̂y γ̂z
−γ̂x γ̂z −γ̂y γ̂z 1− γ̂2x

 =⇒ (K redi)mn = κntr (δ
mn − γ̂m γ̂n). (71.72)

The corresponding neutral diffusion operator is given by the three-dimensional flux convergence

R redi = −∇ · J redi = ∇ · (ρK redi · ∇C). (71.73)

When the neutral surfaces are stably stratified in the vertical, so that their slopes are bounded,
then the diffusion tensor takes the following form originally suggested by Redi (1982), which is
written in terms of the neutral slope

K redi =
κntr

1 + S2

 1 + S2
y −SxSy Sx

−SxSy 1 + S2
x Sy

Sx Sy S2

 . (71.74)
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71.4.3 Small slope neutral diffusion

Another form of the neutral diffusion flux is based on assuming a small magnitude for the slope
of the neutral tangent plane relative to the horizontal, which is the case for most of the ocean
interior even in frontal regions. With this approximation, the small slope neutral diffusion tensor
takes the form

K small = κntr

 1 0 Sx
0 1 Sy
Sx Sy S2

 . (71.75)

The corresponding small slope neutral diffusive flux is

J small = −ρ κntr [∇hγ + ẑ (S · ∇hγ)]C (71.76)

where
∇hγ = ∇h + S ∂z (71.77)

is the horizontal derivative operator computed on the neutral tangent plane (see equation
(63.75)). To show that J small · γ̂ = 0, we make use of the identity (71.19) so that

J small · γ̂ =
J small · S − J small · S

(1 + S2)1/2
= 0. (71.78)

Furthermore, we confirm that J small is oriented down the tracer gradient by noting that

J small · ∇C = −ρ κntr [∇hγC · ∇hC + (S · ∇hγC) ∂zC] (71.79a)

= −ρ κntr

[
|∇hC|2 + 2 (S · ∇hC) ∂zC + |S ∂zC|2

]
(71.79b)

= −ρ κntr |∇hC + S ∂zC|2 (71.79c)

= −ρ κntr |∇hγC|2 (71.79d)

≤ 0. (71.79e)

The small slope approximation was proposed by Cox (1987). However, his form for the small
slope neutral diffusion flux was incorrect as it did not satisfy J small · γ̂ = 0. The corrected form
given by equation (71.76) was first written by Gent and McWilliams (1990). The resulting small
slope neutral diffusion operator is commonly used in ocean climate models (Griffies et al., 1998;
Lemarié et al., 2012), which results from computing the three-dimensional convergence

Rsmall = −∇ · J small = ∇h · (ρ κntr∇hγC) + ∂z(ρ κntr S · ∇hγC). (71.80)

71.4.4 Neutral tangent plane neutral diffusion

A third method to compute neutral diffusion is motivated by the form of isopycnal diffusion in
isopycnal layered models. Rather than isopycnal layers, we work with layers determined locally
by neutral tangent planes. The neutral tangent frame makes use of projected non-orthogonal
generalized vertical coordinates detailed in Chapter 63.

Following the derivations given in Section 63.15, the neutral diffusive flux in the neutral
tangent frame is given by the horizontal flux

J ntp = −ρ κntr∇hγC. (71.81)

This flux is oriented down the tracer gradient as oriented along neutral directions

J ntp · ∇hγC = −ρ κntr |∇hγC|2, (71.82)

CHAPTER 71. ELEMENTS OF PARAMETERIZED OCEAN TRACER TRANSPORT page 2005 of 2158



71.4. NEUTRAL DIFFUSION

which is the same as equation (71.79d) for the small slope fluxes. However, as a purely horizontal
flux, J ntp is not oriented along neutral directions

J ntp · γ̂ ̸= 0. (71.83)

Nevertheless, rather than computing the neutral diffusion operator as a horizontal convergence
of this flux, the neutral tangent plane diffusion operator is computed by taking the convergence
of J ntp along the neutral tangent plane as per equation (63.100)

Rntp = − 1

hγ
[∇hγ · (hγ J ntp)] =

1

hγ
[∇hγ · (hγ ρ κntr∇hγC)] , (71.84)

where

hγ =
∂z

∂γ
dγ = −

[
g

ρoN2

]
dγ (71.85)

measures the thickness of a layer defined by two neutral tangent planes (see equation (63.97)).

As detailed in Section 63.15, Rntp is identical to the small slope neutral diffusion operator
(71.80)

Rntp = Rsmall. (71.86)

In principle, it is a matter of convenience which form of the operator one uses. However, there are
certain issues to consider when implementing these operators in a numerical model. Notably, a
discrete realization of Rntp allows for a diagonal downgradient implementation of neutral diffusion,
just as isopycnal diffusion in an isopycnal ocean model. In contrast, a discrete realization of either
R redi or Rsmall cannot guarantee downgradient fluxes due to the off-diagonal nature of its neutral
diffusive flux components (Griffies et al. (1998), Beckers et al. (1998), Gnanadesikan (1999),
Beckers et al. (2000) Lemarié et al. (2012), Shao et al. (2020)). As a result, discrete realizations
of R redi or Rsmall can produce extrema, which are distinctly not properties of diffusion in the
continuum (see Exercise 68.3). Hence, even though the continuum identity holds Rntp = Rsmall,
there are important differences that arise upon realizing these operators on a discrete lattice.
Shao et al. (2020) provide further discussion of these points as part of their numerical realization
of neutral diffusion.

71.4.5 Neutrality condition

Given the expression (71.16) for the dianeutral unit vector, γ̂, it is straightforward to show that
the neutral diffusive flux for Conservative Temperature and salinity satisfy the constraints

∇Θ · [−αJ(Θ) + β J(S)] = 0 and ∇S · [−αJ(Θ) + β J(S)] = 0. (71.87)

These constraints are generally satisfied if the diffusive fluxes satisfy the balance

αJ(Θ) = β J(S) =⇒K · γ̂ = 0. (71.88)

We refer to this balance as the neutrality condition. It reflects the vanishing of the neutral
diffusive flux of locally referenced potential density. It is maintained by the diffusive flux
(71.69) of Redi (1982), the small slope flux (71.76) of Gent and McWilliams (1990), and the
neutral tangent frame neutral diffusive flux (71.81). However, it is not maintained by the small
slope fluxes from Cox (1987). Furthermore, Griffies et al. (1998) argued for the importance of
maintaining this balance to avoid a nonlinear instability plaguing certain numerical realizations
of neutral diffusion such as that from Cox (1987).
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71.4.6 Symmetry condition

Since the neutral diffusion tensor is symmetric (as are all diffusion tensors), we have

J(Θ) · ∇S = −κntr ρK
mn∂nΘ ∂mS (71.89a)

= −κntr ρK
nm ∂nS ∂mΘ (71.89b)

= −κntr ρK
nm ∂nS ∂mΘ (71.89c)

= J(S) · ∇Θ. (71.89d)

This symmetry condition holds for for any of the diffusion tensors introduced in this chapter. It
is particularly useful in our discussion of cabbeling and thermobaricity in Section 72.3.

71.4.7 GM skewsion plus small slope neutral diffusion

A parameterization of mesoscale eddy stirring and mixing often appears in geopotential coordinate
ocean models in the form of GM skewsion (Section 71.3.1) and small slope neutral diffusion
(Section 71.4.3). The combined tracer flux takes the form

ρ−1 J = −κntr∇hC − (κntr − κgm)S ∂zC − ẑ [(κntr + κgm)S · ∇hC + κntr S
2 ∂zC], (71.90)

which can be written in terms of a subgrid scale transport tensor

ρ−1

 Jx

Jy

Jz

 = −

 κntr 0 (κntr − κgm)Sx
0 κntr (κntr − κgm)Sy

(κntr + κgm)Sx (κntr + κgm)Sy κntr S
2

 ∂xC
∂yC
∂zC

 . (71.91)

In the 1990s and throughout much of the 2000s, it was common to assume that κntr = κgm, in
which case the combined mixing tensor is

K small +Agm = κntr

 1 0 0
0 1 0

2Sx 2Sy S2

 if κntr = κgm, (71.92)

so that the subgrid scale flux simplifies to

ρ−1 J = −κntr∇hC − ẑ κntr (2S · ∇hC + S2 ∂zC) if κntr = κgm. (71.93)

Notably, the 2× 2 horizontal mixing tensor is diagonal. Hence, the horizontal tracer flux is the
same as that which arises from downgradient horizontal tracer diffusion. The simplicity of the
horizontal flux component was alluring to modelers. It was furthermore argued by Dukowicz and
Smith (1997) to be a fundamental property of mesoscale turbulence. However, as emphasized
through the works of Treguier et al. (1997), Ferrari et al. (2008), Danabasoglu et al. (2008), and
Ferrari et al. (2010), the boundary conditions for neutral diffusion and GM skewsion are distinct,
thus breaking their symmetry. Furthermore, studies such as Smith and Marshall (2009) and
Abernathey et al. (2013) clearly point to the distinct vertical structure for the two diffusivities.
Such distinctions are expected since the skew diffusivity and neutral diffusivity parameterize
physically distinct processes: one parameterizes the quasi-Stokes transport, associated with
velocity and layer thickness correlations, whereas the other parameterizes downgradient diffusion
along neutral directions, associated with velocity and tracer correlations.
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71.4.8 Generalized vertical coordinates
Thus far we have considered neutral diffusion as realized in geopotential coordinates or using
neutral tangent plane coordinates. Here, we detail the steps needed to realize neutral diffusion
using the generalized vertical coordinates (GVCs) detailed in Chapters 63 and 64. This formula-
tion is relevant for the now common use of generalized vertical coordinates for ocean modeling
as reviewed by Griffies et al. (2020).
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Figure 71.5: Slopes of a neutral tangent plane (denoted by γ) relative to both the horizontal plane, tan θ(γ/z),
and relative to a generalized vertical coordinate isoline, tan θ(γ/σ), where σ is a generalized vertical coordinate.
We assume positive angles as measure counter-clockwise relative to the horizontal and relative to the σ-isoline,
respectively. Hence, for this example, θ(γ/z) > 0 yet θ(γ/σ) < 0. When extending to the two horizontal directions,
the slopes generally satisfy S(σ/z) = S(γ/z) − S(γ/σ), where |S(γ/z)| = | tan θ(γ/z)| and |S(γ/σ)| = | tan θ(γ/σ)|.
Note that this relation between slope vectors also holds for arbitrary orientations of the σ isolines and neutral
tangent planes.

Start by recalling the expression (63.99) for a general diffusion operator written in terms of
the generalized vertical coordinate, σ = σ(x, y, z, t)

R = − 1

hσ
[∇hσ · (hσ J h) + δσ(zσ∇σ · J)] , (71.94)

where δσ ≡ dσ ∂σ is the dimensionless derivative operator, and the thickness of a σ-layer is

hσ = dz = zσ dσ =
∂z

∂σ
dσ. (71.95)

Now assume the flux, J , is given by equation (71.76) for small slope neutral diffusion. Trans-
forming to generalized vertical coordinates leads to the horizontal flux component

Jhsmall = −ρ κntr∇hγC (71.96a)

= −ρ κntr [∇h + (∇hγz) ∂z]C (71.96b)

= −ρ κntr [∇hσ + (−∇hσz +∇hγz) ∂z]C (71.96c)

= −ρ κntr [∇hσ + (−S(σ/z) + S(γ/z)) ∂z]C (71.96d)

= −ρ κntr (∇hσ + S(γ/σ) ∂z)C, (71.96e)

where the neutral slopes as shown in Figure 71.5 satisfy the identity

S(σ/z) = S(γ/z) − S(γ/σ). (71.97)

Furthermore, we made use of the identity (63.75) relating the partial derivative operators

∇hγ = ∇h + (∇hγz) ∂z and ∇h = ∇hσ − (∇hσz) ∂z. (71.98)

The horizontal flux (71.96e) has the same form as when written using geopotential coordinates,
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only now with the derivative operator ∇hσ and the slope S(γ/σ). Correspondingly, the vertical
flux component

Jzsmall = Jhsmall · S(γ/z) (71.99)

takes the form
zσ∇σ · J small = −S(σ/z) · Jhsmall + Jzsmall = Jhsmall · S(γ/σ), (71.100)

which in turn yields the diffusion operator (71.94)

R = − 1

hσ

[
∇hσ · (hσ Jhsmall) + δσ(J

hsmall · S(γ/σ))
]
. (71.101)

In the special case when σ is parallel to the neutral direction so that S(γ/σ) = 0, the diffusion
operator (71.101) reduces to the neutral tangent plane version given by equation (71.84).

71.5 Anisotropic neutral diffusion

The neutral diffusion discussed in Section 71.4 is based on isotropic diffusion in the neutral
tangent plane. That assumption has been questioned by Smith and Gent (2004) and Fox-Kemper
et al. (2013). We here develop some of the formalism appropriate for studying anisotropic neutral
diffusion.

71.5.1 Orthonormal triad of basis vectors

We make use of the following orthonormal unit vectors7 as depicted in Figure 71.6

ê1 =
d̂× γ̂
|d̂× γ̂|

(71.102a)

ê2 =
γ̂ × (d̂× γ̂)
|d̂× γ̂|

=
d̂− (γ̂ · d̂) γ̂
|d̂× γ̂|

(71.102b)

ê3 = γ̂ (71.102c)

where
d̂ = x̂ d̂x + ŷ d̂y + ẑ d̂z (71.103)

is an arbitrary unit vector that is not parallel to γ̂. The three unit vectors (ê1, ê2, ê3) form an
orthonormal triad at each point in the fluid so that

ê1 = ê2 × ê3 and ê2 = ê3 × ê1 and ê3 = ê1 × ê2. (71.104)

These vectors are oriented by the arbitrary direction, d̂, and the dianeutral direction, γ̂. We
verify that ê2 has unit magnitude by noting that

|d̂× γ̂|2 = |γ̂ × (d̂× γ̂)|2 = 1− (d̂ · γ̂)2. (71.105)

It is also useful to verify that ê3 = ê1 × ê2 through the following vector identity (see equation
(1.71g))

(d̂× γ̂)× [γ̂ × (d̂× γ̂)] = γ̂ |d̂× γ̂|2. (71.106)

7The basis vectors (71.102a)-(71.102c) are more suitable for present purposes than the analogous basis vectors
defined by equations (14.4)-(14.6) in Griffies (2004). In particular, the basis (71.102a)-(71.102c) has a sensible
limit when the neutral slopes are horizontal, in which γ̂ = −ẑ.
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The unit vectors ê1 and ê2 are both within the neutral tangent plane since they are both
orthogonal to γ̂.

The unit vector ê1 is orthogonal to d̂ whereas ê2 is parallel to d̂ if d̂ · γ̂ = 0. For example,

Smith and Gent (2004) proposed setting d̂ to be a horizontal vector set according to the local
horizontal flow direction, in which case

d̂ =
u x̂+ v ŷ

(u2 + v2)1/2
. (71.107)

With γ̂ nearly vertical for much of the ocean interior, then ê2 becomes nearly aligned with d̂.

For these reasons we refer to ê1 as the across-d̂ direction and ê2 as the along-d̂ direction.
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Figure 71.6: Depicting the orthonormal triad of basis vectors given by equations (71.102a)-(71.102c). Our
convention is such that γ̂ typically points downward toward increasing density. The unit vector d̂ is arbitrary so
long as it is not parallel to the dianeutral unit vector, γ̂. It is horizontal when making use of the Smith and Gent
(2004) proposal whereby d̂ = u/|u|, with u = x̂u+ ŷ v the horizontal velocity vector. Since ê1 is orthogonal to d̂,
we refer to ê1 as the cross-d̂ basis vector. Likewise, since ê2 is nearly parallel to d̂, especially when d̂ is close to
horizontal and γ̂ is close to vertical (e.g., Section 71.5.4), then ê2 is referred to as the along-d̂ basis vector.

71.5.2 Anisotropic neutral diffusion tensor

We consider anisotropy according to the unit vectors ê1 and ê2. Hence, the diffusion tensor as
represented using the locally orthogonal triad (ê1, ê2, ê3) is given by

Kaniso =

 κcross 0 0
0 κalong 0
0 0 0

 , (71.108)

where κcross > 0 and κalong > 0 are the generally distinct neutral diffusivities. This tensor takes on
the component form

(Kaniso)mn = κcross ê
m
1
ên
1
+ κalong ê

m
2
ên
2

(71.109a)

= κcross (δ
mn − êm

2
ên
2
− êm

3
ên
3
) + κalong (δ

mn − êm
1
ên
1
− êm

3
ên
3
), (71.109b)

where the second expression made use of the following decomposition of the unit tensor in terms
of the orthonormal basis vectors

δmn = êm
1
ên
1
+ êm

2
ên
2
+ êm

3
ên
3
. (71.110)

Note that (Kaniso)mn is invariant under d̂ → −d̂. Likewise, it is invariant under a change in
the sign of γ̂. Furthermore, note that we recover the isotropic Redi diffusion tensor (71.72) by
setting κcross = κalong = κntr and in which case

(Kaniso)mn = 2κntr (δ
mn − êm

3
ên
3
)− κntr (ê

m
1
ên
1
+ êm

2
ên
2
) (71.111a)

= κntr (δ
mn − êm

3
ên
3
) (71.111b)
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= (K redi)mn (71.111c)

To render a geopotential-Cartesian representation of the anisotropic diffusion tensor, we can
make use of the transformation methods for Cartesian tensors developed in Section 1.10. We do
so by transforming from the locally orthogonal neutral plane coordinate system, defined by the
orthonormal triad (71.102a)-(71.102c), to the geopotential-Cartesian coordinate system, defined
by the Cartesian triad

ê1 = x̂ and ê2 = ŷ and ê3 = ẑ. (71.112)

Since we are working with Cartesian tensors, this transformation is a local rotation matrix, R,
so that8

(Kaniso)mn = Rm
mRn

n (K
aniso)mn =⇒Kaniso = RKaniso RT , (71.113)

where the second equality made use of matrix notation with RT the transpose, and where the
elements to the rotation matrix are given by the direction cosines following equation (1.87)

R =

 ê1 · ê1 ê1 · ê2 ê1 · ê3
ê2 · ê1 ê2 · ê2 ê2 · ê3
ê3 · ê1 ê3 · ê2 ê3 · ê3

 =

 x̂ · ê1 x̂ · ê2 x̂ · ê3
ŷ · ê1 ŷ · ê2 ŷ · ê3
ẑ · ê1 ẑ · ê2 ẑ · ê3

 . (71.114)

The machinery outlined here for the transformation is straightforward but tedious (i.e., two matrix
multiplies). A more streamlined approach, also used for determining the Cartesian components to
the Redi tensor (71.74), is to simply express (ê1, ê2, ê3) using geopotential-Cartesian coordinates
and then plug directly into equation (71.109b).

71.5.3 Properties of the anisotropic neutral diffusive fluxes

We here verify some standard properties for the anisotropic neutral diffusive flux for tracers

J aniso = −ρKaniso · ∇C. (71.115)

Downgradient orientation within the neutral tangent plane

By construction, the flux is downgradient along the two orthogonal directions, ê1 and ê2,

J aniso = −ρ κcross ê1 (ê1 · ∇C)− ρ κalong ê2 (ê2 · ∇C). (71.116)

Furthermore, the flux is within the neutral tangent plane

J aniso · γ̂ = 0 (71.117)

due to orthogonality between the basis vectors

ê1 · γ̂ = ê2 · γ̂ = 0. (71.118)

Neutrality condition

The neutrality condition (71.88) follows since

(−α∇Θ+ β∇S) · ê1 = (−α∇Θ+ β∇S) · ê2 = 0, (71.119)

8Since we are dealing with Cartesian tensors there is no distinction between raised or lowered tensor indices
in equation (71.113). We choose to follow the convention of general tensors in Chapters 3 and 4 simply to help
organize elements of the tensor.
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so that
αJ aniso(Θ) = β J aniso(S). (71.120)

71.5.4 Small slope anisotropic neutral diffusion

We now consider the special case in which the orientation direction, d̂, is strictly horizontal and
normalized so that

d̂ · d̂ = d̂2x + d̂2y = 1. (71.121)

Additionally, we assume the neutral slope is small so that the neutral directions are nearly
horizontal. In this case the basis vectors (71.102a)-(71.102c) take on the following form valid to
O(|S|)

ê1small
= d̂× (S − ẑ) (71.122a)

ê2 = d̂+ ẑ (d̂ · S) (71.122b)

ê3small
= S − ẑ. (71.122c)

Note that ê3small
is orthogonal to ê1small

and ê2small
, however ê1small

· ê2small
is O(S · S). Likewise,

each of these vectors is normalized only to O(S · S).
Making use of the small slope basis vectors in the anisotropic diffusion tensor (71.109a),

and expressing them in geopotential-Cartesian coordinates leads to the small slope anisotropic
neutral diffusion tensor9

K smallaniso = κcross

 1 0 Sx
0 1 Sy
Sx Sy S · S

+∆κntr

 d̂2x d̂x d̂y (d̂ · S) d̂x
d̂x d̂y d̂2y (d̂ · S) d̂y

(d̂ · S) d̂x (d̂ · S) d̂y (d̂ · S)2

 , (71.123)

where
∆κntr = κalong − κcross. (71.124)

As for the unapproximated anisotropic neutral diffusion tensor (71.109a), its small slope version,
Ksmall aniso, is invariant if we swap the direction d̂→ −d̂. Furthermore, in the form (71.123) we
trivially see that K smallaniso =K small (equation (71.75)) in the isotropic limit where κcross = κalong =
κntr.

The anisotropic small slope neutral diffusive flux is given by

Jhsmallaniso = −ρK smallaniso · ∇C, (71.125)

with horizontal and vertical components

Jhsmallaniso = −ρ κcross∇hγC − ρ∆κntr d̂ (d̂ · ∇hγ)C (71.126a)

Jzsmallaniso = S · Jhsmallaniso, (71.126b)

where ∇hγ = ∇h + S ∂z is the horizontal operator as per equation (71.77). By making use of the
expression (71.19), γ̂ = (S − ẑ) (1 + S2)−1/2, we readily find that

Jhsmallaniso · γ̂ = 0. (71.127)

Similarly, we can verify that the neutrality condition (Section 71.4.5) is maintained

K smallaniso · γ̂ = 0 =⇒ αJhsmallaniso(Θ) = β Jhsmallaniso(S). (71.128)

9Equation (71.123) agrees with equations (10) and (14) from Smith and Gent (2004).
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Finally, as per the discussion in Section 71.4.4, we can evaluate the small slope anisotropic
neutral diffusion operator by following the non-orthogonal neutral tangent approach rather than
the three-dimensional Cartesian approach. It is the non-orthogonal neutral tangent approach
that is appropriate for vertical Lagrangian ocean models such as detailed in Griffies et al. (2020)
and Shao et al. (2020).

71.6 Anisotropic Gent-McWilliams stirring

In addition to proposing the use of a small slope anisotropic neutral diffusion tensor (equation
(71.123)), Smith and Gent (2004) proposed a complementary anisotropic version of the Gent-
McWilliams stirring. We here detail the parameterization, again assuming the orientation
direction, d̂, is horizontal

d̂ = x̂ d̂x + ŷ d̂y, (71.129)

just as assumed when discussing the anisotropic small slope neutral diffusion operator in Section
71.5.4.

71.6.1 Streamfunction and anti-symmetric tensor

The parameterized eddy-induced streamfunction is generalized from that in equation (71.28) to
read

Ψ∗ = ẑ × κgmcross S + ẑ × (κgmcross − κgmalong) (d̂ · S) d̂, (71.130)

and the corresponding anti-symmetric stirring tensor is

Agmaniso = κgmcross

 0 0 −Sx
0 0 −Sy
Sx Sy 0

+∆κgm (d̂ · S)

 0 0 −d̂x
0 0 −d̂y
d̂x d̂y 0

 , (71.131)

where
∆κgm = κgmalong − κgmcross. (71.132)

As for the small slope anisotropic neutral diffusion tensor (71.123), we write the skew tensor
Agmaniso in equation (71.131) in a form that manifestly reduces to the isotropic Gent-McWilliams
stirring tensor Agm when κgmalong = κgmcross = κgm.

71.6.2 Anisotropic Gent-McWilliams skew tracer flux

The anisotropic Gent-McWilliams skew tracer flux is

Jgm-aniso = −ρAgmaniso · ∇C (71.133a)

= ρ κgmcross [S ∂zC − ẑ (S · ∇hC)] + ρ∆κgm (d̂ · S) [d̂ ∂zC − ẑ (d̂ · ∇hC)]. (71.133b)

When acting on locally referenced potential density, C = γ, the flux reduces to

Jgm-aniso = ρ κgmcross [−∇hγ + ẑ S2 ∂zγ] + ρ∆κgm (d · S) [d̂+ ẑ (d̂ · S)] ∂zγ. (71.134)

As discussed in Section 71.3.3, a negative vertical component to the potential density skew flux
ensures that the available potential energy is dissipated,

ẑ · Jgm-aniso = ρ [κgmcross S
2 +∆κgm (d · S)2] ∂zγ < 0 =⇒ APE dissipated. (71.135)
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Stably stratified water means that ∂zγ < 0, in which case ẑ · Jgm-aniso < 0 since

κgmcross S
2 +∆κgm (d · S)2 = κgmcross [S

2 − (d̂ · S)2] + κgmalong (d̂ · S)2 > 0. (71.136)

71.6.3 Anisotropic GM skewsion plus small slope neutral diffusion

As noted in Section 71.4.7, there are strong reasons to keep the Gent-McWilliams skew flux
parameterization distinct from the neutral diffusion parameterization. The central practical
reason for the distinction concerns their different treatment of boundary conditions and generally
distinct diffusivities. Even so, we here briefly comment on the special case where we ignore these
distinctions and set the skew flux diffusivities equal to the neutral diffusivities

κgmcross = κcross and κgmalong = κalong. (71.137)

This is the approach assumed by Smith and Gent (2004). With the small slope approximation
to neutral diffusion, we find the combined anisotropic mixing tensor becomes

K smallaniso +Agmaniso =

κcross

 1 0 0
0 1 0

2Sx 2Sy S · S

+∆κ

 d̂2x d̂x d̂y 0

d̂x d̂y d̂2y 0

2 (d̂ · S) d̂x 2 (d̂ · S) d̂y (d̂ · S)2

 . (71.138)

The vanishing right hand column terms simplifies the horizontal tracer fluxes computed from
this tensor. However, again, this formulation lacks is inconsistent with theory that supports the
distinct treatments of the skew flux and neutral flux.

71.6.4 A parameterization based on a boundary value problem

We now follow the approach from Section 71.3.8 to develop a boundary value problem version of
the anisotropic Gent-McWilliams stirring. For this purpose we consider the vertical boundary
value problem

(c2 ∂zz −N2)Υ = −N2Υgmaniso and Υ(ηb) = Υ(η) = 0, (71.139)

where (see equation (71.130))

Υgmaniso = κgmcross S + ẑ ×∆κgm (d̂ · S) d̂. (71.140)

As in Section 71.3.8, we deduce the impacts on potential energy (assuming a linear equation of
state) via the vertical component of the potential density skew flux,

1

g

dP

dt
=

1

ρo

ˆ
Jz dV = −

ˆ
∇hϱ ·ΥdV. (71.141)

The governing differential equation (71.139) leads to

Υ · (c2 ∂zz −N2)Υ = −N2Υ ·Υgmaniso (71.142)

which rearranges to

N2Υ ·Υgmaniso = −c2 ∂z(Υ · ∂zΥ) + c2 ∂zΥ · ∂zΥ+N2Υ ·Υ. (71.143)
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Integrating over a vertical column and making use of the homogeneous Dirichlet boundary
conditions in equation (71.139) leads to

g

ρo

ˆ
Υ · ∇hϱdz = −

ˆ
N2∆κgm(d̂ · S) (d̂ ·Υ) dz +

ˆ [
c2 ∂zΥ · ∂zΥ+N2Υ ·Υ

]
dz, (71.144)

which can be rearranged into the equivalent form

g

ρo

ˆ
Υ · ∇hϱdz

=

ˆ [
c2 ∂zΥ · ∂zΥ+N2 (Υ ·Υ− (d̂ ·Υ)2)

]
dz︸ ︷︷ ︸

positive semi-definite

+

ˆ
N2 (d̂ ·Υ) d̂ · (Υ− S∆κgm) dz.︸ ︷︷ ︸

sign indefinite

(71.145)

The first term on the right hand side is positive semi-indefinite whereas the second term is sign
indefinite. If the second term is positive, or smaller in magnitude than the first term, then the
parameterization provides a column integrated sink of potential energy. Otherwise, potential
energy for the column can increase. There are no existing numerical implementations of this
scheme to determine its suitability for realistic ocean climate simulations.
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Chapter 72

OCEAN DENSITY AND SEA LEVEL

Conservative temperature, Θ, is the preferred means to measure the transport of enthalpy in
the ocean (Section 26.11), and salinity, S, measures the concentration of dissolved salt matter.
These two scalar fields are referred to as active tracers as they both impact density and in turn
affect pressure and ocean currents. In this chapter we study how the evolution of Θ and S
affects density as well as buoyancy. As part of this study, we examine how to compute air-sea
bouyancy fluxes.

Θ and S are conservative tracers so that the net changes in potential enthalpy and salt over
the global ocean domain arise from net imbalances in their boundary fluxes. Likewise, ocean
mass is a conserved field, with global mass changes arising from imbalances in boundary mass
fluxes such as those occuring from increases in land ice melt. However, ocean volume, and hence
ocean density and buoyancy, are not conserved fields. Consequently, ocean volume can change
even if there is no net volume transferred to the ocean. These points have direct impact on
how global mean sea level is affected by ocean processes such as mixing and heating, with the
rudiments presented in this chapter.

chapter guide

Basic notions of thermodynamics, such as Section 26.11, motivate the use of Conservative
Temperature, Θ, as a measure of ocean enthalpy transfer, rather than in situ temperature
or potential temperature. We also make use of the ideas of parameterized turbulent
mixing discussed in Chapters 68 and 71 when formulating the budget equations for Θ
and S. We use Cartesian tensors to reduce the mathematical overhead. Also note that
we use subscripts on specific volume, ν, and density, ρ, for partial derivatives with respect
to Θ and S. This is the only chapter in this book that makes use of subscript notation
for partial derivatives, and we only use it for thermodynamic derivatives.
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72.1 Loose threads
• Schematics for cabbeling and thermobarocity.

72.2 Material evolution of in situ density
Changes to the in situ density of seawater affects pressure forces in the ocean as well as the
volume occupied by the ocean fluid (i.e., sea level). As discussed in Section 30.3.2, we write the
seawater equation of state for density as a function of salinity, S, and Conservative Temperature,
Θ, where Conservative Temperature is the potential enthalpy divided by a constant heat capacity
(see Section 26.11.3 and McDougall (2003); IOC et al. (2010)). We thus make use of the empirical
relation for the seawater density in the functional form

ρ = ρ(S,Θ, p), (72.1)

where S is the salinity rather than the salt concentration (S = 1000S).

We formulate the material evolution of density as weighted by the specific volume1

ν = ρ−1, (72.2)

so that we study

D ln ρ

Dt
=
∂ ln ρ

∂Θ

DΘ

Dt
+
∂ ln ρ

∂S

DS

Dt
+
∂ ln ρ

∂p

Dp

Dt
(72.3a)

= −α DΘ

Dt
+ β

DS

Dt
+

ṗ

ρ c2s
. (72.3b)

1In other chapters we write the specific volume as νs = 1/ρ to distinguish it from ν that is used for kinematic
viscosity. However, in this chapter we write ν = 1/ρ to enable a shorthand for partial derivatives as defined by
equation (72.8). We have no use kinematic viscosity in this chapter.
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In this equation we introduced the thermal expansion coefficient, the haline contraction
coefficient, the squared speed of sound, and the vertical pseudo-velocity in pressure

α = −
[
∂ ln ρ

∂Θ

]
p,S

β =

[
∂ ln ρ

∂S

]
p,Θ

c2s =

[
∂p

∂ρ

]
S,Θ

ṗ =
Dp

Dt
. (72.4)

For the the remainder of this section we unpack the processes contributing to the density material
time evolution appearing in equation (72.3).

72.2.1 Material changes to pressure

To garner some exposure to the physics of ṗ as it appears in equation (72.3), we consider the
special case of a hydrostatic fluid, where the volume per time per horizontal area of fluid crossing
a surface of constant hydrostatic pressure is given by (see Section 64.3.6)

w(p) =
∂z

∂p

Dp

Dt
= −(ρ g)−1 ṗ. (72.5)

The transport measured by w(p) is the pressure-coordinate analog of the vertical velocity
component, w = Dz/Dt, that arises in a geopotential coordinate representation of the vertical.
That is, fluid moving into regions of increasing hydrostatic pressure (ṗ > 0) represents downward
movement of fluid, with w(p) < 0 in this case. Conversely, motion into decreasing hydrostatic
pressure represents upward motion, with w(p) > 0. This vertical movement generally occurs in
the presence of waves, currents, and mixing; i.e., both reversible and irreversible processes give
rise to vertical motion.

72.2.2 Material changes to Θ and S

We now focus on the salinity and temperature contributions to the evolution of in situ density.
To do so, assume that the material evolution of Θ and S are given by the convergence of a
subgrid scale flux

ρ
DΘ

Dt
= −∇ · J (Θ) (72.6a)

ρ
DS

Dt
= −∇ · J (S). (72.6b)

The Conservative Temperature equation (72.6a) was derived in Section 26.11, whereas the
Absolute Salinity equation (72.6b) follows from our derivation of the tracer equation in Section
20.1.2

72.2.3 General expression for density changes

The expressions (72.6a) and (72.6b) for material changes in Θ and S then lead to

−α DΘ

Dt
+ β

DS

Dt
= νΘ∇ · J (Θ) + νS ∇ · J (S) (72.7a)

= ∇ · [νΘ J (Θ) + νS J
(S)]−

[
J (Θ) · ∇νΘ + J (S) · ∇νS

]
(72.7b)

2We here ignore remineralization processes that can contribute to a source term in the salinity equation
(72.6b). Such source terms are discussed in IOC et al. (2010).
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where again ν = ρ−1 is the specific volume and its partial derivatives are written

νΘ =
∂ν

∂Θ
=
α

ρ
and νS =

∂ν

∂S
= −β

ρ
. (72.8)

Bringing the above results together leads to the density equation

D ln ρ

Dt
− ṗ

ρ c2s
= ∇ · [νΘ J (Θ) + νS J

(S)]−
[
J (Θ) · ∇νΘ + J (S) · ∇νS

]
, (72.9)

which has the equivalent form

Dρ

Dt
− ṗ

c2s
= ∇ · [αJ (Θ) − β J (S)]−

[
J (Θ) · ∇α− J (S) · ∇β

]
. (72.10)

We brought the source term from motion across pressure surfaces (Section 72.2.1) onto the left
hand side, as this term appears in the absence of subgrid processes. The first term on the right
hand side represents the divergence of a buoyancy flux due to subgrid scale fluxes of Conservative
Temperature and salinity. In turn, density increases in regions where the buoyancy flux diverges
(e.g., Θ reducing and S increasing). These fluxes arise from a variety of mixing processes, some of
which are surveyed in Section 71.1.1. The second term on the right hand side of equations (72.9)
and (72.10) relates to properties of the locally referenced potential density surface. We study
this source term in Section 72.3 as it appears from the neutral diffusion process. Further effects
arise from unresolved eddy-induced stirring, with that process contributing to the material time
derivative operator to render a residual mean velocity (Section 71.1.4).

72.2.4 Unpacking the subgrid contributions

Recall from Section 71.1 that the subgrid scale fluxes are generally written in terms of a second
order eddy transport tensor, E, so that

J (Θ) = −ρE · ∇Θ and J (S) = −ρE · ∇S. (72.11)

Furthermore, E is typically decomposed as in equation (71.8) into a symmetric downgradient
diffusion tensor, K, and an anti-symmetric skew diffusion (or stirring) tensor, A,

E =K +A. (72.12)

We decompose the contributions to density according to these subgrid tensors using the following
manipulations

Dρ

Dt
− ṗ

c2s
= α∇ · J (Θ) − β∇ · J (S) (72.13a)

= −α∇ · (ρE · ∇Θ) + β∇ · (ρE · ∇S). (72.13b)

Expanding the Θ term leads to

α∇ · J (Θ) = −α∇ · (ρE · ∇Θ) (72.14a)

= −α∇ · (ρA · ∇Θ)− α∇ · (ρK · ∇Θ) (72.14b)

= −α∇ · (ρA) · ∇Θ− α∇ · (ρK · ∇Θ), (72.14c)

= −α v∗ · ∇Θ− α∇ · (ρK · ∇Θ). (72.14d)
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To reach this result we made use of the identities

∇ · (ρA · ∇Θ) = ∂m(ρA
mn ∂nΘ) expose tensor indices (72.15a)

= ∂m(ρA
mn) ∂nΘ+ ρAmn ∂m∂nΘ product rule (72.15b)

= ∂m(ρA
mn) ∂nΘ Amn ∂m∂nΘ = 0 (72.15c)

= −ρv∗ · ∇Θ ∂m(ρA
mn) = −ρ v∗n. (72.15d)

In the final equality we introduced the density weighted eddy-induced velocity, ρv∗, defined by
equation (71.11). The same manipulations for the salinity term lead to

Dρ

Dt
− ṗ

c2s
+ ρv∗ · (−α∇Θ+ β∇S) = −α∇ · (ρK · ∇Θ) + β∇ · (ρK · ∇S). (72.16)

We can write this expression in terms of the residual mean material time operator

D†

Dt
= ∂t + v

† · ∇ =
D

Dt
+ v∗ · ∇ (72.17)

through adding and subtracting c−2
s v∗ · ∇p

ρv∗·(−α∇Θ+β∇S) = v∗·(−ρα∇Θ+ρ β∇S+c−2
s ∇p)−c−2

s v∗·∇p = v∗·(∇ρ−c−2
s ∇p), (72.18)

which then leads to

Dρ

Dt
− ṗ

c2s
+ ρv∗ · (−α∇Θ+ β∇S) = D†ρ

Dt
− 1

c2s

D†p

Dt
, (72.19)

so that
D†ρ

Dt
− 1

c2s

D†p

Dt
= −α∇ · (ρK · ∇Θ) + β∇ · (ρK · ∇S). (72.20)

Transport from the symmetric tensor, K, corresponds to diffusion so long as the tensor is
positive definite. The diffusion operator in the residual mean evolution equation (72.20) can be
written

− α∇ · (ρK · ∇Θ) + β∇ · (ρK · ∇S)
= ∇ · [ρK · (−α∇Θ+ β∇S)] + ρ∇α ·K · ∇Θ− ρ∇β ·K · ∇S, (72.21)

so that the in situ density evolves according to

D†ρ

Dt
− 1

c2s

D†p

Dt
= −∇ · [ρK · (α∇Θ− β∇S)]︸ ︷︷ ︸

conservative processes

+ ρ∇α ·K · ∇Θ− ρ∇β ·K · ∇S.︸ ︷︷ ︸
sources from nonlinear EOS processes

(72.22)

We now discuss the physical processes associated with the right hand side terms.

• linear equation of state: A linear equation of state has ∇α = ∇β = 0 and is
independent of pressure, so that the evolution equation (72.22) takes the form

D†ρ

Dt
= −∇ · [ρK · (α∇Θ− β∇S)] . (72.23)

Under the residual mean transport with a linear equation of state, density remains
materially constant in the absence of any diffusion.

• nonlinear equation of state: A nonlinear equation of state is characterized by spatially
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dependent thermal expansion and haline contraction coefficients. Mixing of Θ and S in the
presence of a nonlinear equation of state generally gives rise to material evolution of in situ
density through cabbeling and thermobaricity (McDougall , 1987b). We offer a summary of
these processes in Section 72.3.

• neutral diffusion:

Neutral diffusion from Section 71.4 maintains a density-compensated diffusive flux of Θ
and S so that

Kneutral · (α∇Θ− β∇S) = 0. (72.24)

Hence, neutral diffusion leaves in situ density changed only via the nonlinear equation of
state processes.

• isotropic small scale diffusion:

As discussed in Section 71.1.3, it is common to parameterize fine scale mixing processes
using an isotropic diffusivity so that the diffusion tensor is given by

K iso = κ I, (72.25)

where I is the unit tensor and κ > 0 is the isotropic eddy diffusivity.

72.2.5 Synthesis of the density equation
In summary, the material time evolution equation for in situ density in the presence of subgrid
scale processes takes the form

Dρ

Dt
=

1

c2s

Dp

Dt︸ ︷︷ ︸
compressibility

−v∗ · (−α∇Θ+ β∇S)︸ ︷︷ ︸
eddy-induced advection

−∇ · [ρ κ (−α∇Θ+ β∇S)]︸ ︷︷ ︸
small scale diffusive mixing

+ ρ∇α ·K · ∇Θ− ρ∇β ·K · ∇S.︸ ︷︷ ︸
nonlinear EOS processes from eddy mixing

(72.26)

We thus have the following physical processes contributing to the evolution of in situ density.

• adiabatic compression: Material changes to pressure in the presence of a finite sound
speed lead to changes in the fluid density.

• small scale mixing: Small scale mixing is parameterized by an isotropic diffusivity,
κ. This diffusivity is the same for all tracers, with the exception of double-diffusive
processes whereby material tracers (e.g., salinity, nutrients) have a diffusivity distinct
from temperature (Schmitt , 1994). Given the dominance of vertical stratification over the
horizontal, it is common to approximate the isotropic diffusion operator with a vertical
diffusion operator (but see Section 4 of McDougall et al. (2014) for caveats).

• eddy-induced stirring: For subgrid scale stirring, such as from mesoscale (and sub-
mesocale) eddies, we introduce a parameterized eddy-induced advection operator. When
combined with the resolved advection, we are led to a residual mean material time derivative,
D†/Dt.

• eddy-induced diffusion: Subgrid scale eddy-induced stirring leads to a direct cascade
of Θ and S variance to the small scales. Mixing arising from this cascade is parameterized
by neutral diffusion, whereby the diffusive fluxes of Θ and S are density compensated
according to the constraint (72.24).
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• nonlinear EOS processes: Mixing of Θ and S in the presence of a nonlinear equation
of state means that in situ density evolves due to cabbeling and thermobaricity (Section
72.3). The dominant contributions to these processes arise from eddy induced mixing (i.e.,
neutral diffusion) (McDougall , 1987b), though small scale mixing also has a contribution.

72.3 Cabbeling and thermobaricity

We now return to the density equation (72.10)

D ln ρ

Dt
− ṗ

ρ c2s
= ∇ · [νΘ J (Θ) + νS J

(S)]−
(
J (Θ) · ∇νΘ + J (S) · ∇νS

)
, (72.27)

and here focus on Θ and S fluxes arising just from the neutral diffusion process described in
Section 71.4. The neutrality condition (71.88) is a fundamental property of neutral diffusion,
and it takes the following form in terms of specific volume

νΘ J
(Θ) + νS J

(S) = 0. (72.28)

Consequently, neutral diffusion affects density evolution only through the source term[
D ln ρ

Dt

]
ntrl diff

= −J (Θ) · ∇νΘ − J (S) · ∇νS . (72.29)

In the remainder of this section we manipulate the source term in this expression with the goal
to identify the variety of physical processes associated with neutral diffusion in the presence of a
nonlinear equation of state.

72.3.1 Basic manipulations

As a first step, eliminate the salt flux by using the neutrality condition (72.28)

J (Θ) · ∇νΘ + J (S) · ∇νS = J (Θ) · [νS ∇νΘ − νΘ∇νS ]/νS . (72.30)

Next, expand the gradients of the specific volume to write

∇νΘ = νΘΘ∇Θ+ νΘS ∇S + νΘp∇p and ∇νS = νSS ∇S + νΘS ∇Θ+ νSp∇p, (72.31)

so that

νS ∇νΘ − νΘ∇νS = ∇Θ(νS νΘΘ − νΘ νΘS)
+∇S (νS νΘS − νΘ νSS) +∇p (νS νΘp − νΘ νSp). (72.32)

We again make use of the neutrality condition (72.28), as well as the symmetry condition (71.89d)
to write

J (Θ) · ∇S (νS νΘS − νΘ νSS) = −J (Θ) · ∇Θ
[
νΘ νΘS − νSS

(νΘ)
2

νS

]
. (72.33)

Bringing these results together leads to

J (Θ) · ∇νΘ + J (S) · ∇νS = J (Θ) · ∇p (νΘp − νpS νΘ/νS)
+ J (Θ) · ∇Θ [νΘΘ − 2 νΘS νΘ/νS + νSS (νΘ/νS)

2], (72.34)
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which can be written in terms of density partial derivatives as

J (Θ) · ∇νΘ + J (S) · ∇νS = −ρ−2 J (Θ) · ∇p (ρΘp − ρpS ρΘ/ρS)
− ρ−2 J (Θ) · ∇Θ [ρΘΘ − 2 ρΘS ρΘ/ρS + ρSS (ρΘ/ρS)

2]. (72.35)

72.3.2 A tidy form

We next write the bracket terms appearing in equation (72.35) in forms consistent with those
written by McDougall (1987b). For that purpose, introduce the thermobaricity parameter
(dimensions of inverse temperature times inverse pressure) whose form is given by

T = β ∂p

[
α

β

]
(72.36a)

=
∂α

∂p
− α

β

∂β

∂p
(72.36b)

= ρ νS ∂p(νΘ/νS) (72.36c)

= −ρ−1 ρS ∂p(ρΘ/ρS) (72.36d)

= −ρ−1 (ρΘp − ρpS ρΘ/ρS), (72.36e)

and the cabbeling parameter (dimensions of squared inverse temperature)

C =
∂α

∂Θ
+ 2

α

β

∂α

∂S
−
(
α

β

)2 ∂β

∂S
(72.37a)

= −ρ−1 [ρΘΘ − 2 ρΘS (ρΘ/ρS) + ρSS (ρΘ/ρS)
2] (72.37b)

= ρ [νΘΘ − 2 νΘS (νΘ/νS) + νSS (νΘ/νS)
2] (72.37c)

to render the very compact result

J (Θ) · ∇νΘ + J (S) · ∇νS = ρ−1 J (Θ) · (T∇p+ C∇Θ) (72.38)

which in turn yields the material evolution of in situ density due to neutral diffusion[
Dρ

Dt

]
ntrl diff

= −J (Θ) · (T∇p+ C∇Θ). (72.39)

72.3.3 Cabbeling

Consider the mixing of two seawater elements. Let the fluid elements separately have distinct
Conservative Temperature and/or salinity, but equal locally referenced potential density. For
a linear equation of state, whereby density is a linear function of Θ and S, then the resulting
mixed fluid element has the same density as the unmixed separate elements. However, for a
nonlinear equation of state, the mixed element generally has a different density. Furthermore,
a property of seawater is that the density of the mixed element is greater than the unmixed
elements. This densification upon mixing is a physical process known as cabbeling (McDougall ,
1987b).

The sign definite nature of cabbeling (i.e., cabbeling always results in denser fluid elements
after mixing) is a direct result of the geometry of the locally referenced potential density surface
when viewed in Conservative Temperature and salinity space. This property in turn manifests
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with the following inequality for the cabbeling parameter

C =
∂α

∂Θ
+ 2

α

β

∂α

∂S
−
[
α

β

]2 ∂β
∂S
≥ 0. (72.40)

Given the downgradient nature of the neutral diffusive fluxes, we have

cabbeling ≡ −C J (Θ) · ∇Θ ≥ 0, (72.41)

thus providing a mathematical expression for the cabbeling source (with dimensions of density
per time). That is, cabbeling results in a positive material evolution of density; i.e., density
increases due to cabbeling. An increase in the density within a column of fluid results in the
reduction of the sea level due to compression of the column.

72.3.4 Thermobaricity
The thermobaricity parameter

T = β ∂p(α/β) (72.42)

is nonzero due to pressure dependence of the ratio of the thermal expansion coefficient to the
haline contraction coefficient. As both thermal and haline effects are present, the parameter T
is more precisely split into two terms

T =
∂α

∂p
− α

β

∂β

∂p

= −ρΘp
ρ

+
ρΘ
ρS

ρpS
ρ
.

(72.43)

Thermobaricity is the common name for the sum, since pressure variations in the thermal
expansion coefficient dominate those of the haline contraction coefficient. The thermal expansion
coefficient generally increases as pressure increases, thus making the thermobaric parameter
positive.

Since the neutral gradient of Θ need not be oriented in a special manner relative to the
neutral gradient of pressure, there is no sign-definite nature to the thermobaricity source term
(with units of density per time)

thermobaricity ≡ −T J (Θ) · ∇p (72.44)

appearing in equation (72.38). Thus, thermobaricity can either increase or decrease density,
depending on details of the density and fluxes. However, as noted by McDougall and You (1990),
thermobaricity typically increases density in much of the World Ocean.

72.3.5 Comments
Griffies and Greatbatch (2012) discuss the impacts on global mean sea level from thermobaricity
and cabbeling as diagnosed from an ocean model. Given that cabbeling always densifies and
thermobaricity is also dominated by densification, these processes lead to a general reduction in
global mean sea level. Klocker and McDougall (2010a), Groeskamp et al. (2016), and Groeskamp
et al. (2019) diagnose cabbeling and thermobaricity from observational based measurements,
with Groeskamp et al. (2019) also offering a more robust numerical method for performing that
diagnostic calculation.

Cabbeling and thermobaricity lead to watermass transformation and associated transport
of water across neutral directions. However, these processes are distinct from other mixing
processes such as breaking gravity waves (Section 71.1). Namely, cabbeling and thermobarocity
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arise from the transport of Θ and S by mesoscale eddies along neutral directions, which in turn
is parameterized via neutral diffusion of these two active tracers. Transient mesoscale eddies
impart a downscale cascade of tracer variance that is ultimately halted by irreversible molecular
mixing, or microscale processes active before reaching the molecular level. This mixing is the
ultimate cause for cabbeling and thermobaricity, with the overall strength of the cabbeling and
thermobaricity determined by the strength of the mesoscale transport.

72.4 Salt and freshwater budgets
We specialize the kinematics of material tracers given in Section 20.4, here focusing on seawater,
which we treat as a two component fluid comprised of salt and freshwater concentrations. We
extend this discussion in Section 72.6 by studying the role of surface boundary salt, enthalpy,
and water transports on changes in ocean buoyancy.

72.4.1 Salt and freshwater
Seawater is comprised of two material tracers: freshwater plus a suite of dissolved trace “salts”.
The ratio of salts is roughly constant over the World Ocean. We are thus able to make use of a
single effective mass concentration known as the salt concentration3

S =
mass of salt

mass of seawater
=

mass of salt

mass of freshwater + mass of salt
(72.45)

to specify the amount of salt within an element of seawater. In practice oceanographers choose
to work with the salinity,4

S = 1000S, (72.46)

which converts from typical salt concentrations of S = 0.035 to a salinity of S = 35. The
complement to salt concentration is the freshwater concentration or mass fraction for an element
of seawater

F =
mass of freshwater

mass of seawater
=

mass of freshwater

mass of freshwater + mass of salt
= 1− S. (72.47)

Other trace matter occurs at very low concentrations so as to make seawater, in effect, a
two-component fluid consisting of freshwater plus dissolved salt.5 We here derive the mass
budget for salt and freshwater as well as the associated kinematic boundary conditions.

72.4.2 Mass budgets
Following our discussion of the tracer equation in Section 20.1, the mass budget equations for
an element of seawater take the form

∂ρ

∂t
+∇ · (ρv) = 0 seawater (72.48)

∂(ρ S)

∂t
+∇ · (ρv S+ J (S)) = 0 salt (72.49)

3We use the salt concentration, S, in this section to avoid 1/1000 factors needed if working with salinity,
S = 1000 S.

4More precisely, the salinity, S, as defined by equation (72.46) is the Absolute Salinity. Absolute Salinity is
distinct from the practical salinity determined by conductivity measurements. IOC et al. (2010) provides a full
accounting of the theory and practice of ocean salinity.

5See IOC et al. (2010) for more discussion of the variations of salt concentration ratios over the ocean, as well
as the impacts from biogeochemical tracers.
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∂(ρF)

∂t
+∇ · (ρv F+ J (F)) = 0 freshwater. (72.50)

Equation (72.48) is the mass budget for seawater and equation (72.49) is the mass budget for salt.
The freshwater budget (72.50) is derived by subtracting the salt budget (72.49) from the seawater
mass budget (72.48). Hence, only two of the three mass budget equations (72.48)-(72.50) are
independent.

We make use of the barycentric velocity in the above conservation laws, where the barycentric
velocity for the ocean is given by

v = Sv(S) + Fv(F). (72.51)

The velocities v(S) and v(F) are, respectively, the molecular center of mass velocities for salt and
freshwater within a fluid element, in which case

∂S

∂t
+ v(S) · ∇S = 0 and

∂F

∂t
+ v(F) · ∇F = 0. (72.52)

Furthermore, the fluxes J (S) and J (F) arise from the difference between the salt and freshwater
velocities from the barycentric velocity

J (S) = ρS (v(S) − v) and J (F) = ρF (v(F) − v). (72.53)

These fluxes are often parameterized by downgradient diffusive fluxes

J (S) = −ρK · ∇S and J (F) = −ρK · ∇F, (72.54)

where K is the kinematic diffusivity tensor for salt in seawater, which is a positive definite
symmetric tensor. We use the same diffusivity tensor for salt and freshwater since the diffusion
of one is balanced by the other. When concerned with molecular processes, the diffusivity tensor
is isotropic with diffusivities set by the molecular value of 10−9 m2 s−1. However, as discussed
in Section 71.1, the eddy diffusivity is far larger than the molecular diffusivity in the presence of
turbulent eddy processes, which also introduces anisotropies to the diffusion tensor.

The advective flux of seawater is comprised of a salt flux plus a freshwater flux

ρv = ρ Sv(S) + ρFv(F). (72.55)

Conversely, the salt flux and freshwater flux can be represented as a non-advective flux plus an
advective flux where advection is defined by the barycentric velocity

ρSv(S) = ρS (v(S) − v) + ρSv = J (S) + ρSv (72.56a)

ρFv(F) = ρF (v(F) − v) + ρFv = J (F) + ρFv. (72.56b)

The non-advective fluxes, J (S) and J (F), lead to an exchange of mass with zero net movement
of mass. In contrast, the advective flux moves mass as determined by the barycentric velocity.
Furthermore, note that the center of mass velocities, v(S) and v(F), offer a conceptual framework
of use to formulate the kinematic boundary conditions. Even so, they offer no new information
beyond that contained in the fluxes J (S) and J (F).

72.5 Surface boundary conditions for S and Θ

In this section we summarize the surface boundary conditions holding for the salinity and
Conservative Temperature equations. This treatment complements that given in Section 20.4.3.
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72.5.1 Salt and freshwater
In deriving the boundary condition (20.83) in Section 19.6.3, we made use of the barycentric
velocity, v, for an element of seawater. We can garner further kinematic insights into the
two-component ocean system by decomposing the total mass flux into contributions from salt
and freshwater

Qm = QS + QF, (72.57)

and by introducing the center of mass velocities for salt and freshwater according to

−Qm = ρ (v − v(η)) · n̂ (72.58a)

= ρ [Sv(S) + Fv(F) − v(η)] · n̂ (72.58b)

= ρ [S (v(S) − v(η) + v(η)) + Fv(F) − v(η)] · n̂ (72.58c)

= S ρ (v(S) − v(η)) · n̂+ (1− S) ρ (v(F) − v(η)) · n̂ (72.58d)

= S ρ (v(S) − v(η)) · n̂+ F ρ (v(F) − v(η)) · n̂ (72.58e)

≡ −(QS + QF), (72.58f)

where we wrote

S ρ (v(S) − v(η)) · n̂ = −QS (72.59a)

F ρ (v(F) − v(η)) · n̂ = −QF. (72.59b)

In these equations, we introduced the velocity, v(η), of a point fixed to the free surface. We
only need the projection of this velocity in the outward normal direction, which is written by
equation (19.92)

v(η) · n̂ =
∂η/∂t

|∇(z − η)| =
∂η/∂t√
1 + |∇η|2

=⇒ v(η) · n̂dS = ∂tη dA, (72.60)

where dS is the area element on the free surface and dA is its horizontal projection. Note that
in many regions, the ocean surface is impermeable to salt, in which case the ocean surface acts
as a material surface in terms of the salt velocity

ρ (v(S) − v(η)) · n̂ = 0 zero surface salt flux. (72.61)

The key exception to this boundary condition concerns sea ice, whereby salt is exchanged between
liquid seawater and sea ice upon the melting or freezing of ice.

For most applications, it is preferable to make use of equation (72.56a) to eliminate the salt
velocity v(S) in favor of the non-advective flux J (S) = ρS (v(S) − v), in which case the kinematic
boundary condition (72.59a) takes the form

−QS = S ρ (v(S) − v(η)) · n̂ = S ρ (v(S) − v + v − v(η)) · n̂ = J (S) · n̂− SQm. (72.62)

Turning this equation around leads to the non-advective flux

J (S) · n̂ = SQm − QS = SQF − FQS, (72.63)

which relates the mass transport crossing the ocean surface at z = η (right hand side) to the
non-advective salt transport on the ocean side of the surface boundary (left hand side). A form
of this equation was also given by equation (20.85). To support intuition and to check signs,
consider the case with QS = 0 so that J (S) · n̂ = SQF. This expression means there is an upward
non-advective flux of salt (J (S) · n̂ > 0) on the ocean side of the z = η boundary in the presence
of an input of freshwater through the ocean surface (SQF > 0). For the converse, let QF = 0 so
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that J (S) · n̂ = −FQS. Now, there is a downward non-advective flux of salt (J (S) · n̂ < 0) on
the ocean side of the z = η boundary in the presence of salt input through the ocean surface
(FQS > 0).

72.5.2 The non-advective salt flux boundary condition
The above properties of boundary mass transfer result from the kinematic property of a fluid
element whose mass is constant, and so the transfer of freshwater across the boundary of a fluid
element is compensated by an opposite transfer of salt. The ocean boundary interface acts as a
boundary for the fluid elements adjacent to the surface. Hence, to move mass across the z = η
interface requires mass to be replenished to the surface fluid elements.

Diffusive closure for the non-advective flux

Consider an ocean without any mixing, such as for a perfect fluid. In this case, mass arriving to
the ocean surface from Qm > 0 will not be incorporated into the ambient ocean fluid, but instead
will form a separate unmixed surface lens. When mass is exchanged across the ocean surface,
mixing is required to incorporate the mass into the ambient ocean fluid. To determine the
level of mixing, assume that J (S) takes the form of a diffusive flux (72.54) so that the boundary
condition (72.63) becomes

J (S) · n̂ = −ρ [K · ∇S] · n̂ = SQm − QS = SQF − F QS. (72.64)

This equation sets the level of diffusion on the ocean side of the surface boundary that is needed
to generate the non-advective transport. The diffusive mixing of salt and freshwater mediate the
transfer of mass across the ocean surface so to incorporate that mass into the ambient ocean
fluid. For example, freshwater added to the ocean (QF > 0) diffuses downward as salt diffuses
upward toward the surface.

Salt dissolved within the mass transport

In the case when salt is transported across the ocean boundary, as occurs with sea ice melting
and formation, it does so largely dissolved in the water that is transported. There can also be a
non-advective transport, such as via parameterized turbulent fluxes, so that the net salt flux is
given by

QS = Sm Qm + Qnon-adv
S . (72.65)

If there are more sources of this transfer then a relation such as this holds for each process. We
are thus led to the net salt flux

QS = −[ρS (v − v(η)) + J (S)] · n̂ = SQm − J (S) · n̂ = Sm Qm + Qnon-adv
S . (72.66)

which leads to the non-advective salt flux on the ocean side of the boundary

−J (S) · n̂ = Qnon-adv
S + (Sm − S)Qm. (72.67)

Figure 72.1 provides a schematic summary of the salt flux boundary condition. Furthermore,
note that this boundary condition is consistent with that derived in Section 20.4.3 for a general
tracer, in particular with equation (20.82).

Treatment in observational analyses and numerical models

In ocean climate modeling applications, the salt mass flux, QS, typically does not affect the
kinematic boundary conditions. This approximation is reasonable given that the dominant
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Figure 72.1: A schematic of an infinitesimal region of the ocean surface boundary at z = η(x, y, t), with z < η
the ocean. Qm dS = Qm dA is the mass transport (mass per time) that crosses the interface and carries a tracer
concentration. We depict the case for salt concentration, S, and Conservative Temperature, Θ, and the expressions
for their net boundary fluxes. These boundary conditions are derived in Section 72.5.2 for salinity and Section
72.5.3 for Conservative Temperature.

contributor to the mass flux, Qm, is the freshwater. Even so, there remains a net salt transported
across the ocean surface in the presence of sea ice melt and formation. The above boundary
conditions, in particular equations (72.66) and (72.67), remain unchanged. Furthermore, it is
necessary to specify the boundary tracer concentration, S(z = η). For salt, this value is typically
set equal to that within the ocean model surface grid cell. This choice is also common for
observation-based studies.

72.5.3 Conservative Temperature boundary condition
Conservative Temperature, potential temperature, potential vorticity, and passive tracers each
satisfy the tracer equation (72.49), with distinct tracer flux vectors J . However, they are not
material tracers and so the kinematic constraints holding for salt do not hold for these other
tracers. We describe the thermodynamic properties of Conservative Temperature in Section 26.11
and the processes affecting its boundary fluxes in Section 72.6. Here we begin our treatment of
this tracer by outlining its surface boundary condition.

As per the general discussion in Section 20.4.3, the net surface boundary flux of Conservative
Temperature is written

QΘ = Θm Qm + Qnon-adv
Θ = −[ρΘ(v − v(η)) + J (Θ)] · n̂ = ΘQm − J (Θ) · n̂. (72.68)

In this equation, Qnon-adv
Θ arises from the non-advective enthalpy fluxes outside the ocean domain

that impact on the upper ocean interface, such as from radiant and turbulent fluxes, whereas
Θm is the Conservative Temperature of the boundary mass flux. Rearrangement leads to the net
expression for the non-advective flux on the ocean side of the upper ocean boundary

−J (Θ) · n̂ = Qnon-adv
Θ + (Θm −Θ)Qm, (72.69)

where Θ = Θ(z = η) is the Conservative Temperature at the surface interface. A common
assumption made for models and observational studies is to set Θm−Θ(z = η) = 0, in which case

−J (Θ) · n̂ = Qnon-adv
Θ if Θm = Θ(z = η). (72.70)

Figure 72.1 provides a schematic summary of the Θ flux boundary condition.

72.5.4 Comments and further reading
We make use of many results from this section when discussing surface ocean buoyancy fluxes in
Section 72.6 and water mass transformation in Section 73.6. Furthermore, Nurser and Griffies
(2019) offer further discussion of the kinematic boundary condition for salt and freshwater, with
that paper motivated by questions related to water mass transformation considered in Section
73.6.

page 2030 of 2158 geophysical fluid mechanics



72.6. SURFACE BOUNDARY FLUXES OF BUOYANCY

72.6 Surface boundary fluxes of buoyancy
As introduced in Chapter 30, buoyancy measures the gravitational acceleration of a fluid element
relative to that of the fluid environment surrounding the element. A reduction in density for the
fluid element is associated with an increase in buoyancy; that is, the fluid element becomes more
buoyant. Changes in buoyancy arise through changes in density associated with temperature
and salinity changes, with buoyancy changes computed relative to a fixed pressure level. In this
way, buoyancy changes are directly related to processes that impact locally referenced potential
density through changes in the temperature and salinity of a fluid element.

In this section we derive the equation describing the changes in ocean buoyancy due to
enthalpy (commonly referred to as “heat”), salt, and water fluxes crossing the ocean surface
boundary. For this purpose, we expose certain of the issues associated with coupling numerical
models of the ocean, atmosphere, and land. A detailed treatment of boundary layer physics
is well outside of our scope. We thus take a phenomenological perspective, developing budget
equations but not diving into details of the turbulent exchange of matter and enthalpy across
the ocean surface boundary. Similar, though simpler, considerations holds for the ocean bottom
boundary, with this an insulating and material boundary except in regions of geothermal fluxes.

72.6.1 Outlining the surface boundary fluxes of enthalpy and salt
Broadly, the surface boundary fluxes are associated with the following physical processes.

• Turbulent processes transfer enthalpy through latent and sensible heating.

• Longwave radiation cools the upper ocean, with this radiation affected by the upper ocean
skin temperature.

• Penetrative shortwave radiation is absorbed in seawater and so increases buoyancy in
regions where the thermal expansion coefficient is positive.6

• All of the above processes are referred to as non-advective transports in that they are
not associated with a net mass transport across the ocean surface. In contrast, advective
processes transfer enthalpy and salt across the ocean surface through the transfer of mass.

• Salt is transferred between the liquid ocean and sea ice when sea ice melts and forms. This
transfer is proportional to the water mass flux and the difference in salinity between the
liquid ocean and solid sea ice. There may be additional turbulent salt fluxes as well, but
there is a negligible transfer of salt associated with precipitation, evaporation, or river
runoff.

72.6.2 Evolution from surface boundary fluxes
We now develop finite volume budget equations for potential enthalpy (via Conservative Tem-
perature, Θ), salt, and seawater mass for a grid cell region next to the ocean surface, with a
focus on contributions due to surface boundary fluxes. For that purpose, introduce the following
quantities for a grid cell,

M =

ˆ
cell

ρdV = ⟨ρ⟩V V =

ˆ
cell

dV = Ah A =

ˆ
cell

dA (72.71a)

hA =

ˆ
cell

[ˆ
cell

dz

]
dA ⟨C⟩M =

ˆ
cell

C ρ dV, (72.71b)

6The Baltic Sea is an outlier in the World Ocean, whose fresh and cold waters often realize a negative thermal
expansion so that heating can increase density rather than reduce it.
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so that ⟨ρ⟩ is the cell averaged density, ⟨C⟩ is the cell averaged tracer concentration, h is the cell
area averaged thickness, V is the cell volume, and A is the cell horizontal area. These definitions
allow us to write

d

dt

[ˆ
cell

ρC dV

]
=

d

dt
[⟨C⟩M ] = A

d

dt

[
h ⟨C⟩ ⟨ρ⟩

]
, (72.72)

where the horizontal area of a cell is assumed to be constant in time and that the cell is bounded
by vertical side walls. The surface boundary fluxes have similar grid cell area averages.

Focusing just on contributions from surface boundary transport leads to the budget equations

∂t(ρ hΘ) = Qm Θm +Qnon-adv
Θ (72.73a)

∂t (ρ hS) = Qm Sm +Qnon-adv
S (72.73b)

∂t (ρ h) = Qm, (72.73c)

where we used a partial time derivative since we are holding the horizontal position fixed.
Furthermore, we reduced notational clutter by dropping the angle brackets for volume average
and the horizontal overline for area average. For a three-dimensional budget, the right hand side
to these equations is combined with fluxes crossing interior cell boundaries. Finally, we wrote
the fluxes as

QmA = Qm S and Qnon-adv
Θ A = Qnon-adv

Θ S and Qnon-adv
S A = Qnon-adv

S S, (72.74)

where S is the area on the free surface and A is the corresponding horizontal area of the grid
cell.7

72.6.3 Buoyancy tendency from surface fluxes
For many purposes, it is of interest to quantify the impacts on ocean buoyancy arising from
surface boundary fluxes. For that purpose, we here develop the budget for buoyancy in a surface
model grid cell region, focusing on surface flux contributions.

Buoyancy has a local time tendency given by

−ρo
g

∂b

∂t
= ρΘ

∂Θ

∂t
+ ρS

∂S

∂t
, (72.75)

where we introduced the shorthand

ρΘ =

[
∂ρ

∂Θ

]
S,p

and ρS =

[
∂ρ

∂S

]
Θ,p

(72.76)

for the partial derivatives of density with respect to Conservative Temperature and salinity,
respectively, each with pressure held constant. We wish to form an evolution equation for
buoyancy at the ocean surface grid cell just due to the effects of surface forcing. For this purpose,
multiply the temperature equation (72.73a) by ρΘ and add to the salinity equation (72.73b)
multiplied by ρS

ρΘ

[
∂(ρ hΘ)

∂t

]
+ ρS

[
∂(ρ hS)

∂t

]
= Qm (ρΘΘm + ρS Sm) + ρΘQ

non-adv
Θ + ρS Q

non-adv
S . (72.77)

Now use the mass budget (72.73c) and introduce the buoyancy tendency according to equation

7The surface area, S, along the z = η boundary is not generally horizontal and it is not generally constant in
time. Yet its horizontal projection, A, is time independent since we fix the horizontal positions for the vertical cell
walls.
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(72.75) to render an expression for the time tendency of the surface ocean buoyancy

−(ρo/g) ρ h
[
∂b

∂t

]surface
= Qm [ρΘ (Θm −Θ) + ρS (Sm − S)] + ρΘQ

non-adv
Θ + ρS Q

non-adv
S . (72.78)

Introducing the thermal expansion and saline contraction coefficients

α = −1

ρ

[
∂ρ

∂Θ

]
S,p

and β =
1

ρ

[
∂ρ

∂S

]
Θ,p

(72.79)

yields [
∂b

∂t

]surface
=

g

ρo h

(
Qm [α (Θm −Θ)− β (Sm − S)] + αQnon-adv

Θ − β Qnon-adv
S

)
(72.80a)

=
g

ρo h

(
α [Qm (Θm −Θ) +Qnon-adv

Θ ]− β [Qm (Sm − S) +Qnon-adv
S ]

)
. (72.80b)

In regions where the thermal expansion coefficient is positive (α > 0), adding a boundary mass
(Qm > 0) that has Θm > Θ increases the buoyancy of the surface ocean; i.e., adding relatively
warm water increases surface ocean buoyancy. Likewise, where the haline contraction coefficient
is positive (β > 0), adding boundary mass with Sm < S increases buoyancy of the surface ocean;
i.e., adding relatively freshwater increases surface ocean buoyancy. The same behavior holds for
the turbulent fluxes, where Qnon-adv

Θ > 0 (adding turbulent thermal energy to the ocean) increases
surface ocean buoyancy whereas Qnon-adv

S > 0 (adding salt to the ocean) decreases buoyancy.
Finally, note that in some contexts it is useful to take the limit as the thickness, h, becomes
vanishingly small and to introduce a Dirac delta (see Chapter 7) and thus write8[

∂b

∂t

]surface
=
g δ(z − η)

ρo

(
Qm [α (Θm −Θ)− β (Sm − S)] + αQnon-adv

Θ − β Qnon-adv
S

)
(72.81a)

=
g δ(z − η)

ρo

(
α [Qm (Θm −Θ) +Qnon-adv

Θ ]− β [Qm (Sm − S) +Qnon-adv
S ]

)
. (72.81b)

This form is of use when organizing processes according to interior processes and surface boundary
processes, such as when considering water mass transformation analysis in Section 73.8. Also
note that we encountered a similar approach when discussing potential vorticity in Section 45.7
when introducing the Dirac delta sheet formulation of the potential vorticity boundary condition.
We are afforded the ability to formulate the boundary condition in this manner, so long as the
boundary condition is of the Neumann type, with general considerations detailed in Section
9.4.8.

72.6.4 Comments

The buoyancy flux expression (72.80b) is of use for boundary layer parameterizations, such as
the KPP scheme of Large et al. (1994) and Van Roekel et al. (2018). It is furthermore used when
studying water mass transformations as reviewed by Groeskamp et al. (2019) and summarized
in Chapter 73.

8From Chapter 7, we know that the Dirac delta, δ(z − η), has dimensions of inverse length, so that equation
(72.81b) is dimensionally consistent.
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72.7 Global mean sea level
In this section we consider some basic features of global mean sea level by making use of the
mass budget of liquid seawater. This analysis highlights the distinction between the mass budget
and the volume (sea level) budget. In particular, mass satisfies a conserved budget, so that
the total ocean mass is affected only through boundary fluxes. In contrast, volume, just like
buoyancy, has interior sources and sinks so that the ocean volume can change even if there are
no boundary fluxes of volume.

72.7.1 Definitions and assumptions
Seawater mass is a conserved quantity so that the total liquid seawater mass, M, changes only
via boundary mass fluxes

dM

dt
= AQm, (72.82)

where A is the ocean surface area, Qm is the area averaged surface mass flux, and we assume
there is no mass entering through the ocean bottom. The global volume of liquid seawater

V = M/⟨ρ⟩ (72.83)

changes due to mass changes and changes to the global mean density, ⟨ρ⟩. Throughout this
section we assume the surface area is constant in time, thus neglecting the relatively small
changes associated with volume changes along sloping beaches. We also assume a temporally
constant area averaged ocean bottom depth, H. These two assumptions mean that changes in
ocean volume arise just from changes in global mean sea level, η. Since around the year 2000,
measurements estimate that global area mean sea level has increased at a rate of[

dη

dt

]
observed

≈ 3 mm yr−1, (72.84)

and that this rate is increasing (positive sea level acceleration). As part of the analysis in this
section we make use of the following phenomenological numbers and make a few assumptions to
facilitate calculations.

• global seawater volume V ≈ 1.3× 1018 m3

• global ocean surface area A ≈ 3.6× 1014 m2

• global ocean mean density ⟨ρ⟩ ≈ 1035 kg m−3

• specific heat capacity for seawater cp ≈ 3992 J kg−1K−1

• Ignore mass fluxes transported through the sea floor, which are small relative to surface
mass fluxes.

• Ignore salinity and pressure effects on density, so that changes in global mean density arise
just from changes in global mean Conservative Temperature.

• Assume a constant thermal expansion coefficient

α = −1

ρ

[
∂ρ

∂Θ

]
S,p

≈ 2 × 10−4 K−1. (72.85)

This is not a great approximation, since the thermal expansion coefficient ranges over the
ocean by a factor of 10. Nonetheless, for this section it is sufficient for deducing rough
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numbers that are consistent with errors in measurements for global boundary enthalpy
and mass fluxes.

72.7.2 Budget for global mean sea level

Expression (72.83) for ocean volume leads to its time derivative

dV

dt
=

1

⟨ρ⟩
dM

dt
− M

⟨ρ⟩2
d⟨ρ⟩
dt

(72.86a)

=
AQm

⟨ρ⟩ −
V

⟨ρ⟩
d⟨ρ⟩
dt

, (72.86b)

where we used equation (72.82) to express mass changes in terms of the surface mass flux.
Additionally, the ocean volume is given by

V =

ˆ
dA

ˆ η

−H
dz = A (H + η), (72.87)

so that its time changes arise from changes in the global mean sea level

dV

dt
= A

dη

dt
. (72.88)

Combining the two volume equations (72.86b) and (72.88) yields the budget equation for global
mean sea level

dη

dt
=
Qm

⟨ρ⟩ −
V

A ⟨ρ⟩
d⟨ρ⟩
dt

. (72.89)

The first term arises from changes in ocean mass (increasing total mass increases sea level)
whereas the second term arises from changes in global mean seawater density (increasing the
mean density decreases sea level).

72.7.3 Changes due to mass input

To ground these formula in phenomenology, assume that a surface mass flux gives one-half of
the observed sea level rise

1

2

[
dη

dt

]
observed

=
Qm

⟨ρ⟩ . (72.90)

This distribution of measured sea level is roughly correct. With ⟨ρ⟩ = 1035 kg m−3 and
dη/dt ≈ 3 mm yr−1, we need an area averaged mass flux across the ocean surface

Qm ≈ 5× 10−8 kg m−2 s−1. (72.91)

Integrated over the global ocean area, this flux leads to a mass transport of

T = A Qm ≈ 1.8× 107 kg s−1 ≈ 0.015×Triver. (72.92)

That is, global mean sea level rises at a rate of 1.5 mm yr−1 if there is a net additional mass
added to the ocean equal to roughly 1.5% of the net river water entering the ocean, Triver. This
additional net mass is largely coming from the melting of land-ice in the form of mountain
glaciers and ice sheets.
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72.7.4 Steric changes due to changes in density
Steric effects generally refer to properties of a substance associated with the space occupied by
atoms. In the sea level context, steric effects refer to changes in sea level associated with density
changes, with changes in density associated with changes in the volume occupied by seawater
molecules. Changes in global mean sea level arising from changes in the global mean density are
called global steric sea level changes. From the sea level budget equation (72.89) we know that
steric changes are written mathematically as[

dη

dt

]
steric

≡ − V

A ⟨ρ⟩
d⟨ρ⟩
dt

. (72.93)

Global mean density changes in time primarily from changes in global mean Conservative
Temperature. If we assume the ocean thermal expansion is constant, then

1

⟨ρ⟩
d⟨ρ⟩
dt

= −αd⟨Θ⟩
dt

, (72.94)

so that steric sea level changes are primarily driven by thermosteric effects[
dη

dt

]
thermosteric

≡ αV

A

d⟨Θ⟩
dt

, (72.95)

with increasing water temperature, in the presence of α > 0, leading to higher sea levels. With
α ≈ 2 × 10−4 K−1 and dη/dt ≈ 1.5 mm yr−1, we have

d⟨Θ⟩
dt
≈ 0.2 K century−1. (72.96)

That is, a global thermosteric sea level rise of 1.5 mm yr−1 corresponds to a rate of increase in
the global volume mean ocean temperature of roughly 0.2 K century−1.

72.7.5 Enthalpy flux imbalances giving rise to thermosteric sea level
A global mean ocean temperature change can arise from an area averaged surface ocean enthalpy
flux

QH ≈ ⟨ρ⟩ cpH
d⟨Θ⟩
dt

, (72.97)

with numbers leading to
QH ≈ 1 W m−2. (72.98)

That is, a surface ocean enthalpy flux of roughly 1 W m−2 (ocean area normalized) gives rise to
a global mean thermosteric sea level rise of roughly 1.5 mm yr−1.

An enthalpy flux of 1 W m−2 is small compared to, say, that crossing the surface of a typical
light bulb. However, 1 W m−2 is comparable to that accumulating within the earth system due
to increases in greenhouse gases (Otto et al., 2013). That is, 1 W m−2 averaged over the global
ocean, or 0.7 W m−2 averaged over the surface area of the planet,9 is roughly the net heating
associated with anthropogenic climate change. Such seemingly small increases in surface heating
represent a nontrivial increase in the earth’s energy budget that are leading to the observed
climate changes and sea level rise.

As specific means to gauge the magnitude of 1 W m−2 distributed over the ocean surface
area, A, let us compare it to the enthalpy flux due to blasting one atomic bomb per second

9The ocean covers roughly 70% of the earth surface. This factor is commonly forgotten when quoting heat flux
numbers, so it is important to note whether the number refers to global area normalized or ocean area normalized.
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(∆t = 1 s) and uniformly distributing the bomb’s released energy, Ebomb, over the ocean surface
area every second. Estimates render Ebomb ≈ 6.3× 1013 J, so that distributing this energy over
the ocean area, and doing so each second, corresponds to a surface ocean enthalpy flux of

Qbomb =
Ebomb

A∆t
≈ 0.17 W m−2. (72.99)

Hence, an enthalpy flux of 1 W m−2 due to anthropogenic climate warming corresponds to
1/0.17 ≈ 6 atomic bomb blasts per second. This way of framing the net heating of the ocean due
to anthropogenic climate change dramatically illustrates the magnitude of the global warming
problem.10

72.7.6 Global sea level in a Boussinesq ocean
The sea level for a Boussinesq ocean evolves according to the kinematic free surface equation
(21.81)

∂tη
bouss = −∇ ·U +Qm/ρo, (72.100)

where

U =

ˆ η

−H
udz (72.101)

is the depth integrated horizontal velocity and ρo is the Boussinesq reference density. This
equation results from ignoring all changes to density, except for those related to the buoyancy
force appearing in the momentum equations. Integrating the sea surface height equation (72.100)
over the surface area of the global ocean reveals that the global mean Boussinesq sea level evolves
according to

dηbouss

dt
=
Qm

ρo
. (72.102)

Hence, ηbouss changes only so long as there are boundary mass fluxes. In contrast to the real
ocean, the sea level computed from a Boussinesq ocean is unaffected by a surface enthalpy flux,
QH ̸= 0. This result in turn means that we cannot use the prognostic sea surface height, ηbouss,
level from a Boussinesq ocean model to compute changes the global mean sea level. Instead,
corrections are required, as first identified by Greatbatch (1994) and further detailed in Appendix
D of Griffies and Greatbatch (2012).

72.7.7 Why global halosteric sea level changes are negligible
When freshwater enters the ocean, such as from melting continental ice sheets, it adds to the ocean
mass and in turn increases global mean sea level. This change is referred to as barystatic sea level
change according to the sea level terminology paper from Gregory et al. (2019). Although ocean
salinity changes upon changing the freshwater content, the net effect on global mean sea level
is almost entirely barystatic since the global halosteric effect is negligible. We can understand
why the global halosteric effect is so tiny by recognizing that freshwater entering the ocean
sees its salinity increase whilst the ambient seawater is itself freshened. These compensating
salinity changes (which are often mistakenly ignored) have corresponding compensating sea level
changes, thus bringing the global halosteric effect to near zero.

We here summarize the two-bucket thought experiment from Appendix B of Gregory et al.
(2019). In this experiment, one bucket holds freshwater and the other holds seawater, with
the Conservative Temperature and pressures assumed to be identical for the two buckets. By

10Importantly, for the global warming problem it is not that industrialization is directly adding 1 W m−2

to the planet. Rather, increases in the concentration of greenhouse gases, caused by the burning of fossil fuels,
increases the amount of solar radiation that remains within the atmosphere rather than being radiated to space.
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working through this example we expose the rather tiny effects on global mean sea level arising
from halosteric effects.

Formulating the change in volume

Consider two buckets containing seawater with mass Mn, volume Vn, density ρn =Mn/Vn, and
salinity Sn, where n = 1, 2 labels the two buckets. Now fully mix the water in the two buckets,
whereby the total mass, M , of seawater remains constant, as does the total mass of salt

M =M1 +M2 and M S =M1 S1 +M2 S2, (72.103)

where S is the salinity of the homogenized fluid so that M S is the total mass of salt in the
combined system. Now place a mass M1 of the homogenized fluid back in the first bucket, and a
mass M2 into the second bucket. Our goal is to compute the change in seawater volume

δV = δV1 + δV2. (72.104)

In determining this volume change, we ignore pressure changes as well as changes in enthalpy
associated with the heat of mixing. So the only change in volume arises from changes in the
salinity.

Since the mass of each bucket remains the same before and after homogenization, then the
density of seawater in each bucket changes only due to the volume changes

δρn = δ(Mn/Vn) = −(Mn/V
2
n ) δVn =⇒ δρn/ρn = −δVn/Vn. (72.105)

That is, the relative change in density equals to minus the relative change in volume. Now the
density changes arise just from salinity changes, in which

δρn/ρn = βn δSn, (72.106)

where βn is the haline contraction coefficient that measures changes in density when fixing
pressure and Conservative Temperature. We are thus led to the volume change

δV = −(V1 δρ1/ρ1 + V2 δρ2/ρ2) = −(V1 β1 δS1 + V2 β2 δS2). (72.107)

We can simplify this expression by making use of salt conservation in equation (72.103), thus
constraining salinity changes according to

M1 δS1 +M2 δS2 = 0 =⇒ δS2 = −(M1/M2) δS1, (72.108)

in which case the volume change takes on the form

δV = −V1 δS1 (β1 − β2 ρ1/ρ2). (72.109)

The haline contraction coefficient changes only by a few percent globally (see Roquet et al. (2015)
or Figure 1 in Griffies et al. (2014)), in which case we set β1 = β2 = β. Furthermore, to connect
to sea level changes we assume the horizontal cross-sectional area of the two buckets is the same,
so that the water column thickness differs between the two buckets by the amount

δh = −h1 β δS1 (1− ρ1/ρ2). (72.110)
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Oceanographic numbers

We can compute the relative change in thickness using equation (72.110) and plugging in some
numbers. Namely, we assume the first bucket is initially filled with freshwater (S1 = 0) whereas
the second bucket is initially filled with ambient seawater, with S2 = 35 ppt a representative
value. Homogenization of the two buckets then raises salinity in the first bucket and lowers it
for the second. Assume the first bucket has its salinity raised to by δS1 = S/2, let the density
ratio be ρ1/ρ2 = 1000/1028, and haline contraction coefficient be β = 0.8× 10−3. These values
then yield a thickness change

δh/h1 = −3.8× 10−4. (72.111)

Hence, for every meter of fresh water added to the ocean surface, the halosteric effect contributes
a 0.38 mm contraction of the water thickness. That is, the total volume of homogenized water
equals to the sum of the volume initially in the two separate buckets to within better than 0.04%.
We conclude that the volume change is almost entirely barystatic, so that the global halosteric
effect is entirely negligible when considering global sea level changes.

It is important to emphasize that this bucket thought experiment only concerns global sea
level. In contrast, regional halosteric effects can be important for studies of sea level patterns,
and as such they are the topic of many studies such as Griffies et al. (2014).

Comments on global thermosteric sea level changes

The above derivation for the global halosteric changes can be directly transferred to the case of
mixing two buckets whose water has different Conservative Temperatures but identical pressure
and salinity. Conservation of salt is here replaced by conservation of potential enthalpy, so that
the relative thickness change is given by

δh/h1 = α δΘ1 (1− ρ1/ρ2), (72.112)

where α is the thermal expansion coefficient. Taking α ≈ 2× 10−4 K−1, we find that δh from
thermal effects are on the same order as those from haline effects given by equation (72.110).
That is, the contributions to the column thickness are dominated by the barystatic (mass) effects.

However, there is a key distinction between thermal and haline contributions to sea level.
Namely, thermal properties are also affected by boundary radiant and turbulent enthalpy fluxes
that are not necessarily associated with boundary mass fluxes. These extra effects of boundary
heating were studied in Section 72.7.5, where we identified the key role for ocean warming on
global thermosteric sea level changes. Such changes are certainly not negligible, comparing to
the observed global barystatic contributions.

72.7.8 Further study
The discussion of steric and thermosteric sea level changes are further explored in Griffies
and Greatbatch (2012) and Griffies et al. (2014). The global halosteric discussion is based on
Appendix B of the sea level terminology paper from Gregory et al. (2019). The Gregory et al.
(2019) paper is also notable for providing a conceptual rationalization of the often confusing
terminology used in sea level studies.
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Chapter 73

WATER MASS TRANSFORMATION THEORY

A water mass refers to a region of seawater characterized by a suite of quasi-homogeneous
properties used to distinguish this water from other water masses. Water masses are typically
formed through surface boundary processes. As these waters enter the ocean interior they are
advected over basin scales while they are also eroded or transformed by irreversible mixing
processes. Water masses offer a conceptual means to partition or bin the ocean into distinct
classes whose origin, movement, and transformation can be measured, modeled, and studied.
Scalar properties generally used to classify water masses are simpler to measure than vector
properties such as velocity and vorticity. Hence, a water mass perspective offers the means to
infer ocean circulation within water mass space without directly measuring vector fields.

In this chapter we develop the mathematical and physical basis for water mass transformation
theory, which considers the budgets for seawater mass and tracer mass within layers or classes
defined by properties such as buoyancy, Conservative Temperature, salinity, or biogeochemical
tracers. The budgets can become rather complex in appearance, given the variety of domains
considered in the analysis. To reduce confusion, just remember that these equations are no
more than fancy scalar budgets equations. It is through these variants of the scalar budgets,
and through examining the processes affecting the budgets, that water mass transformation
theory offers a novel lens for describing and understanding facets of geophysical fluid mechanics.
Indeed, this lens is distinct from the Eulerian and Lagrangian kinematics considered elsewhere
in this book, and it has found great use throughout oceanography and atmospheric sciences, in
particular for questions where irreversible transformation is central to the story.

Readers of this chapter may appreciate the following paraphrase from A. Sommerfeld’s
quote. We gave it at the start of the thermodynamics part of this book (Part IV), and it seems
appropriate for the study of water mass transformation.

Water mass analysis appears somewhat mysterious and puzzling on first encounter.
On second encounter things start to fall into place, except perhaps for a few pesky
math niceties. On third encounter, when deciding to do calculations, one returns to
that unsettled feeling of the first encounter. However, by now, familiarity with the
words and maths means that the mystery presents no practical bother. One simply
turns the crank without thinking too much about the underlying foundations.

In hopes of partially dispelling the mystery, and maintaining an appreciation for the fundamental
processes, we here couple the mathematical equations with schematics, conceptual descriptions,
and thought experiments. To do so, we work through a number of budget analysis questions
with the aim to ground the theory with examples motivated from the growing literature.
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chapter guide

Readers of this chapter should be familiar with the vector calculus encountered in Chapter
2; mass budget kinematics from Chapter 19; tracer budget kinematics from Chapter 20;
elements of the generalized vertical coordinates from Chapters 63 and 64; and nearly
all of the material presented earlier in this part of the book, including the mathematics
and physics of advection and diffusion in Chapters 68, 69, features of parameterized
tracer transport and mixing studied in Chapter 71, and buoyancy budgets in Chapter 72,
including boundary conditions. Mastery of water mass transformation theory can require
years of pondering the fundamentals in the pursuit of applications.
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73.1 Conceptual framework
Water mass analysis is a mathematical formalism supporting the study of budgets for seawater
mass and tracer mass within layers or classes defined by properties such as Archimedean
buoyancy (Chapter 30; shortened to “buoyancy” here), Conservative Temperature, salinity, or
biogeochemical tracers. Water mass transformation theory is concerned with processes affecting
the evolution of fluid within layers and in the characterization of circulation inferred from this
evolution. The theory is very useful for oceanography since it is common to describe seawater
geography in terms of characteristic water properties, with the evolution of those water masses
of primary interest to physical and biogeochemical oceanography.1

x
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Figure 73.1: Left panel: a fluid element is positioned in geographical/depth x-space according to its horizontal
(x, y) (longitude, latitude) position and its vertical geopotential, z. Right panel: the same fluid element is
positioned in a particular water mass configuration space (q-space, here defined by q = (S,Θ, p) with salinity, S,
Conservative Temperature, Θ, and pressure, p. Mapping between the two spaces is generally not 1-to-1. Namely,
a point in q-space can be occupied by more than one point in x-space. The reason is that more than a single
point in x-space can have the same values for (S,Θ, p). Although the coordinate axes in q-space are depicted here
as mutually orthogonal, there is no objective means to determine angles in q-space since it contains no metric.
Rather, q-space, just like thermodynamic state space (Section 22.1.4), forms a differentiable manifold that has no
metric.

73.1.1 The novel lens of water mass configuration space
Water mass configuration space (denoted q-space) is the space we work within to study water
mass transformations. This space has some or all of its coordinates set by properties other than
geographic/depth coordinates.2 For example, in Figure 73.1 we present the three-dimensional
q-space given by q = (S,Θ, p), where the position (or bin) for a fluid element is determined by
its Conservative Temperature, Θ, salinity, S, and pressure, p. Operationally, we fill q-space by
forming histograms that result in a q-space distribution of seawater properties. For example, a
one-dimensional q-space results from binning the ocean according to potential density, whereas

1Water masses often originate through extremely large buoyancy fluxes at the high latitudes that form waters
such as the Antarctic Bottom Water (AABW) and North Atlantic Deep Water (NADW). Talley et al. (2011)
provides a great place to embark on a study ocean water mass phenomenology.

2We prefer the term “configuration space” over the alternative “phase space”, since phase space in Hamiltonian
dynamics specifically refers to position and momentum coordinates (see Chapter 12). In contrast, configuration
space, as used in our discussion of water masses, can be determined by most any property or geographic position.
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retaining latitudinal information along with potential density renders a two-dimensional q-space.
Typically q-space has three or fewer dimensions, given the three dimensionality of x-space.
There no implied constraint that any of the q-space coordinates are monotonic with respect to
x-space. Indeed, there is no presumption that points in q-space maintain a 1-to-1 relation to
points in x-space. For example, many points in x-space may fall into a single point (or bin)
within q-space.

The lack of 1-to-1 mapping between water mass configuration space and geographic/depth
space is a fundamental kinematic distinction from the 1-to-1 relation that holds between the
Eulerian and Lagrangian descriptions of fluid motion (see Chapter 17). The lack of a 1-to-1
relation can be frustrating since circulation viewed in q-space generally has incomplete x-space
information, whereas oceanographers wish to know where on the planet something is happening.3

Even so, abandoning the 1-to-1 relation can be liberating since working within q-space offers a
framework to infer q-space circulation even without measuring velocity of the fluid in geographical
space. Correspondingly, ocean circulation when viewed through a water mass lens can offer
understanding that complements traditional Eulerian or Lagrangian views.

Water mass configuration space generally has no metric, particularly when none of the chosen
coordinates are geographical (latitude or longitude) or depth.4 Hence, there is generally no
notion of distance or angles between points in water mass configuration space. For example,
what does it mean to be orthogonal in temperature-salinity space or when studying the density-
binned distribution of seawater? The absence of a metric is something we have already seen
when studying thermodynamic configuration space in Chapter 22 (see in particular Section
22.1.4). Mathematically, we say that both thermodynamic configuration space and water
mass configuration space are differentiable manifolds. Even so, one commonly sees a point
in thermodynamic space depicted on a diagram with orthogonal axes (e.g., pressure-volume
diagrams), or a position in water mass configuration space similarly depicted with orthogonal
axes as in Figure 73.1. Yet this depiction is arbitrary since there is no geometric structure
afforded to such spaces since there is no metric tensor, which in turn means we cannot determine
angles or orthogonality. Depictions with orthogonal axes merely satisfy a subjective desire for
geometric structure when in fact there is none afforded to the manifold.5

73.1.2 Transformation and formation
Water moves through water mass configuration space as it is modified or transformed by boundary
and interior ocean processes that cause water to cross surfaces defined by the chosen water mass
property.6 Stated differently, a transformation process leads to material changes in the property
of a fluid element, with sources of transformation arising from mixing, solar radiation, and
chemical reactions. The convergence (i.e., the local imbalance) of such transformation processes
leads to the formation and destruction of water mass classes. As water moves through water
mass configuration space we are afforded a distinct view of ocean circulation that has both direct
and indirect connections to circulation in geographical/depth space. Notably, and quite trivially,
we measure zero motion along a coordinate axis in water mass configuration space when the
property defining that axis remains materially unchanged. For example, adiabatic and isohaline
processes such as linear waves can render nontrivial motion in geographical/depth space whereas
they lead to no motion in (S,Θ) space.

3Auxiliary methods such as the water tagging method of Groeskamp et al. (2014) can be used to recover some
geographical information.

4See Section 4.1 for a discussion of the metric tensor needed to measure distance.
5Differential forms provide a suitable formalism for conducting calculus on a differential manifold sans a

metric as detailed by Nurser et al. (2022). This topic is, however, outside the scope of this book.
6In many parts of this book the word “transformation” refers to coordinate transformations. Here, “trans-

formation” refers to a process acting to change a seawater property; i.e., to change one or more of the q-space
coordinates.
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If one is interested in processes that do not give rise to material changes in a fluid property,
then the corresponding water mass configuration space generally offers a rather bland kine-
matic perspective. Furthermore, given the possible non-local x-space aspects of water mass
configuration space, it provides an unnatural venue to study forces and stresses acting between
spatially adjacent fluid elements. Hence, the study of momentum and vorticity dynamics is
better handled via Eulerian or Lagrangian kinematics. Where water mass configuration space
shines is by revealing the dynamics associated with processes that affect material changes to
those properties defining the water mass classes. For example, a water mass perspective has
found use in framing key questions of primary interest in the Anthropocene, such as ocean
buoyancy and its transformation through interior and boundary mixing, ocean heat uptake and
transport, the hydrological cycle, steric sea level rise, and irreversible changes to biogeochemical
properties (see Groeskamp et al. (2019) for a review with many references).

73.2 Buoyancy transformation and formation

Archimedean buoyancy is a common property used to distribute seawater, with Archimedean
buoyancy commonly approximated by potential density (Chapter 30). In this section we introduce
the notions of transformation and formation when partitioning the ocean according to density (γ)
classes that locally measure buoyancy.7 The ideas presented here extend to any scalar property
used to bin the ocean fluid.

Quantitatively, the transformation of seawater refers to a measure of the mass per time
of water that moves across an isosurface of one of the q-space coordinates. Alternatively,
a transformation refers to the movement from one q-space bin to another bin within the q-
space distribution. For a q-space containing density as one of its coordinates, we say that the
transformation is positive if water moves to larger density and negative if it enters a lighter density
layer. Indeed, one generally says that movement to a larger value for the water mass property
refers to a positive transformation whereas the opposite motion is a negative transformation.
Water mass formation refers to the difference in transformation across the surfaces bounding a
layer, so that formation measures the change in mass of the layer. Evidently, formation is the
q-space convergence of transformation.

Both transformation and formation have dimensions of mass per time (or volume per time
when considering Boussinesq oceans; Chapter 29) and are typically measured in Sverdrup units:

1 Sv = 106 m3 s−1 volume-Sverdrup (73.1a)

1 Sv = 109 kg s−1 mass-Sverdrup. (73.1b)

The mass-Sverdrup can be routinely used for Boussinesq fluids merely by multiplying the
volume-Sverdrup by the constant Boussinesq reference density, ρo.

73.2.1 A three-layer thought experiment

To illustrate the concepts of transformation and formation, bin the World Ocean into density
classes so that q-space is just one dimensional. We thus lose all information about latitude,
longitude, and depth, retaining only the information provided by γ-classes. Furthermore,
partition the World Ocean into just three density layers (also called classes or bins) that are

7Many researchers make use of the neutral density coordinate defined by Jackett and McDougall (1997).
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bounded by four density interfaces:

light density layer = [γ − δγ/2, γ + δγ/2] (73.2a)

middle density layer = [γ + δγ/2, γ + 3 δγ/2] (73.2b)

heavy density layer = [γ + 3 δγ/2, γ + 5 δγ/2], (73.2c)

where δγ > 0 is the size of the density bins. Figure 73.2 depicts a sample mass distribution; i.e.,
the mass census for seawater binned into these three density layers.8 Now consider a physical,
chemical, or biological process that results in water leaving the middle density layer and entering
both the light layer and the heavy layer.9 Let G(σ) measure the mass per time that water
crosses the density interface γ = σ; i.e., G(σ) is the transformation. This particular thought
experiment has the following transformations across the various layer interfaces

G(σ) =


0 σ = γ − δγ/2 closed boundary
< 0 σ = γ + δγ/2 mass moves to light density from middle density
> 0 σ = γ + 3 δγ/2 mass moves from middle density to heavy density
0 σ = γ + 5 δγ/2 closed boundary.

(73.3)

The difference in the transformation across the interface boundaries of a particular layer
determines the formation/destruction of water in that layer. Here, the convergence of water
into the light and heavy layers means that there is a positive formation of water in these two
density layers. In contrast, the divergence of water from the middle density layer means there
is a negative formation or a destruction of some of its water. We write these layer formations
mathematically as follows

light-formation = −[G(γ + δγ/2)−G(γ − δγ/2)] > 0 (73.4a)

middle-formation = −[G(γ + 3 δγ/2)−G(γ + δγ/2)] < 0 (73.4b)

heavy-formation = −[G(γ + 5 δγ/2)−G(γ + 3 δγ/2)] > 0. (73.4c)

The minus sign out front emphasizes that the formation is the layer integrated convergence of
the transformation.

73.2.2 How processes lead to transformations

The central focus of water mass transformation analysis is the movement of water between layers
or classes, with this movement modifying the water mass distribution within the chosen water
mass configuration space. Here we outline a few of the processes that affect this movement
within water mass space, again focusing on buoyancy yet with an easy generalization to any
other property that defines the water mass. Notably, we are not concerned with whether the
fluid element moves in x-space, the boundary moves, or both, since it is only the relative motion
that changes the water mass distribution in q-space. Indeed, we cannot determine motion of the
fluid element in x-space without direct information about the velocity. We return to this notion
when providing a mathematical expression for these ideas in Section 73.4.1.

8A realistic ocean experiences boundary forcing that makes the maximum and minimum density a function of
time. It is thus common to fix the lower density limit to be well below the lightest water in the ocean and the
upper density limit well above the maximum density, thus ensuring that all seawater is contained by the chosen
binning. We introduce such “infinity” bounds in Section 73.3.3.

9Since the layer is the result of binning over the World Ocean, there can be some regions within a bin that
experience processes that decrease the density, whereas other regions where density increases. In this manner,
some water within the bin moves to a denser bin whereas other water moves to a lighter bin.
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Figure 73.2: A sample mass distribution of the ocean binned into three density layers (light, middle, heavy)
bounded by four density interfaces: γn/2 = γ + n δγ/2 for n = −1, 1, 3, 5. The left panel depicts an ocean state
with equal mass in each layer. Some process is then imagined to cause water to diverge from the middle layer and
converge to the light and heavy layers. The right panel shows the mass distribution after the water has moved, so
that the middle layer has experienced a negative formation (i.e., net loss of mass) whereas the light and heavy
layers have experienced a positive formation (i.e., net mass gain). The middle panel depicts the transformation,
G, which measures the mass per time moving across the layer boundaries. By convention, G > 0 for water moving
into a heavier density layer and G < 0 for water entering a lighter density layer. The addition of more layers
refines the picture (e.g., by smoothing the plot of G) but it does not modify the basic ideas illustrated in this
thought experiment.

Interior transformation from mixing

Mixing moves water across layer boundaries in q-space, with q-space coordinates/properties
materially modified in the presence of mixing (so long as there are spatial gradients in the
property). For example, recall our discussion in Chapter 20 where as saw that mixing causes
tracers to move between fluid elements even as mixing does not alter the net mass of fluid
elements (see the discussion of barycentric velocity in Section 20.1.2). Hence, in the presence of
mixing, seawater fluid elements retain a fixed mass, and yet the mass is redistributed among
layers defined by property isosurfaces since the isosurfaces move in the presence of mixing.

Surface mass fluxes

Rain and evaporation alter the mass of the ocean. In turn, the layers where rain and evaporation
occur; i.e., layers that outcrop, have their mass altered through the surface mass fluxes. Addi-
tionally, if the buoyancy of the mass flux differs from that of the ocean layer that it enters/leaves,
then the buoyancy of the ocean layer is modified upon mixing the ambient seawater with the
water entering the ocean.

Surface and bottom boundary transformation

Buoyancy surfaces that outcrop at the ocean surface or incrop at the ocean bottom are exposed to
boundary fluxes that generally modify the buoyancy of the fluid within a layer. This modification
causes the layer boundaries to move so that the mass distributed within the layers can be
modified if the mass moves with a velocity distinct from the buoyancy surface. A particularly
striking example occurs in the upper ocean boundary layer where surface forcing leads to the
seasonal migration of density outcrops. The associated lateral movement of density layers causes
water to entrain and detrain from a layer since the layer boundaries generally have a velocity
distinct from fluid elements. In so doing, the seasonal cycle of surface buoyancy forcing can
inflate or deflate a buoyancy layer by moving the layer boundaries so that the layer entrains or
detrains mass.

Penetrative shortwave radiation provides another means to modify water masses, with
penetrative radiation a function of the optical properties of the fluid. This radiation provides a
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source of heating that can penetrate into the upper few tens of meters in the ocean, and can
impact on the temperature and density structure of the ocean layers affected by radiation.

Finally, layers that intersect the ocean bottom are exposed to geothermal heating as well
as enhanced mixing from bottom boundary layer mixing. Each of these processes affects
a transformation of the buoyancy, thus modifying the buoyancy layer interfaces and mass
distribution within the layers.

Interior sources and sinks

When studying water masses defined by biogeochemical tracers (e.g., carbon, oxygen, nutrients),
there are a variety of chemical reactions and biological processes that act to modify these
properties. These processes generally cannot be represented mathematically as the convergence
of a flux. They are thus sometimes referred to as “non-conservative” processes (see Section
26.12) and written as a source/sink term.

73.3 Mathematical framework

In this section we develop a suite of mathematical tools of use to quantify the conceptual
ideas presented in Sections 73.1 and 73.2. In particular, we develop a formalism for integrating
properties within a region bounded by isosurfaces of a scalar field, λ = λ(x, t). The formulation is
given from both a geometric perspective afforded by x-space, and a complementary distributional
perspective afforded by binning seawater mass according to λ-classes that define a one-dimensional
q-space. As in our study of Eulerian and Lagrangian kinematics elsewhere in this book, it is here
useful to be adept at both the x-space perspective and the distributional q-space perspective.

In Section 73.2 we considered λ to be the buoyancy field, λ = γ, whereas here we assume it is a
generic scalar field, λ(x, t). In contrast to the case of a generalized vertical coordinate (Chapters
63 and 64), we make no assumption regarding the stratification of λ. Rather, λ-isosurfaces
are free to overturn or even to be situated in spatially disconnected regions. This freedom is
motivated by the behavior of most oceanographic scalar properties, which commonly exhibit
vertically unstratified or negatively stratified profiles, particularly within boundary layers. This
degree of freedom comes at the cost of losing the 1-to-1 relation between x-space and q-space,
as mentioned in Section 73.1.1.

73.3.1 Seawater mass in an infinitesimal cylinder

Consider the calculation of seawater mass within an infinitesimal λ-layer bounded by two
isosurfaces, [λ− δλ/2, λ+ δλ/2], as in Figure 73.3. The mass within a tiny cylinder extending
from one interface to the other is given by the seawater density, ρ, multiplied by the volume of
the cylinder,10

δM = ρ δV = ρ δh δS, (73.5)

where δS is the cross-sectional area element and δh is the layer thickness. The geometric
thickness, δh, is related to the differential λ-increment separating the two interfaces according to

δλ = ∇λ · δx = |∇λ| n̂ · δx = |∇λ| δh with n̂ = ∇λ |∇λ|−1, (73.6)

10Recall our notational convention is as follows: δ refers to an infinitesimal increment of a property measured
within the fluid whereas d is a differential increment used for computing integrals. We made use of the same
geometric analysis in Section 41.1.2 when studying potential vorticity.
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where δx is a position vector connecting points on the two interfaces. We thus see that the layer
thickness is given by

δh =
δλ

|∇λ| , (73.7)

which connects a geometric property of the layer, δh, to the λ-increment, δλ > 0. For a given
λ-increment, the layer thickness is smaller with more tightly packed λ-isosurfaces as reflected
by a larger |∇λ|. Furthermore, the geometric thickness is oriented according to the normal
direction, n̂, so that δh measures the distance between the λ-interfaces in the direction of the
normal direction. It follows that the seawater mass within the cylinder is given by

δM = ρ δV = ρ δh δS =
ρ δλ δS

|∇λ| . (73.8)

λ + δλ /2

λ − δλ /2

δh

δ𝒮

Figure 73.3: This schematic shows an infinitesimally thin λ-layer bounded by two interfaces [λ− δλ/2, λ+ δλ/2],
with the λ-increment δλ > 0. The cylinder region extends between the two iso-surfaces and it has thickness δh =
δλ/|∇λ| and cross-sectional area δS. The cylinder is oriented according to the normal direction, n̂ = |∇λ|−1 ∇λ.
We assume |∇λ| ̸= 0, as required to define a normal direction. Indeed, if ∇λ = 0 then we could not perform a
binning according to λ classes, so the |∇λ| ̸= 0 assumption is basic to the use of the scalar field, λ, for water mass
analysis.

73.3.2 Seawater mass within a finite region

Making use of the infinitesimal cylinder mass (73.8) allows us to write the mass of seawater
within the λ-region λ1 ≤ λ ≤ λ2

M(λ1, λ2) ≡
ˆ
Ω(λ1≤λ≤λ2)

dM =

ˆ λ2

λ1

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
dλ. (73.9)

In this equation, Ω(λ1 ≤ λ ≤ λ2) is the region in space bounded by the λ1-interface and
λ2-interface, and ∂Ω(λ) is the surface defined by a λ-isosurface. The ∂Ω(λ) integral is taken
over the area of the λ-isosurface, which is then integrated over the range, λ1 ≤ λ ≤ λ2, to thus
accumulate the layer mass.

73.3.3 Seawater mass distribution/density function

The region bounded by the layer interfaces can have any shape in space and can even be spatially
disconnected. This complexity motivates us to introduce the mass distribution function by
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Figure 73.4: An example mass distribution function, m(λ) = dM/dλ, which measures the mass of seawater per
λ-increment. Integration over a finite λ-region measures the seawater mass within that region. For example, the

mass within a ∆λ-layer is given by M(λ̃−∆λ/2, λ̃+∆λ/2) =
´ λ̃+∆λ/2

λ̃−∆λ/2
m(λ′) dλ′ whereas the mass within the

λ∞-region is M(λ, λ∞) =
´ λ∞
λ

m(λ′) dλ′, where we assume that λ∞ is an arbitrary fixed value that is larger than
any λ realized within the ocean.

integrating the mass over the surface, ∂Ω(λ)

m(λ) ≡ dM

dλ
=

ˆ
∂Ω(λ)

ρ dS

|∇λ| . (73.10)

A mass distribution function is quite useful when the distribution is highly non-local in geograph-
ic/depth space. It is also effective when using multiple water mass coordinates such as Θ and
S as discussed in Nurser et al. (2022). These points motivate leaving the x-space perspective
altogehter to simply define the mass distribution function so that

dM = m(λ) dλ = fluid mass within the infinitesimal λ-layer [λ− dλ/2, λ+ dλ/2], (73.11)

with an illustration given by Figure 73.4. The mass distribution function is the mass density
within λ space; i.e., the mass per λ. Knowledge of the mass distribution function allows us to
compute the seawater mass within a finite region, as in equation (73.9), according to

M(λ1, λ2) ≡
ˆ
Ω(λ1≤λ≤λ2)

dM =

ˆ λ2

λ1

m(λ) dλ. (73.12)

73.3.4 Example regions
To help ground the previous expressions for mass, consider some example regions commonly
considered in water mass analysis.

∆λ-layer defined by [λ1, λ2] = [λ−∆λ/2, λ+∆λ/2]

A ∆λ-layer is defined with the bounding interface values

λ1 = λ−∆λ/2 and λ2 = λ+∆λ/2, (73.13)

for some finite difference increment ∆λ > 0. In this case the layer mass is

M(λ−∆λ/2, λ+∆λ/2) =

ˆ λ+∆λ/2

λ−∆λ/2

[ˆ
∂Ω(λ′)

ρdS

|∇λ′|

]
dλ′ =

ˆ λ+∆λ/2

λ−∆λ/2
m(λ′) dλ′. (73.14)
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Characterizing ocean properties according to their value of λ is generally performed by decom-
posing the ocean into ∆λ-bins and forming histograms to estimate the continuous distribution.

λ∞-region defined by [λ1, λ2] = [λ, λ∞]

A λ∞-region is defined with
λ1 = λ and λ2 = λ∞, (73.15)

where λ∞ is an arbitrary fixed constant that is larger than any value of λ realized in the ocean.
The region mass is thus given by

M(λ, λ∞) =

ˆ
Ω(λ≤λ∞)

dM =

ˆ λ∞

λ

[ˆ
∂Ω(λ′)

ρdS

|∇λ′|

]
dλ′ =

ˆ λ∞

λ
m(λ′) dλ′. (73.16)

An example λ∞-region is shown in Figure 73.5. The λ∞-region as so defined provides an
expression for the differential mass increment

M(λ, λ∞) =

ˆ λ∞

λ
m(λ′) dλ′ =⇒ dM(λ, λ∞) = −m(λ) dλ, (73.17)

which follows since λ∞ is a constant.

The value of the fixed constant, λ∞, is arbitrarily large, indeed it could be infinite. We can
set it to an arbitrarily large constant value since there is no contribution to the integral from
regions with λ′ outside the range realized within the ocean, merely since there is no ocean mass
in that region. As an example, let λ = Θ, the Conservative Temperature, in which the region
Θ ≤ Θ∞ encompasses the ocean region where the Conservative Temperature is larger (warmer)
than Θ.

<latexit sha1_base64="ZQGNCYkjPyeNQC16f3fSzk+D9+Q=">AAACBXicbVDLSgMxFL1TX7W+qi7dBIvgqsyIosuiG5cV7APaoWQymTY0yQxJRihD167d6je4E7d+h5/gX5hpZ6FtD1w4nHMuyT1Bwpk2rvvtlNbWNza3ytuVnd29/YPq4VFbx6kitEViHqtugDXlTNKWYYbTbqIoFgGnnWB8l/udJ6o0i+WjmSTUF3goWcQINlbq9LmNhnhQrbl1dwa0TLyC1KBAc1D96YcxSQWVhnCsdc9zE+NnWBlGOJ1W+qmmCSZjPKQ9SyUWVPvZ7LtTdGaVEEWxsiMNmql/NzIstJ6IwCYFNiO96OXiSi8Qq+ReaqIbP2MySQ2VZP5+lHJkYpRXgkKmKDF8YgkmitkTEBlhhYmxxVVsN95iE8ukfVH3ruruw2WtcVu0VIYTOIVz8OAaGnAPTWgBgTG8wCu8Oc/Ou/PhfM6jJafYOYZ/cL5+AWmTmLM=</latexit>

�

<latexit sha1_base64="KEUVm1+rLdRU2lK/U7Y5+1HMM9s=">AAADUHicjVJNa9wwEJW9/Ujdr0177EV0KUkgLHZoSS+B0F56CUlpNwms3WUsy7sikuxIcmBR/Lf6Q3or9NpC/0FvrbzrkM1uDh0Qerx5TzMaKS050yYMv3t+587de/fXHgQPHz1+8rS7/uxYF5UidEAKXqjTFDTlTNKBYYbT01JRECmnJ+nZ+yZ/ckGVZoX8bKYlTQSMJcsZAeOo0bp3iA82Y+4MGWzjFoxszGRupvVWgGN6XrEL7Ajj6ENBx3Cld3K6asE1jgWYiRI2qw8CjPfcau1zbf3FLrucqTktN0N8rS5BGQYc36y6sdVocwXExmpS4Hh7od4MEeD2U13by1hCyuGqxY1L15li44lJFh1tMtj7ry7FdRtLlVt61O2F/XAWeBVELeihNo5G3d9xVpBKUGkIB62HUViaxDZ3J5zWQVxpWgI5gzEdOihBUJ3Y2cvX+JVjMpwXyi1p8IxddFgQWk9F6pRNp3o515C35lJxGz2sTP42sUyWlaGSzOvnFcemwM3vwhlTlBg+dQCIYu4KmEzAvZVxfzBws4mWJ7EKjnf60Zt++PF1b/9dO6U19AK9RJsoQrtoH31AR2iAiPfV++H99H753/w//t+ON5f67Y6eoxvRCf4B71QQ5g==</latexit>

M(�,�1) ⌘
Z

⌦(��1)
dM =

Z �1

�

"Z

@⌦(�0)

⇢ dS
|r�0|

#
d�0 =

Z �1

�
m(�0) d�0

x
y

z

<latexit sha1_base64="tITowPOmm8OpI8kudYO1b2QyLAw=">AAACHnicbZDLSgMxFIYzXmu9VV0KEiyCgpQZKepGKLpxWcFeoDMMmTTVYJIZkjPScejOB3HtVp/BnbjVR/AtTC8Lbz8Efv7/HML5okRwA6774UxNz8zOzRcWiotLyyurpbX1polTTVmDxiLW7YgYJrhiDeAgWDvRjMhIsFZ0czbsW7dMGx6rS8gSFkhypXiPUwI2Cktbd/gE+wxImPsyivu5D1xlOBoMdvv72V5YKrsVdyT813gTU0YT1cPSp9+NaSqZAiqIMR3PTSDIiQZOBRsU/dSwhNAbcsU61ioimQny0R0DvGOTLu7F2j4FeJR+38iJNCaTkZ2UBK7N724Y/ttF8r+4k0LvOMi5SlJgio7/76UCQ4yHrHCXa0ZBZNYQqrk9AdNrogkFS7Ro2Xi/Sfw1zYOKd1ipXlTLtdMJpQLaRNtoF3noCNXQOaqjBqLoHj2iJ/TsPDgvzqvzNh6dciY7G+iHnPcvFK2iEA==</latexit>

z = ⌘b(x, y)

Figure 73.5: Depicting the mass of fluid within a λ∞-region, where λ ≤ λ∞ with λ∞ is an arbitrary constant
that is larger than any value of λ in the ocean domain. This figure is oriented for the southern hemisphere with
Antarctica on the left. An example of such a region is for λ = Θ, whereby warmer waters are typically shallower
and towards the equator.

λ−∞-region defined by [λ1, λ2] = [λ−∞, λ]

A λ−∞-region is defined with
λ1 = λ−∞ and λ = λ, (73.18)
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where λ−∞ is an arbitrary constant that is smaller than any value of λ realized in the ocean.
The region mass is thus given by

M(λ−∞, λ) ≡
ˆ
Ω(λ−∞≤λ)

dM =

ˆ λ

λ−∞

[ˆ
∂Ω(λ′)

ρ dS

|∇λ′|

]
dλ′ =

ˆ λ

λ−∞

m(λ′) dλ′. (73.19)

This mass is the complement of that contained in the λ∞-region. The λ−∞-region mass implies
a corresponding differential mass increment via

M(λ−∞, λ) =

ˆ λ

λ−∞

m(λ′) dλ′ =⇒ dM(λ−∞, λ) = m(λ) dλ. (73.20)

λ±∞-region defined by [λ1, λ2] = [λ−∞, λ∞]

The full ocean is contained in the λ±∞-region

λ1 = λ−∞ and λ2 = λ∞, (73.21)

so that the full ocean mass is written

M(λ−∞, λ∞) =

ˆ
Ω(λ−∞≤λ≤λ∞)

dM =

ˆ λ∞

λ−∞

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
dλ =

ˆ λ∞

λ−∞

m(λ′) dλ′. (73.22)

Difference of mass between two λ∞-regions

The difference in mass between two λ∞-regions is given by

M(λ1, λ∞)−M(λ2, λ∞) =

ˆ λ∞

λ1

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
dλ−

ˆ λ∞

λ2

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
dλ. (73.23)

The arbitrary constant, λ∞, drops out when taking the difference so that we are left with the
mass within the intersection of the two regions

M(λ1, λ2) =M(λ1, λ∞)−M(λ2, λ∞) =

ˆ λ2

λ1

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
dλ =

ˆ λ2

λ1

m(λ′) dλ′. (73.24)

73.3.5 Integrals of arbitrary functions

We can extend the above formalism to integrals of an arbitrary function, F(x, t), over a region
defined by λ1,2-interfaces

IF(λ1, λ2) ≡
ˆ
Ω(λ1≤λ≤λ2)

F dM =

ˆ λ2

λ1

[ˆ
∂Ω(λ)

F ρ dS

|∇λ|

]
dλ. (73.25)

Performing the area integral amounts to binning the function according to λ-increments, in
which case we define the distribution function

mF(λ) =

ˆ
∂Ω(λ)

F ρ dS

|∇λ| , (73.26)
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so that an integral over the distribution is given by

IF(λ1, λ2) =

ˆ λ2

λ1

mF(λ) dλ. (73.27)

In particular, consider the integral over a λ∞-region

IF(λ, λ∞) =

ˆ λ∞

λ

[ˆ
∂Ω(λ′)

F ρdS

|∇λ′|

]
dλ′ =

ˆ λ∞

λ
mF(λ

′) dλ′, (73.28)

which has the derivative

∂IF(λ, λ∞)

∂λ
= −

ˆ
∂Ω(λ)

F ρdS

|∇λ| = −mF(λ), (73.29)

as follows from the fundamental theorem of calculus. Note how the derivative removes the
reference value, λ∞. Analogously, the integral over a λ−∞-region has the derivative

∂IF(λ−∞, λ)

∂λ
=

ˆ
∂Ω(λ)

F ρdS

|∇λ| = mF(λ). (73.30)

73.3.6 Moments of λ

Setting F = λ in the integral (73.25) renders

Λ(λ1, λ2) ≡
ˆ
Ω(λ1≤λ≤λ2)

λ dM =

ˆ
Ω(λ1≤λ≤λ2)

λ ρdV =

ˆ λ2

λ1

[ˆ
∂Ω(λ)

λ ρdS

|∇λ|

]
dλ. (73.31)

If λ is a tracer concentration (tracer mass per seawater mass), then Λ(λ1, λ2) is the mass of
tracer within the layer. Observe that λ can be pulled outside of the surface integral in equation
(73.31) since λ is constant along ∂Ω(λ), thus rendering

Λ(λ1, λ2) =

ˆ λ2

λ1

[ˆ
∂Ω(λ)

ρdS

|∇λ|

]
λdλ =

ˆ λ2

λ1

m(λ)λ dλ. (73.32)

We can likewise define any higher powers as

Λ(n)(λ1, λ2) ≡
ˆ λ2

λ1

[ˆ
∂Ω(λ)

ρ dS

|∇λ|

]
λn dλ =

ˆ λ2

λ1

m(λ)λn dλ =M(λ1, λ2) ⟨λn⟩. (73.33)

The final equality introduced the mean value for the power

⟨λn⟩ =
´ λ2
λ1
m(λ)λn dλ´ λ2

λ1
m(λ) dλ

(73.34)

as defined over the [λ1, λ2] region. We refer to ⟨λn⟩ as the n-moment of λ, with n = 1 yielding
the mean.

73.3.7 Internal and external λ-moments

Now specify the region [λ1, λ2] = [λ̃, λ∞] for the moment equation (73.33). Making use of the
differential mass increment, dM(λ, λ∞) = −m(λ) dλ as in equation (73.17) allows us to integrate
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the moment equation by parts

Λ(n)(λ̃, λ∞) =

ˆ λ∞

λ̃
λnm(λ) dλ (73.35a)

= −
ˆ λ∞

λ̃
λn dM (73.35b)

=

ˆ λ∞

λ̃

[
−d(λnM) + nM λn−1 dλ

]
(73.35c)

= −λn∞M(λ∞, λ∞) + λnM(λ̃, λ∞) + n

ˆ λ∞

λ
M(λ, λ∞)λn−1 dλ (73.35d)

= λnM(λ̃, λ∞) + n

ˆ λ∞

λ
M(λ, λ∞)λn−1 dλ, (73.35e)

where the final equality follows since M(λ∞, λ∞) = 0. Making use of equation (73.33) thus leads
to

M(λ̃, λ∞) ⟨λn⟩ =M(λ̃, λ∞) λ̃n︸ ︷︷ ︸
external moment

+ n

ˆ λ∞

λ̃
M(λ, λ∞)λn−1 dλ.︸ ︷︷ ︸
internal moment

(73.36)

We refer to the rightmost term as the internal moment since it is an integral over the region,
whereas M(λ̃, λ∞) λ̃n is the external moment, which is the region mass times the boundary value,
λ̃n. We choose the moniker “external” since the external moment increases in direct proportion
to the mass crossing the ocean layer boundaries, including the external boundaries. In Section
73.6 we develop a budget for the n = 1 moment, in which the internal moment from equation
(73.36) takes the form

M(λ̃, λ∞) [⟨λ⟩ − λ̃] =
ˆ λ∞

λ̃
M(λ, λ∞) dλ. (73.37)

We return to the notion of internal and external moments in Section 73.10.2.

73.3.8 Further study

The formulation given here in terms of mass distribution functions follows that of Walin (1977)
and Walin (1982). In these two papers, Walin pioneered the formalism of water mass analysis,
which is sometimes referred to as Walin analysis in his honor. The concept of internal and
external tracer moments follows the internal and external heat introduced by Holmes et al.
(2019).

73.4 Water mass transformation across a λ-surface

We here develop the formalism to quantify transport of seawater crossing an interior λ-interface.
This transport is referred to as the water mass transformation and is written as G(λ). Figure
73.6 illustrates how this transformation appears in a mass budget for a ∆λ-layer, with details
provided in this section. We assume that λ satisfies a tracer equation as discussed in Section
73.4.3.
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ΔW

ΔΨ δλ
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z = ⌘b(x, y)

Figure 73.6: A layer of seawater with scalar property λ within the range [λ−∆λ/2, λ+∆λ/2] and defined over
a geographical domain Ω(λ±∆λ/2). In this example, λ increases to the south, towards Antarctica, with λ = γ
(density) an example (Section 73.2). The net seawater mass transport crossing the layer interfaces, ∂Ω(λ±∆λ/2),
is G(λ±∆λ/2), with G > 0 for water moving to regions of larger λ. The seawater mass crossing the layer through
the geographical bounds, ∂Ωin(λ±∆λ/2), is written ∆Ψ(λ±∆λ/2), with ∆Ψ(λ±∆λ/2) > 0 for water leaving
Ω(λ ±∆λ/2). The boundary ∂Ωin(λ ±∆λ/2) is absent when the domain extends across a basin or the global
ocean (e.g., see Figure 73.8). The mass crossing the sea surface, ∂Ωout(λ±∆λ/2), through rain, evaporation, melt,
or rivers is written ∆W (λ±∆λ/2), with ∆W (λ±∆λ/2) > 0 for mass entering Ω(λ±∆λ/2). A layer interface
can have an arbitrary stratification, such as the vertically non-monotonic profile depicted here for the λ+∆λ/2
interface. Additionally, the domain Ω(λ ±∆λ/2) can generally be disconnected. The net domain boundaries
are written ∂Ωin(λ±∆λ/2) + ∂Ωout(λ±∆λ/2) + ∂Ω(λ+∆λ/2) + ∂Ω(λ−∆λ/2). The δλ layer surrounding the
∂Ω(λ−∆λ/2) interface arises as part of the method detailed in Section 73.4.2 for computing G according to the
λ-derivative of an integral over the δλ layer.

73.4.1 Dia-surface flux and interior transformation

The object that measures the local water mass transformation is the dia-surface flux detailed in
Section 64.3.7. This flux is given by

wdia = n̂ · (v − v(λ)) =
λ̇

|∇λ| with n̂ =
∇λ
|∇λ| and λ̇ =

Dλ

Dt
, (73.38)

and with wdia > 0 for water moving to regions of larger λ. It is computed as the projection
of the relative velocity, (v − v(λ)), onto the direction normal to the surface, with the relative
velocity being the difference between the fluid particle velocity, v, and the velocity of a point
on the λ-interface, v(λ). The velocity of a point on the surface satisfies the following kinematic
constraint11

(∂t + v
(λ) · ∇)λ = 0. (73.39)

This constraint is based on assuming v(λ) measures the velocity of a point fixed to the λ-surface.
Evidently, the dia-surface flux, wdia, locally measures the flux of seawater (volume per area per
time) that penetrates a λ-interface in the direction of increasing λ.

The interior water mass transformation, G(λ), is the area integral of ρwdia over the full extent
of the λ-surface

G(λ) ≡
ˆ
∂Ω(λ)

ρwdia dS =

ˆ
∂Ω(λ)

ρ n̂ · (v − v(λ)) dS =

ˆ
∂Ω(λ)

ρ λ̇

|∇λ| dS, (73.40)

11We encountered the relation (73.39) in Section 19.6.2 when deriving the kinematic boundary condition for a
moving surface.
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where ∂Ω(λ) is the surface occupied by the λ-interface (see Figure 73.6). Furthermore, the
dimensions of G(λ) are mass per time

G(λ) [≡] M T−1, (73.41)

thus measuring the mass per time crossing the λ-interface.

Based on the definition (73.40), we see that interior water mass transformation across a
λ-interface occurs when there is a material change, λ̇ ≠ 0, in the property defining the interface.
Interior material changes arise from mixing, which generally causes irreversible changes to λ,
thus driving seawater across the moving λ-interfaces. Material changes can also arise from
sources and sinks, as when considering buoyancy surfaces in the presence of a nonlinear equation
of state (Chapter 72). Sources and sinks are also commonly encountered by biogeochemical
tracers.

73.4.2 Transformation as the derivative of an integral

Following the discussion from Section 73.3.5, we set F = λ̇ and consider the mass integral

Iλ̇(λ, λ∞) =

ˆ
Ω(λ≤λ∞)

λ̇′ dM =

ˆ λ∞

λ

[ˆ
∂Ω(λ′)

ρ λ̇′

|∇λ′| dS
]
dλ′ =

ˆ λ∞

λ
G(λ′) dλ′. (73.42)

The fundamental theorem of calculus leads to the expression of the water mass transformation
as the derivative

G(λ) = −∂Iλ̇(λ, λ∞)

∂λ
fund. thm of calculus (73.43a)

= − lim
δλ→0

1

δλ

[ˆ λ∞

λ+δλ/2
G(λ′)dλ′ −

ˆ λ∞

λ−δλ/2
G(λ′)dλ′

]
definition of derivative (73.43b)

= lim
δλ→0

1

δλ

ˆ λ+δλ/2

λ−δλ/2
G(λ′)dλ′ combine integral limits (73.43c)

= lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

λ̇′ dM equation (73.42) (73.43d)

= lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

λ̇′ ρ dV dM = ρdV. (73.43e)

Evidently, the calculation of interior water mass transformation requires information about the
material time change, λ̇, a weighting of the time changes according to the mass, dM = ρdV ,
and a binning of ρ λ̇ dV according to λ-classes. Note that in the final equality, equation (73.43e),
the limit δλ→ 0 might appear to lead to a singularity. However, as seen by the form in equation
(73.43c), the integration region volume also gets smaller as δλ → 0 so that the limit is well
defined.

73.4.3 Kinematic and process methods of transformation

There are complementary methods to view interior water mass transformation: the process
method and the kinematic method. The two methods are mathematically identical and so they
offer two means to compute the same transformation. The kinematic method tells us how
transformation happens whereas the process method tells us why. We here detail these two
methods.
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Kinematic method

The kinematic method focuses on the kinematic means for realizing dia-surface transport, thus
providing information concerning how interior transformation occurs. It does so by binning
processes contributing to the right hand side of

ρ λ̇ = ∂t(ρ λ) +∇ · (ρ λv), (73.44)

which arises from the local time tendency plus advection, so that

G(λ) = lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

[∂t(ρ λ) +∇ · (ρ λv)] dV. (73.45)

This method is operationally simpler than the process method since there are fewer terms to
bin. However, it does not provide information about why there is transformation, with that
information requiring us to bin tendencies arising from individual processes.

Process method

The process method focuses on physical processes leading to movement of fluid across the λ-
interface, thus providing information concerning why interior transformation occurs. It does so
by binning processes contributing to the right hand side of the tracer equation

ρ λ̇ = −∇ · J + ρ Υ̇, (73.46)

where J is a flux arising from non-advective processes such as diffusion, and Υ̇ is a source/sink
term (dimensions of λ per time) that cannot be written as the convergence of a flux. The tracer
equation (73.46) inserted into the transformation equation (73.43e) leads to

G(λ) = lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

(−∇ · J + ρ Υ̇) dV (73.47a)

= lim
δλ→0

1

δλ

˛
∂Ω(λ±δλ/2)

(−J · n̂) dS + lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

ρ Υ̇ dV, (73.47b)

The second equality made use of the divergence theorem to convert the volume integral into a
surface integral. For the tracer sources, we assume they do not modify the seawater mass at a
point so that there is no source in the seawater mass equation.

For many purposes it is useful to decompose the non-advective flux divergence into contribu-
tions from interior processes, such as ocean mixing, and boundary fluxes

∇ · J = ∇ · (J int + J out + J bot). (73.48)

By definition,
J int · n̂ = 0 on ∂Ωout(λ± δλ/2) and ∂Ωbot(λ± δλ/2), (73.49)

whereas J int · n̂ is generally nonzero on interior layer boundaries. In contrast, the boundary
fluxes, J out · n̂ and J bot · n̂, are identically zero everywhere except on their respective boundaries.
Correspondingly, it is convenient to bin the volume weighted convergence, −∇·J int dV , according
to λ-classes, and to likewise bin the area weighted boundary fluxes, J out · n̂dS and J bot · n̂dS.
In this way we write the non-advective contribution to water mass transformation in the form

G(λ)non-adv = − lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

∇ · J int dV︸ ︷︷ ︸
interior transformation = volume integral of convergence

CHAPTER 73. WATER MASS TRANSFORMATION THEORY page 2057 of 2158



73.4. WATER MASS TRANSFORMATION ACROSS A λ-SURFACE

− lim
δλ→0

1

δλ

ˆ
∂Ωout(λ±δλ/2)

J out · n̂dS︸ ︷︷ ︸
surface transformation = area integral of surface boundary fluxes

− lim
δλ→0

1

δλ

ˆ
∂Ωbot(λ±δλ/2)

J bot · n̂dS.︸ ︷︷ ︸
bottom transformation = area integral of bottom boundary fluxes

(73.50)

Again, this expression decomposes the contribution from interior processes, here represented as
the volume integral of the interior flux convergence, from the surface and bottom contributions,
here represented as the area integral of the boundary fluxes. This decomposition is further
examined in Section 73.7 where we focus on the surface contribution to water mass transformation.

Since the boundary fluxes are, by definition, zero except on the boundaries, their divergence
can be written in terms of a Dirac delta distribution12

∇ · [J out + J bot] = J out · n̂ δ(z − η) + J bot · n̂ δ(z − ηb). (73.51)

Although this equation is more physically formal than mathematically rigorous, its use in
the transformation equation (73.47a) correctly leads to the expression (73.50). Consequently,
equation (73.51) proves to be a useful shorthand that is commonly used in the literature (e.g.,
Groeskamp et al. (2019)).13

Comments

As we saw, equality of the process method and kinematic method follows simply because the
two provide equivalent expressions for the material time derivative. However, in the analysis of
numerical model output, it can be nontrivial to realize this equivalance due to the extreme care
required to diagnose the terms appearing in the scalar budget equation. See Drake et al. (2025)
for a thorough discussion of the details as required for the MOM6 finite volume numerical ocean
model.

73.4.4 Some details concerning interior transformation

We here consider some details of the water mass transformation arising just from interior
processes such as diffusion.

A global integrated constraint on G(λ)int

Consider the integrated water mass transformation given by equation (73.42), only now integrate
over the full ocean domain

Iλ̇(λ−∞, λ∞) =

ˆ λ∞

λ−∞

G(λ′) dλ′ =

ˆ
Ω(λ−∞,λ∞)

ρ λ̇′ dV. (73.52)

12We detail properties of the Dirac delta distribution in Chapter 7. It has dimensions equal to the inverse the
dimensions of its argument (Section 7.3). For example, when the argument has dimensions of length then the
Dirac delta has dimensions of inverse length. We thus see that equation (73.51) is dimensionally consistent.

13As detailed in Section 9.4.8, we are afforded the ability to introduce Dirac deltas into the boundary conditions
(73.51) since the boundary conditions are Neumann (flux) conditions. A similar method was used for quasi-
geostrophic potential vorticity in Section 45.7 and for the surface buoyancy fluxes in Section 72.6.3.
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This integral vanishes for water mass transformations arising from conservative interior processes
(i.e., those processes determined by the convergence of a flux)

[Iλ̇(λ−∞, λ∞)]int =

ˆ λ∞

λ−∞

G(λ′)int dλ
′ (73.53a)

= −
ˆ
Ω(λ−∞,λ∞)

∇ · J int dV (73.53b)

= −
˛
∂Ω(λ−∞,λ∞)

J int · n̂dS (73.53c)

= 0, (73.53d)

which follows since J int · n̂ = 0 on the ocean boundaries. Hence, there can be no net water mass
transformation across a λ surface arising from conservative interior processes

ˆ λ∞

λ−∞

G(λ′)int dλ
′ = 0. (73.54)

Instead, conservative interior processes only lead to rearrangement of water within the λ-bins.
This result follows since these interior processes conserve the total content of λ within the
global domain. Equation (73.54) provides a constraint that should be verified by any numerical
realization of water mass transformation.

Interior transformation across constant λ surfaces

We now focus on the transformation occuring along surfaces of constant λ (Figure 73.7) so that

G(λ)int = − lim
δλ→0

1

δλ

ˆ
Ω(λ±δλ/2)

∇ · J int dV (73.55a)

= − lim
δλ→0

1

δλ

[ˆ
Ω(λ+δλ/2)

n̂ · J int dS −
ˆ
Ω(λ−δλ/2)

n̂ · J int dS

]
. (73.55b)

Transformation occurs if there is an imbalance between the diffusive transport across the two
bounding surfaces, Ω(λ+ δλ/2) and Ω(λ− δλ/2). As a special case, assume the ocean surface
is a constant λ surface with λ = λtop. Along this surface we have n̂ · J int = 0, so that the
transformation at λtop − δλ/2 has a contribution just from the flux crossing the Ω(λtop − δλ)
surface

lim
δλ→0

G(λtop − δλ/2)int = lim
δλ→0

1

δλ

ˆ
Ω(λtop−δλ)

n̂ · J int dS. (73.56)

Likewise, along the top surface we have

G(λtop)int = lim
δλ→0

1

δλ

ˆ
Ω(λtop−δλ/2)

n̂ · J int dS, (73.57)

where we set n̂ · J int = 0 for the surface Ω(λtop + δλ/2), since this surface exists outside of the
ocean.

The results (73.56) and (73.57) make it appear that G(λtop − δλ/2)int and G(λtop)int are
unbounded as δλ→ 0, so long as there is a nonzero diffusive transport through Ω(λtop − δλ) or
Ω(λtop − δλ/2). However, this unbounded water mass transformation is not realized since the
diffusive flux gets smaller in magnitude when approaching the ocean surface, and it does so in
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order to satisfy the no-flux surface boundary condition (73.49) satisfied by interior processes14

n̂ · J int = 0 at z = η. (73.58)
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Figure 73.7: Example λ surfaces for studying interior transformation due to diffusion. The left panel shows λ
surfaces that outcrop to the ocean surface, with the dotted surface the chosen λ surface across which we compute
the water mass transformation. The right panel assumes the λ surfaces are flat and with λ = λtop the value along
the ocean surface.

To further our understanding of the transformation in the region near the ocean surface, let
the λ surfaces be flat near the ocean surface so that n̂ = −ẑ along Ω(λtop − δλ). Setting the
diffusive flux to

J = −ρo κ∇λ (73.59)

as per a Boussinesq fluid with reference density ρo and diffusivity κ > 0, leads to the transforma-
tion

G(λtop − δλ/2)int =
1

δλ

ˆ
Ω(λtop−δλ)

(ρo κ ∂zλ) dS. (73.60)

With κ ∂zλ > 0, the transformation is positive, G(λtop − δλ/2)int > 0, so that water is entrained
into the layer bounded by λtop − δλ and λtop. Note that in the absence of boundary fluxes, the
value of λtop is reduced due to diffusive mixing with interior waters since these waters have lower
values of λ. Furthermore, as the surface is approached, ∂zλ reduces in magnitude to satisfy the
no-flux condition, κ ∂zλ = 0, at the ocean surface. In this manner, the transformation remains
bounded even as δλ→ 0.

73.5 Budget for seawater mass in a ∆λ-layer
In this section we construct the seawater mass budget for a ∆λ-layer, making reference to Figure
73.6 for the notation. As a shorthand, we write the layer mass as

∆M(λ±∆λ/2) ≡M(λ−∆λ/2, λ+∆λ/2), (73.61)

along with a similar notation for other contributions to the layer mass budget.

73.5.1 Transport crossing interior open boundaries
As depicted in Figure 73.6, the layer region has an open boundary that is within the interior of
the ocean. The mass transport leaving the layer through this interior open boundary is written

∆Ψ(λ±∆λ/2) =

ˆ
∂Ωin(λ±∆λ/2)

ρ (v − v(b)) · n̂dS, (73.62)

14As discussed in Sections 20.4.3, 72.5, and 73.8.3, when water is transported across the ocean surface the
diffusive flux picks up a nonzero boundary contribution. That contribution is assumed to be part of the surface
transformation in equation (73.50) so that the interior diffusive flux still satisfies the no-flux boundary condition
(73.58). Nurser and Griffies (2019) discuss these points for salinity.
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where v(b) is the velocity for a point on the boundary and n̂ is the outward normal along the
boundary. Introducing the mass distribution for this transport renders the equivalent expression

∆Ψ(λ±∆λ/2) =

ˆ λ+∆λ/2

λ−∆λ/2
ṁΨ(λ

′) dλ′, (73.63)

where we introduced

ṁΨ(λ) dλ = mass per time of λ-stuff crossing ∂Ωin within [λ− dλ/2, λ+ dλ/2]. (73.64)

We make particular use of ṁΨ in Section 73.6 when studying the λ-budget in a ∆λ-layer. One
common example for an open interior boundary is when choosing a particular latitude, in which
case v(b) = 0 and n̂ = ŷ so that

∆Ψ(λ±∆λ/2) =

ˆ
∂Ωin(λ±∆λ/2)

ρ v dx dz. (73.65)

In this case, ∂Ωin(λ±∆λ/2) specifies the depth and longitude range for the layer at its intersection
along the constant latitude boundary.

73.5.2 Mass transport crossing the ocean surface

The mass transport crossing the ocean free surface is written

∆W (λ±∆λ/2) = −
ˆ
∂Ωout(λ±∆λ/2)

ρ (v − v(η)) · n̂dS =

ˆ
∂Ωout(λ±∆λ/2)

Qm dS, (73.66)

where we made use of the surface kinematic boundary condition (19.78) to write

ρ (v − v(b)) · n̂ ≡ −Qm, (73.67)

where Qm dS is the mass transport of water crossing the free surface (Qm > 0 for water entering
the ocean). Introducing the mass distribution leads to the equivalent expression

∆W (λ±∆λ/2) =

ˆ λ+∆λ/2

λ−∆λ/2
ṁW(λ

′) dλ′, (73.68)

where

ṁW(λ) dλ = mass per time of λ-stuff crossing ∂Ωout within [λ− dλ/2, λ+ dλ/2]. (73.69)

We make particular use of ṁW in Section 73.6 when studying the λ-budget in a ∆λ-layer.

73.5.3 Mass budget

Bringing the above pieces together leads to the layer mass budget

d∆M

dt
= −∆Ψ+∆W − [G(λ+∆λ/2)−G(λ−∆λ/2)], (73.70)
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where for brevity we dropped λ±∆λ/2 arguments for ∆M , ∆Ψ, and ∆W . It is common to
define the layer mass formation as the mass accumulation within the layer

d∆M

dt
+∆Ψ︸ ︷︷ ︸

storage + outflow

= ∆W − [G(λ+∆λ/2)−G(λ−∆λ/2)]︸ ︷︷ ︸
formation into layer Ω(λ±∆λ/2)

. (73.71)

This equality defines water mass formation as the time change for the mass within the layer
(sometimes referred to as the storage term), plus the net mass leaving the interior open boundary.
Formation into a layer occurs if there is mass converging through transformation across interior
layer interfaces, plus mass entering through the surface boundary outcrop region.

We arrive at a differential equation for the mass budget (73.71) by dividing through by the
layer increment, ∆λ, and taking the limit as this increment tends to zero

∂

∂λ

[
dM

dt
+Ψ−W +G

]
= 0. (73.72)

Integrating from a reference value λ−∞ to λ leads to

ˆ λ

λ−∞

∂Ψ

∂λ
dλ =

ˆ λ

λ−∞

∂

∂λ

[
−dM

dt
+W −G

]
dλ =⇒ Ψ = −dM

dt
+W −G. (73.73)

We dropped the contribution from the constant reference value, λ−∞, since it sits outside of the
ocean domain. The differential water mass equation (73.73) is a continuous version of the discrete
equation (73.71). We wrote this equation as an expression for Ψ given that an accumulation
from the bottom up leads to a transport streamfunction in the steady state, as we discuss in
Section 73.7.1.

73.6 Budget for λmass in a λ∞-region

We build from our understanding of the seawater mass budget in Section 73.5 to develop a
budget for the mass of λ within the λ∞-region of Section 73.3.4 and as illustrated in Figure 73.8.
Part of our aim is to further develop the formalism while also offering added insights into the
causes for water mass transformation, G(λ).

We here choose to be specific by considering λ to be an intensive property such as a material
tracer concentration, in which case λ ρdV has dimensions of tracer mass.15 For non-material
scalar fields, such as Conservative Temperature or buoyancy, the dimensions are modified
accordingly.

73.6.1 Processes affecting the mass of λ-stuff

Our starting point is the Leibniz-Reynolds budget for a scalar field derived in Section 20.2.4,
here including the possibility of scalar sources

d

dt

[ˆ
Ω(λ≤λ∞)

ρ λdV

]
=

ˆ
Ω(λ≤λ∞)

ρ Υ̇ dV −
ˆ
∂Ω(λ≤λ∞)

[
ρ λ (v − v(b)) + J

]
· n̂dS. (73.74)

The right hand side of this budget equation can be decomposed into the following processes
illustrated in Figure 73.8.

15See Section 20.2.1 for more on intensive and extensive fluid properties.
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Figure 73.8: A λ∞-region for studying the λ budget, with the region bounded by the solid-earth bottom,
∂Ωbot(λ ≤ λ∞), the ocean surface boundary, ∂Ωout(λ, λ∞), and the λ-interface, ∂Ω(λ). Hence, in contrast to the
∆λ-region shown in Figure 73.6, the λ∞-region has no interior open boundary. Along the surface boundary, the
λ budget is affected by the non-advective transport, Eout(λ, λ∞), arising from processes such as diffusion, plus
advective transport, W (λ)(λ, λ∞), arising from mass transported across the surface that can carry a non-zero
amount of λ. Along the bottom boundary, the λ budget is affected by non-advective transport, Ebot(λ, λ∞), arising
from processes such as geothermal heating. There is no corresponding advective transport along the bottom since
we assume there is no mass crossing the ocean bottom. Along the interior boundary, ∂Ω(λ), the budget is affected
by non-advective transport, E(λ), arising from diffusion, as well as advective transport through λG(λ), with
G(λ) the interior water mass transformation from Section 73.4. Finally, there is the possibility for an interior
volume source, Ẏ (λ ≤ λ∞), particularly for buoyancy in the presence of a nonlinear equation of state, and for
biogeochemical tracers.

Non-conservative sources and sinks

As noted in Section 73.4.3, the source term, ρ Υ̇, accounts for processes that cannot be represented
as the convergence of a flux. We write its region integrated contribution using the shorthand

Ẏ (λ, λ∞) ≡
ˆ
Ω(λ≤λ∞)

ρ Υ̇ dV ≡
ˆ λ∞

λ
ṁY(λ

′) dλ′. (73.75)

The final equality introduced the distribution function for the source, in which

ṁY(λ) dλ = mass per time of λ-stuff created within [λ− dλ/2, λ+ dλ/2]. (73.76)

Transport from non-advective processes

The contribution from boundary area integrated non-advective fluxes appears in the term

−
ˆ
∂Ω(λ≤λ∞)

J · n̂dS = −
ˆ
∂Ωout(λ≤λ∞)

J · n̂dS−
ˆ
∂Ωbot(λ≤λ∞)

J · n̂dS−
ˆ
∂Ω(λ)

J · n̂dS. (73.77)

Recall the minus signs arise since a non-advective flux increases the λ content of the region
if the flux is oriented into the region, whereas n̂ is the region outward normal. The surface,
∂Ωout(λ ≤ λ∞), extends along the upper ocean boundary and supports non-advective surface
boundary fluxes. Likewise, the boundary, ∂Ωbot(λ ≤ λ∞), intersects the ocean bottom and
generally experiences bottom boundary fluxes such as geothermal heating. Finally, the surface,
∂Ω(λ), has non-advective fluxes that cross the λ-interface, with diffusive fluxes the canonical
example. The boundary area integrated non-advective fluxes give rise to non-advective transports,
with dimensions of mass of λ-stuff per time, and they are written using the shorthand

−
ˆ
∂Ω(λ≤λ∞)

J · n̂dS = Eout(λ, λ∞) + Ebot(λ, λ∞) + E(λ), (73.78)
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with a term having a positive value if it increases the λ mass of the region. We furthermore find
it useful to introduce the distribution functions according to

Eout(λ, λ∞) + Ebot(λ, λ∞) =

ˆ λ∞

λ

[
ṁout

E (λ′) + ṁbot
E (λ′)

]
dλ′, (73.79)

where

ṁout
E (λ) dλ = mass per time of λ-stuff from ∂Ωout transport in [λ− dλ/2, λ+ dλ/2] (73.80a)

ṁbot
E (λ) dλ = mass per time of λ-stuff from ∂Ωbot transport in [λ− dλ/2, λ+ dλ/2]. (73.80b)

λ transported with interior boundary mass fluxes

We next consider the contribution to the budget equation (73.74) arising from the transport of
λ with mass that crosses the interior boundary, ∂Ω(λ), whereby

−
ˆ
∂Ω(λ)

ρ λ (v − v(λ)) · n̂dS = −λ
ˆ
∂Ω(λ)

ρ (v − v(λ)) · n̂dS = λG(λ), (73.81)

To reach this result we noted that λ can be pulled outside of the ∂Ω(λ) integral since it is
constant along this surface, thus allowing for the introduction of the water mass transformation,
G(λ), given by equation (73.40).

Surface boundary mass fluxes

The final term contributing to the right hand side of the λ budget equation (73.74) arises from
the surface mass transport along the boundary, ∂Ωout(λ ≤ λ∞),

−
ˆ
∂Ω(λ≤λ∞)

ρ λ (v − v(b)) · n̂dS =

ˆ
∂Ωout(λ≤λ∞)

λQm dS ≡W (λ)(λ, λ∞). (73.82)

To reach the first equality we followed the steps in Section 73.5.2 by using the kinematic boundary
condition (19.78) to introduce the surface mass transport, Qm dS. The final equality introduced
a shorthand that corresponds to the W (λ, λ∞) from Section 73.5.2. In the following, we find it
useful to introduce the mass distribution function, ṁW(λ), from equation (73.69), thus rendering

W (λ, λ∞) =

ˆ λ∞

λ
ṁW(λ

′) dλ′ and W (λ)(λ, λ∞) =

ˆ λ∞

λ
λ ṁW(λ

′) dλ′. (73.83)

Following the discussion in Sections 72.5.2, we have not assumed a relation between λ along the
interface, ∂Ωout(λ ≤ λ∞), and the concentration, λm, contained in the entering mass. We prefer
to keep the discussion general for now, providing a relation only when necessary.

73.6.2 Summary of the λ budget

Bringing terms together leads to the expanded version of the mass budget (73.74) for λ-stuff,
now written as

d

dt

[ˆ
Ω(λ≤λ∞)

ρ λdV

]
= Ẏ (λ, λ∞) + Eout(λ, λ∞) + Ebot(λ, λ∞) + E(λ) +W (λ)(λ, λ∞) + λG(λ), (73.84)
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which has the equivalent expression in terms of distribution functions

d

dt

ˆ λ∞

λ
λ′m(λ′) dλ′ =

ˆ λ∞

λ

[
ṁY(λ

′)+ṁout
E (λ′)+ṁbot

E (λ′)+λ ṁW(λ
′)
]
dλ′+E(λ)+λG(λ). (73.85)

Setting λ to a global constant and assuming there are no seawater mass sources leads to the
seawater mass budget for the λ∞-region

d

dt

[ˆ
Ω(λ≤λ∞)

ρdV

]
=W (λ, λ∞) +G(λ), (73.86)

which takes on the following form in terms of distributions

d

dt

ˆ λ∞

λ
m(λ′) dλ′ =

ˆ λ∞

λ
ṁW(λ

′) dλ′ +G(λ). (73.87)

73.6.3 Processes leading to water mass transformation
We now massage the budget equations to explicitly identify terms leading to water mass
transformation, G(λ). For that purpose, make use of the moment equation (73.37) to write

ˆ
Ω(λ≤λ∞)

ρ λdV =M(λ, λ∞) ⟨λ⟩ =M(λ, λ∞)λ+

ˆ λ∞

λ
M(λ′, λ∞) dλ′, (73.88)

which then leads to

d[M(λ, λ∞) ⟨λ⟩]
dt

= λ
dM(λ, λ∞)

dt
+

ˆ λ∞

λ

dM(λ′, λ∞)

dt
dλ′. (73.89)

Integrated water mass transformation over the λ∞-region

Use of the λ budget equation (73.84) for the left hand side of equation (73.89), and the mass
budget equation (73.86) for the right hand side, yields

Ẏ (λ, λ∞) + Eout(λ, λ∞) + Ebot(λ, λ∞) + E(λ) +W (λ)(λ, λ∞) + λG(λ)

= λ [W (λ, λ∞) +G(λ)] +

ˆ λ∞

λ
[W (λ′, λ∞) +G(λ′)] dλ′. (73.90)

Observe that the λG(λ) term cancels on both sides of this equation. The three contributions
from the surface boundary mass fluxes also cancel, as revealed through the following identity

W (λ)(λ, λ∞)− λW (λ, λ∞) =

ˆ λ∞

λ
(λ′ − λ) ṁW(λ

′) dλ′ (73.91a)

=

ˆ λ∞

λ

[ˆ λ∞

λ′
ṁW(λ

′′) dλ′′
]
dλ′ (73.91b)

=

ˆ λ∞

λ
W (λ′, λ∞) dλ′, (73.91c)

where the second equality follows from the double integral formula (6.107). To understand
the physical reason we see no water mass transformation from surface mass fluxes, recall the
discussion in Section 72.5.2. Namely, mixing and internal sources provide the only means
for irreversible changes to water masses and thus to water mass transformation. In contrast,
boundary mass transport contributes to transformation only if the mass participates in mixing.
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That is, the mass associated with boundary mass transport is incorporated into the ocean (or
leaves the ocean) only in the presence of mixing. It is thus reassuring that the formalism leads
to this same conclusion. Furthermore, this result is consistent with the expression (73.47b),
whereby the water mass transformation is, again, determined solely in terms of the non-advective
fluxes at the region boundaries plus the interior source term.

Cancelling the mass transport terms thus leads to the integrated water mass transformation

ˆ λ∞

λ
G(λ′) dλ′ = Ẏ (λ, λ∞) + Eout(λ, λ∞) + Ebot(λ, λ∞) + E(λ). (73.92)

Each term in this equation has dimensions mass of λ-stuff per time. This equation is an integrated
version of the expression (73.47b) for the water mass transformation, here having exposed the
processes contributing to transformation over the range λ ≤ λ∞. Evidently, the accumulated
effects from sources within the interior, plus non-advective fluxes along the surface and interior
boundaries, lead to an integrated interior water mass transformation.

Water mass transformation across the λ-interface

We derive an expression for the water mass transformation across the λ-interface by taking ∂/∂λ
of equation (73.92) to reveal

G(λ) = − ∂

∂λ

[
Ẏ (λ, λ∞) + Eout(λ, λ∞) + Ebot(λ, λ∞) + E(λ)

]
, (73.93)

thus revealing that the water mass transformation across a λ-surface is the λ-convergence of the
mixing processes plus the interior sources. This equation takes on the following distributional
form

G(λ) = ṁY(λ) + ṁbot
E (λ) + ṁout

E (λ)− ∂E(λ)

∂λ
. (73.94)

73.7 Surface water mass transformation
We have articulated all the terms needed to form the ∆λ-layer mass budget according to Figure
73.6 as well as the λ∞-region mass budget according to Figure 73.8. In this section we focus on
contributions to transformation from surface processes in the transformation equation (73.94)

Gout(λ) ≡ −
∂Eout(λ, λ∞)

∂λ
= ṁout

E (λ) = − lim
δλ→0

1

δλ

ˆ
∂Ωout(λ±δλ/2)

J · n̂dS, (73.95)

where the final equality made use of equation (73.47b). Such surface transformation forms the
focus of many studies of water mass transformation because it only requires surface boundary
information, which is generally more accessible than information from interior ocean mixing
processes or bottom geothermal processes. Furthermore, much of the transformation of water
occurs in surface regions since this region is home to large contributions from surface boundary
fluxes and associated ocean mixing. The basic equation we use is the non-advective flux equation
(20.85), rewritten here for the scalar field λ

−J · n̂ = Qλ − λQm = Qnon-adv
λ + (λm − λ)Qm. (73.96)

73.7.1 Circulation driven by surface transformation
The layer mass budget (73.71) and its continuous expression (73.73) provide the basis for
inferences about circulation and transformation. As an illustration, consider the continuous
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expression (73.73) and integrate from a reference value, λ−∞, up to λ

ˆ λ

λ−∞

Ψdλ′ =

ˆ λ

λ−∞

[
−∂M
∂t

+W −G
]
dλ′. (73.97)

The left hand side is an expression for the circulation in λ-space at the specified interior open
boundary. The right hand side means that a nonzero circulation is driven by mass through the
ocean surface, convergence of mass transformed across the λ-interfaces, and/or time changes to
the mass within the domain. Correspondingly, in the absence of surface boundary mass fluxes, a
steady circulation is driven just by water mass transformation

ˆ λ

λ−∞

Ψdλ′ = −
ˆ λ

λ−∞

G dλ′. (73.98)

Bottom

x
y

z
Ω(λ ± Δλ /2)

G(λ − Δλ /2) > 0

∂Ω(λ + Δλ /2)

∂Ω(λ − Δλ /2)

ΔΨ

G(λ + Δλ /2) = 0
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Figure 73.9: An example of surface transformation driven circulation oriented according to the Southern Ocean
with Antarctica to the left. Here we depict a layer that is exposed to some form of air-sea interaction that causes
the interface with λ−∆λ/2 to move meridionally. For example, if λ = γ (neutral density or potential density),
then an air-sea buoyancy flux generally causes γ outcrops to move laterally. Movement of the near-surface portion
of the ∂Ω(λ−∆λ/2) interface causes seawater to entrain into the layer and thus contribute to the surface water
mass transformation, G(λ−∆λ/2) > 0 (red arrow near the surface directed to the south). In turn, the boundary,
∂Ωin(λ ±∆λ/2), expands as the near-surface portion of the interface, ∂Ω(λ−∆λ/2), moves to the north as a
result of the entrained new water (black arrow moving to the north). If there is a net convergence of water mass
into the layer (as determined by the net mass crossing both layer interfaces ∂Ω(λ+∆λ/2) and ∂Ω(λ−∆λ/2)),
then mass accumulates within the layer [λ−∆λ/2, λ+∆λ/2]. There is a steady state mass budget for the layers
(i.e., layer mass is constant) only if the same amount of mass that converges into the layer via surface or interior
water mass transformation leaves the layer through circulation, Ψ, at the boundary ∂Ωin(λ±∆λ/2).

We depict an example in Figure 73.9 where the surface outcrop of the layer is exposed
to air-sea interactions that lead to a meridional movement of the interface λ − ∆λ/2. This
movement laterally entrains mass into the layer. If there is a net convergence of mass into
the layer, then the layer mass increases. A steady state mass budget for the layer is reached
if the amount of mass entrained through surface transformation is reflected in the same mass
leaving through the circulation at the open boundary, ∂Ωin(λ±∆λ/2). We depict another case
in Figure 73.10, here focusing on how a meridional gradient in the surface buoyancy loss causes
entrainment into buoyancy layers.

These and other statements related to the water mass budget are rather routine mathemati-
cally. Yet since the mass budget is formulated over layers, the mass budget offers the means to
make very general statements about the circulation even without a direct measurement of the
flow. This is a key power of water mass transformation theory.
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Figure 73.10: An example of surface water mass transformation, here illustrating the effects of transformation
due to a meridional gradient in the surface buoyancy loss (we here assume that λ is buoyancy as measured by
the neutral density, γ). The example is oriented for the northern hemisphere with increasing latitudes to the
north/right. Buoyancy loss is denoted by the thick vertical arrows indicating the removal of buoyancy from the
ocean, thus causing surface water to loose buoyancy and thus get more dense. The surface buoyancy loss causes γ
interfaces to migrate to the south (denser water moves southward)), which in turn causes dianeutral mass flux to
move from lighter layers to denser layers (black vectors pointed to the north, wdia). With a peak in the buoyancy
loss at a particular latitude, more entrainment is driven into the layer to the north of the peak (water converges
to the layer γ3/2 ≤ γ ≤ γ5/2) and less entrainment into the layer to the south (water diverges from the layer
γ1/2 ≤ γ ≤ γ3/2).

73.7.2 Further study

Much of the formalism in this section follows that reviewed by Groeskamp et al. (2019). This
paper offers specific examples of water mass transformation analysis as well as citations to
numerous research papers.

73.8 Buoyancy water mass transformation

In Section 73.2 we considered the transformation of water masses as defined by buoyancy classes,
with λ = γ where γ is a field whose isosurfaces approximate constant buoyancy directions; i.e.,
the neutral directions from Section 30.5. We here fill in further details for such buoyancy water
mass analysis.

73.8.1 Material time changes to S and Θ

The material time derivative of γ can be written as the sum of contributions from salinity and
Conservative Temperature

ρ γ̇ =
∂γ

∂S
ρ Ṡ +

∂γ

∂Θ
ρ Θ̇. (73.99)

Following the decomposition of the water mass transformation in Section 73.4.3, for a general
tracer, we here write the material time derivatives in the form

ρ Ṡ = −∇ · J (S)
int − J (S)

out · n̂ δ(z − η)− J (S)
bot · n̂ δ(z − ηb) (73.100a)

ρ Θ̇ = −∇ · J (Θ)
int − J (Θ)

out · n̂ δ(z − η)− J (Θ)
bot · n̂ δ(z − ηb), (73.100b)

where we assumed there are no interior sources of S or Θ. The surface and bottom boundary
contributions are weighted by Dirac delta distributions and projected into the normal direction
along the two respective boundary surfaces. Following from the decomposition of water mass
transformation given by equation (73.50), we are thus led to the following form for buoyancy

page 2068 of 2158 geophysical fluid mechanics



73.8. BUOYANCY WATER MASS TRANSFORMATION

transformation

G(γ) = − lim
δγ→0

1

δγ

ˆ
Ω(γ±δγ/2)

(
∂γ

∂S
∇ · J (S)

int +
∂γ

∂Θ
∇ · J (Θ)

int

)
dV︸ ︷︷ ︸

interior buoyancy transformation = volume integral of convergence

− lim
δγ→0

1

δγ

ˆ
∂Ωout(γ±δγ/2)

(
∂γ

∂S
J

(S)
out +

∂γ

∂Θ
J

(Θ)
out

)
· n̂dS︸ ︷︷ ︸

surface buoyancy transformation = area integral of surface boundary fluxes

− lim
δγ→0

1

δγ

ˆ
∂Ωbot(γ±δγ/2)

(
∂γ

∂S
J

(S)
bot +

∂γ

∂Θ
J

(Θ)
bot

)
· n̂dS.︸ ︷︷ ︸

bottom buoyancy transformation = area integral of bottom boundary fluxes

(73.101)

This expression is explored in the remainder of this section.

73.8.2 Interior buoyancy water mass transformation

Contributions from cabbeling, thermobaricity, and halobaricity (Section 72.3) arise from the
interior transformation appearing in equation (73.101). Furthermore, in the special case of a
linear equation of state, whereby ∇(∂γ/∂Θ) = 0 and ∇(∂γ/∂S) = 0, then equation (73.54)
means that the global integral of the interior transformation vanishes

ˆ γ∞

γ−∞

Gint(γ) dγ =

ˆ
R

(
∂γ

∂S
∇ · J (S)

int +
∂γ

∂Θ
∇ · J (Θ)

int

)
dV = 0 linear equation of state,

(73.102)
where R is the global ocean domain. By inference, we conclude that any nonzero result for this
integral is a global measure of the effects from the nonlinear equation of state

contribution from nonlinear equation of state =

ˆ γ∞

γ−∞

Gint(γ) dγ. (73.103)

73.8.3 Surface non-advective flux for S and Θ

We review a few of the distinct characteristics of surface non-advective fluxes of S and Θ
as detailed in Section 72.5.2, here working with salinity, S, rather than salt concentration,
S = S/1000.

Non-advective salt flux

The non-advective surface boundary flux for salt is given by equation (72.67), here written as

−J (S) · n̂ = Qnon-adv
S + (Sm − S)Qm, (73.104)

where Qnon-adv
S is a non-advective salt flux, such as might arise from parameterized turbulent

transfer. For the salt concentration of water crossing the ocean surface, we generally take Sm = 0
for precipitation, evaporation, and river runoff, whereas Sm ̸= 0 for ice melt and formation.
Furthermore, the boundary term, S = S(z = η), is commonly approximated by the bulk salt
concentration in the upper ocean.
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Non-advective flux for Conservative Temperature

For Conservative Temperature we follow the discussion in Section 72.5.3, whereby the non-
advective flux is given by equation

−J (Θ) · n̂ = Qnon-adv
Θ + (Θm −Θ)Qm. (73.105)

It is common to approximate the difference Θm −Θ(z = η) = 0, in which case the non-advective
flux is just due to turbulent and radiative heat fluxes

−J (Θ) · n̂ = Qnon-adv
Θ if Θm −Θ(z = η) = 0. (73.106)

73.8.4 Surface buoyancy water mass transformation

To touch base with the commonly employed surface buoyancy transformation, insert the surface
fluxes into equation (73.101) as per Section 73.8.3 to write

G(γ)surface =

lim
δγ→0

1

δγ

ˆ
∂Ωout(γ±δγ/2)

(
γ β [Qnon-adv

S + (Sm − S)Qm]− γ α [Qnon-adv
Θ + (Θm −Θ)Qm]

)
dS, (73.107)

where we introduced the thermal expansion and saline contraction coefficients, here defined
according to16

α = −1

γ

∂γ

∂Θ
and β =

1

γ

∂γ

∂S
. (73.108)

Recall that G(γ) > 0 occurs when water is transformed into regions with larger γ. For example,
net surface cooling in the presence of a positive thermal expansion coefficient (α > 0) leads to
Qnon-adv

Θ + (Θm −Θ)Qm < 0. Such cooling then leads to a positive contribution to G(γ)surface as
water is transformed from light to heavy γ-classes. Likewise, a positive net salt transport into
the upper ocean, Qnon-adv

S + (Sm − S)Qm > 0, leads to a positive contribution to G(γ)surface.

The integrand to equation (73.107) corresponds to minus the surface buoyancy flux derived
in Section 72.6.3. The only difference is that we here make use of the surface element, dS, and
the corresponding fluxes Qnon-adv

Θ , Qnon-adv
S , and Qm. However, if the ocean surface has no overturns,

we can write its vertical position as z = η(x, y, t) and can also define the horizontal projection of
the area element as (see equation (5.33))

dS =
√
1 + |∇η|2 dA. (73.109)

In this case we can introduce the fluxes Qnon-adv
Θ , Qnon-adv

S , and Qm used in Section 72.6.3 via

Qnon-adv
Θ dS = Qnon-adv

Θ dA (73.110a)

Qnon-adv
S dS = Qnon-adv

S dA (73.110b)

Qm dS = Qm dA, (73.110c)

to render

G(γ)surface =

lim
δγ→0

1

δγ

ˆ
∂Ωout(γ±δγ/2)

(
γ β [Qnon-adv

S + (Sm − S)Qm]− γ α [Qnon-adv
Θ + (Θm −Θ)Qm]

)
dA. (73.111)

16In practice, it is common to replace the factor of γ−1 with ρ−1
o on the right hand side of equation (73.108),

with ρo the constant Boussinesq reference density from Chapter 29.
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Integrating the surface transformation (73.111) over all γ-classes leads to the identity17

ˆ γ∞

γ−∞

G(γ)surface dγ =

ˆ
z=η

(
γ β [Qnon-adv

S + (Sm − S)Qm]− γ α [Qnon-adv
Θ + (Θm −Θ)Qm]

)
dA. (73.112)

This equality means that the diagnosed surface transformation, G(γ)surface, which is obtained by
binning surface fluxes into γ-classes, must properly add up to the area integrated surface fluxes
as weighted by the surface value of γ. This equality can be a useful check on the integrity of
numerical binning code used to diagnose surface water mass transformation.

73.9 Tracer mass analysis

In Sections 73.5 and 73.6 we developed the budgets for λ within layers defined λ. Here we extend
that analysis to develop budgets for a tracer concentration, C, localized in a region within a
layer of buoyancy, γ, as depicted in Figure 73.11. The upper panels to this figure illustrate a
tracer patch in geographic/depth x-space along with isolines of buoyancy, whereas the lower
panels show the tracer distribution (histogram) binned within the buoyancy classes (q-space). If
the tracer is mixed within a layer, such as via the neutral diffusion process of Section 71.4, then
the tracer patch is spread laterally within the buoyancy layer and yet the distribution (lower
panel) is unchanged. In contrast, if the tracer is mixed across layer interfaces then the tracer
distribution is spread within buoyancy space.

Another means to alter the tracer distribution is to modify the buoyancy field. This situation
is especially common for tracer near the surface, where boundary buoyancy forcing can act to
move the layers thus causing tracer to move between layers even if the tracer patch is stationary
in x-space. That is, if the tracer moves at a velocity distinct from the buoyancy surfaces, then
its distribution within buoyancy classes will change.

73.9.1 General form of the mass budget

As depicted in Figure 73.11 for buoyancy layers, and Figure 73.12 for generic layers, there are
two general processes whereby a tracer distribution within layers can be modified: (i) the tracer
can mix between layers and (ii) the layers can move relative to the tracer. These ideas transcend
buoyancy and thus can be applied to any scalar field, λ, used to classify water masses. We
quantify these two processes by writing the time change of tracer content within a λ-layer, which
is arrived at by applying the Leibniz-Reynolds transport theorem from Section 20.2.4 to a λ-layer

d

dt
∆MC(λ±∆λ/2) =

ˆ
Ω(λ±∆λ/2)

ρ Ċ dV −
˛
∂Ω(λ±∆λ/2)

ρC (v − v(b)) · n̂dS, (73.113)

where

∆MC(λ±∆λ/2) =

ˆ
Ω(λ±∆λ/2)

ρC dV (73.114)

is the mass of tracer within the layer. The volume integral on the right hand side of equation
(73.113) arises from material time changes to the tracer within the layer, whereas the surface
integral arises from dia-surface transport across the layer boundary.

17The density bound γ−∞ is a constant that is lower than any γ realized in the global domain, whereas γ∞ is
a constant that is larger than any realized γ.
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Figure 73.11: Depicting a tracer patch within the buoyancy layer bounded by the interface values [γ −∆γ/2, γ +
∆γ/2] (left panel) and [γ +∆γ/2, γ + 3∆γ/2] (right panel). The upper panels show the tracer and buoyancy in
geographic/depth x-space whereas the bottom panels show the tracer distribution (histogram) binned according
to buoyancy (q-space). There are two general means to modify the distribution of tracer within the buoyancy
classes. The first occurs via dianeutral mixing that spreads the tracer distribution to other buoyancy layers as
depicted by the vertical arrow in the upper left panel and the horizontal arrows in the lower left panel. The lateral
arrow in the upper left panel depicts neutral diffusion, which laterally spreads the tracer within a layer but does
not alter the distribution across layers (see Section 71.4). The second means to alter the distribution occurs when
the buoyancy surfaces move relative to the tracer. This scenario is depicted in the lower right panel whereby the
tracer patch originally in buoyancy layer [γ −∆γ/2, γ +∆γ/2] now finds itself in the layer [γ +∆γ/2, γ + 3∆γ/2].
This depiction is not realistic, since motion of interior buoyancy surfaces generally occurs along with mixing of
tracer patches. Nonetheless, this example emphasizes that motion of the buoyancy surfaces need not precisely
coincide with motion of the tracer patch.

73.9.2 Tracer processes

We determine the material time changes for a conservative tracer according to the convergence
of a flux

ρ Ċ = ρ
DC

Dt
= −∇ · J . (73.115)

Many biogeochemical tracers have additional source terms beyond the flux convergence considered
here. As in Section 73.4.3, sources can be readily incorporated into the following by adding a
source tendency term that acts throughout a layer and not just at the layer boundaries.

The divergence theorem converts the convergence, −∇ · J , into the area integral of fluxes
over the layer boundaries, including interior layer interfaces as well as intersections with the
surface and bottom boundaries. For the interior interfaces it is typically simpler diagnostically
to bin the volume integrated material time changes within the λ-classes. In contrast, the surface
and bottom boundary contributions are fed into the budget via Neumann boundary conditions
applied to the flux J

J · n̂dS = boundary tracer transport. (73.116)

Note that when there is an advective/skew diffusive component to the subgrid scale flux
(Chapters 70 and 71), then it adds to the resolved advective component to render a residual
mean material time operator

ρ
D†C

Dt
= −∇ · J non-adv, (73.117)

where
D†

Dt
=

∂

∂t
+ (v + v∗) · ∇, (73.118)

with v∗ an eddy-induced velocity (see Section 71.1). For the purposes of water mass transforma-
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tion analysis, we write

Ċ =
D†C

Dt
, (73.119)

thus incorporating the eddy-induced stirring into the kinematic expression for the material time
derivative.

There are many interior and boundary proceses that contribute to Ċ within a layer. Write
the following as a general expression for these contributions to the layer budget

∆EC(λ±∆λ/2) =

ˆ
Ω(λ±∆λ/2)

ρ Ċ dV = −
ˆ
Ω(λ±∆λ/2)

∇ · J dV (73.120)

which is sometimes usefully decomposed into interior and surface boundary processes

∆E int
C (λ±∆λ/2) =

ˆ
Ω(λ±∆λ/2)

ρ Ċ int dV (73.121a)

∆Eout
C (λ±∆λ/2) = −

ˆ
∂Ωout(λ±∆λ/2)

J · n̂dS. (73.121b)

If the region boundary intersects the ocean bottom along ∂Ωbot(λ ±∆λ/2), then there is an
additional bottom boundary contribution in the form

∆Ebot
C (λ±∆λ/2) = −

ˆ
∂Ωbot(λ±∆λ/2)

J · n̂dS. (73.122)
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Figure 73.12: As for the schematic of a layer seawater mass budget depicted in Figure 73.6, we here illustrate
the tracer budget within a layer of seawater with scalar property λ within the range [λ−∆λ/2, λ+∆λ/2] and
defined over a geographical/depth domain ∂Ωin(λ±∆λ/2) + ∂Ωout(λ±∆λ/2) + ∂Ω(λ+∆λ/2) + ∂Ω(λ−∆λ/2).
The budget for a tracer, C, over this layer is affected by the transport of tracer substance across the variety
of layer boundaries. Transport processes include those determined by mixing and/or radiation across interior
and surface boundaries, ∆EC (equation (73.121b)). This term has no associated transfer of seawater mass and
thus is absent from the water mass budget in Figure 73.6. Tracer budgets are also affected by processes that
move seawater mass across layer boundaries: water mass transformation processes giving rise to GC(λ±∆λ/2)
(equation (73.123)); transport across the surface domain boundary, ∆WC, arising from precipitation, evaporation,
runoff, and melt (equation (73.124)); and transport within the circulation crossing an interior domain boundary,
∆ΨC (equation (73.125)).
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73.9.3 Transport across an interior layer interface
The surface integral in the budget (73.113) involves transport across the layer interfaces, with
this transport requiring motion of the interface relative to a fluid particle. The same formalism
introduced earlier can be used to compute this transport. That is, we can generalize the
transformation equation (73.43e) to write

GC(λ) =

ˆ
∂Ω(λ)

ρC (v − v(b)) · n̂dS =
∂

∂λ

ˆ
Ω(λ0≤λ)

ρ λ̇C dV. (73.123)

As a check, note that for the special case where the tracer concentration is a constant along
the layer interface, then GC(λ) = C G(λ). We consider this special case in Section 73.10 when
studying budgets over regions bounded by a tracer isosurface.

73.9.4 Transport across interior and surface boundaries
We now consider the impact on layer tracer mass budgets due to boundary transport. The
budget contribution from mass fluxes crossing the ocean surface boundary is determined by
making use of the surface kinematic boundary condition (20.84)

∆WC =

ˆ
∂Ωout(λ±∆λ/2)

ρC (v − v(b)) · n̂dS =

ˆ
∂Ωout(λ±∆λ/2)

QmCm dA, (73.124)

where Cm is the tracer concentration within the mass transported across the boundary.18 As a
check, note that in the special case of a constant tracer concentration in the mass transported
across the boundary, then ∆WC = Cm ∆W , where ∆W is the water mass transported across the
ocean free surface as given by equation (73.66).

For the interior open boundary the contribution is written in the generic manner

∆ΨC =

ˆ
∂Ωin(λ±∆λ/2)

C ρ (v − v(b)) · n̂dS. (73.125)

Again, in the special case where the tracer concentration is a constant, Cb, along the interior
boundary, then ∆ΨC = Cb ∆Ψ, where ∆Ψ is the seawater mass transport given by equation
(73.62).

73.9.5 The layer tracer budget
Bringing all terms together leads to the layer tracer mass budget

d∆MC

dt
+∆ΨC = ∆EC +∆WC − [GC(λ+∆λ/2)−GC(λ−∆λ/2)], (73.126)

which is directly analogous to the seawater layer mass budget (73.70), with the added term
∆EC arising from material tracer changes. As for the seawater mass budget discussed in Section
73.5.3, the layer tracer budget (73.126) provides the framework for rather general inferences
about tracer transport within λ-classes.

73.9.6 Further study
Much in this section follows the treatment given by Groeskamp et al. (2019). This paper offers
specific examples of tracer mass analysis, which is an area seeing many new applications within

18Note that equation (26) in Groeskamp et al. (2019) incorrectly writes the integrand in equation (73.124) as
Qm (Cm − C).
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C = C̃

C = C̃
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Figure 73.13: Left panel: a closed three-dimensional region, R̃, with its boundary, ∂R̃, defined by a surface of
constant tracer concentration, C = C̃. Right panel: the analog closed two-dimensional region with its boundary
defined by a contour of constant tracer concentration, C = C̃.

the research communities.

73.10 Regions bounded by a tracer contour/surface

In Section 73.9 we developed equations for a layer tracer budget where the scalar field, λ, that
defines the layer is generally distinct from the tracer, C, whose budget we are studying. In this
section we specialize to the case where we set λ = C so that the region boundaries are determined
by the tracer whose budget is under study. These budgets were introduced in Sections 73.5 and
73.6, and here we derive some rather useful simplifications that arise as a result of setting λ = C.

As in Section 73.9, our starting point is the Leibniz-Reynolds budgets from Section 20.2.4
for seawater mass and tracer mass computed over an arbitrary region, R

d

dt

[ˆ
R

ρC dV

]
= −

ˆ
∂R

[
ρC (v − v(b)) + J

]
· n̂dS (73.127a)

d

dt

[ˆ
R

ρ dV

]
= −

ˆ
∂R

[
ρ (v − v(b))

]
· n̂dS. (73.127b)

The region R is rather arbitrary, and can in general be disconnected. Throughout this section
we make use of the following shorthand notation for region-integrated quantities

M =

ˆ
R

ρ dV region seawater mass (73.128a)

MC =

ˆ
R

C ρ dV region tracer mass (73.128b)

⟨C⟩ = 1

M

ˆ
R

C ρ dV =
MC

M
region averaged tracer concentration. (73.128c)

73.10.1 Closed region bounded by a tracer surface/contour

Consider a closed region, R̃, bounded by a surface of constant tracer concentration, C = C̃, such
as depicted in Figure 73.13. The tracer budget (73.127a) for this region is given by

d(M ⟨C⟩)
dt

= −C̃
ˆ
∂R̃
ρ (v − v(b)) · n̂dS −

ˆ
∂R̃
J · n̂dS (73.129)
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C = C̃

Figure 73.14: A two-dimensional region bounded by a finite-thick shell with constant tracer concentration,
C = C̃. Inside the shell region the tracer concentration is not uniform.

where we pulled the tracer concentration outside of the surface integral since, by construction, it
is constant on the boundary, ∂R̃. Use of the mass budget (73.127b) then leads to the rather
tidy result

d[M (⟨C⟩ − C̃)]
dt

= −
ˆ
∂R̃
J · n̂dS. (73.130)

The left hand side is the time change of the mass-weighted difference between the region averaged
tracer concentration, ⟨C⟩, and the value of the tracer concentration defining the region boundary,
C̃. These time changes are driven by a nonzero diffusive tracer transport bringing tracer mass
across the region boundary. A nonzero diffusive flux on the region boundary arises only when
there is a gradient of tracer concentration across that boundary. In the special case of a zero net
diffusive tracer transport across the region boundary, the budget equation (73.130) reaches a
steady state whereby

d

dt

[
M (⟨C⟩ − C̃)

]
= 0⇐⇒

ˆ
∂R̃
J · n̂dS = 0. (73.131)

A three-dimensional region bounded by a constant tracer concentration is not commonly
encountered in large-scale ocean and atmospheric fluids. In contrast, we often encounter quasi-
two-dimensional regions as depicted in Figure 73.14, in which one may find two-dimensional
regions bounded by a closed contour of constant tracer concentration. For example, in many parts
of the ocean and atmosphere transport occurs predominantly along two-dimensional surfaces
defined by a constant buoyancy. We may thus find closed contours of tracer concentrations along
constant buoyancy surfaces.

To help illustrate a necessary condition to reach a steady state, consider the particular
example depicted in Figure 73.14. In this figure, the tracer contour defining the region boundary
is a thick shell defined by a uniform concentration C = C̃. The diffusive flux vanishes at each
point within the boundary shell since the tracer concentration is uniform. Hence, the steady
budget (73.131) leads to

(⟨C⟩ − C̃) dM
dt

+M
d⟨C⟩
dt

= 0. (73.132)

If the total seawater mass within the region is constant, then the averaged tracer concentration
is also constant, so that both terms in this steady budget vanish individually. Even so, this
configuration does not reach a steady state at each point throughout the domain interior. The
reason is that diffusion in the interior causes tracer to move from regions of high concentration
to low concentration. Consequently, at any particular point within the domain there is an
evolving tracer concentration. The only way for each point to reach a steady state within a
region bounded by a tracer contour is for the tracer concentration to be a uniform constant
throughout the region interior

C = C̃ steady state tracer throughout a closed tracer region. (73.133)
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@⌦bot(C̃)

<latexit sha1_base64="EF0tyjHbw+6k5YU3c1QpYOmcp2A=">AAACLXicbZDLSgNBEEV7fMb4irp00xgEXRhmRFB3YjbuVDAqZELo6VRiYz+G7hoxDPMVfohrt/oNLgRxK/6FnZiFrwsFh1tVFHWTVAqHYfgSjI1PTE5Nl2bKs3PzC4uVpeVzZzLLocGNNPYyYQ6k0NBAgRIuUwtMJRIukuv6oH9xA9YJo8+wn0JLsZ4WXcEZeqtd2YpTZlEwSeNjBT3WzmOVmNs8RqH7NDFYFBueZQfyerHZrlTDWjgU/QvRCKpkpJN25SPuGJ4p0Mglc64ZhSm28sFJLqEox5mDlPFr1oOmR80UuFY+fKug697p0K6xvjTSoft9I2fKub5K/KRieOV+9wbmv71E/Wc3M+zutXKh0wxB86/73UxSNHQQHe0ICxxl3wPjVvgXKL9ilnH0AZd9NtHvJP7C+XYt2qntn+5UDw5HKZXIKlkjGyQiu+SAHJET0iCc3JEH8kiegvvgOXgN3r5Gx4LRzgr5oeD9E7YsqTk=</latexit>

z = η

<latexit sha1_base64="tITowPOmm8OpI8kudYO1b2QyLAw=">AAACHnicbZDLSgMxFIYzXmu9VV0KEiyCgpQZKepGKLpxWcFeoDMMmTTVYJIZkjPScejOB3HtVp/BnbjVR/AtTC8Lbz8Efv7/HML5okRwA6774UxNz8zOzRcWiotLyyurpbX1polTTVmDxiLW7YgYJrhiDeAgWDvRjMhIsFZ0czbsW7dMGx6rS8gSFkhypXiPUwI2Cktbd/gE+wxImPsyivu5D1xlOBoMdvv72V5YKrsVdyT813gTU0YT1cPSp9+NaSqZAiqIMR3PTSDIiQZOBRsU/dSwhNAbcsU61ioimQny0R0DvGOTLu7F2j4FeJR+38iJNCaTkZ2UBK7N724Y/ttF8r+4k0LvOMi5SlJgio7/76UCQ4yHrHCXa0ZBZNYQqrk9AdNrogkFS7Ro2Xi/Sfw1zYOKd1ipXlTLtdMJpQLaRNtoF3noCNXQOaqjBqLoHj2iJ/TsPDgvzqvzNh6dciY7G+iHnPcvFK2iEA==</latexit>

z = ⌘b(x, y)

<latexit sha1_base64="cmvBiiFucGkuw6ntOpxiMKyCwzQ=">AAACXHicfZDNSgMxFIXT8a9Wq1XBjZtgEVyVGZHqslgElxWsLXRqyWTu1GDmh+SOUoZ5Od/CjWtd6hOY1kHUihcSDuee5Cafl0ih0bafStbC4tLySnm1srZe3disbW1f6zhVHLo8lrHqe0yDFBF0UaCEfqKAhZ6EnnfXnvZ796C0iKMrnCQwDNk4EoHgDI01qrnug/ABhfQhO89vMjdkeKuDzNVciQSLHScSqE5VkOej/yLfLmvnJlur2w17VnReOIWok6I6o9qr68c8DSFCLpnWA8dOcJgxhYJLyCtuqiFh/I6NYWBkxELQw2xGIacHxvFpECuzIqQz9/uJjIVaT0LPJGc/+N2bmn/1BikGp8NMREmKEPHPQUEqKcZ0ipT6QgFHOTGCGRjmrZTfMsU4GvA/pnjh1wDDxvlNYl5cHzWcZqN5eVxvnRWUymSP7JND4pAT0iIXpEO6hJNH8kLeyHvp2Vq01qzqZ9QqFWd2yI+ydj8AF4e78w==</latexit>

Ẽsurf
C̃

<latexit sha1_base64="PwmWEQa4GY2316fiLARUi4AMsuQ=">AAACW3icfZDNSgMxFIXT8a/Wv6q4chMsgqsyI6IuRRFcVrC20Kklk7mjwUxmSO4oZZiH8zFcuBZ3+gamdZBqxQsJh3NPcpMvSKUw6LrPFWdmdm5+obpYW1peWV2rr29cmyTTHNo8kYnuBsyAFAraKFBCN9XA4kBCJ7g/G/U7D6CNSNQVDlPox+xWiUhwhtYa1Hv+owgBhQwhPy9ucj9meGei3DdcixTLHYcSqFBYFIP/EhN3nRU2W2+4TXdcdFp4pWiQslqD+psfJjyLQSGXzJie56bYz5lGwSUUNT8zkDJ+z26hZ6ViMZh+PoZQ0F3rhDRKtF0K6didPJGz2JhhHNjk+Ae/eyPzr14vw+i4nwuVZgiKfw2KMkkxoSOiNBQaOMqhFczCsG+l/I5pxtFy/zEliL8HWDbebxLT4nq/6R02Dy8PGienJaUq2SY7ZI945IickAvSIm3CyRN5Je/ko/LizDg1Z/kr6lTKM5vkRzlbnw36u3Q=</latexit>

Ẽ int
C̃

<latexit sha1_base64="oqa7HXawu/4h9HnRmXSsYiLnvz0=">AAACW3icfZDLSgMxFIbTqZdab1Vx5SZYBFdlRqS6LBbBZQVbhU4tmcwZG5q5kJxRyjAP52O4cC3u9A1M20G84YGEn//8yUk+L5FCo20/lazywuLScmWlurq2vrFZ29ru6ThVHLo8lrG68ZgGKSLookAJN4kCFnoSrr1xe9q/vgelRRxd4SSBQcjuIhEIztBYw1rffRA+oJA+ZOf5beaGDEc6yFzNlUiw2HEigXox5vnwv8SXu9q5ydbqdsOeFf0tnELUSVGdYe3V9WOehhAhl0zrvmMnOMiYQsEl5FU31ZAwPmZ30DcyYiHoQTaDkNMD4/g0iJVZEdKZ+/VExkKtJ6FnkrMf/OxNzb96/RSD00EmoiRFiPh8UJBKijGdEqW+UMBRToxgBoZ5K+UjphhHw/3bFC/8HGDYOD9J/Ba9o4bTbDQvj+uts4JSheyRfXJIHHJCWuSCdEiXcPJIXsgbeS89W2Wraq3No1apOLNDvpW1+wEDN7tu</latexit>

Ẽbot
C̃

<latexit sha1_base64="iHcVOYoJ+8jd+oHZfG2xXdnIfzA=">AAACOXicbVDLSsNAFJ34rO+qSzeDRXBVEpGqu2I3LivYBzSlTCY3Ojh5MHOjlJBv8UNcu9W1S3fq1h9wGoOo9cIMh3Pu5dx7vEQKjbb9bM3Mzs0vLFaWlldW19Y3qptbXR2nikOHxzJWfY9pkCKCDgqU0E8UsNCT0POuWxO9dwNKizi6wHECw5BdRiIQnKGhRtUT91b4gEL6kPXyUeaGDK90kLmaK5Fg+eNYAv3R2crzfFSt2XW7KDoNnBLUSFntUfXN9WOehhAhl0zrgWMnOMyYQsEl5MtuqiFh/JpdwsDAiIWgh1lxYk73DOPTIFbmRUgL9udExkKtx6FnOosL/moT8j9tkGJwPMxElKQIEf8yClJJMaaTvKgvFHCUYwOYCcPsSvkVU4yjSfWXixd+G5hsnL9JTIPuQd1p1Bvnh7XmaZlSheyQXbJPHHJEmuSMtEmHcHJHHsgjebLurRfr1Xr/ap2xyplt8qusj0+GR6/f</latexit>

W̃C̃

Figure 73.15: An ocean region where the tracer concentration is greater than a nominal value, C ≥ C̃. A
specific example is with C = Θ, the Conservative Temperature, in which we are concerned with the ocean with
temperature greater than Θ̃. Here we depict a case where the tracer concentration generally increases upward
(as with C = Θ), and yet with vertical stratification not everywhere monotonic, such as for C = Θ in the high
latitudes where salinity effects on density stratification become dominant. Transport processes affecting the budget
of C within this region arise from mixing at the interior boundary and surface boundary, Ẽ int

C̃
and Ẽsurf

C̃
, advection

at the surface, W̃C̃, and the tracer weighted water mass transformation across the interior layer boundary, C̃ G̃.
Arrows are oriented in which a positive value for the corresponding term adds tracer to the region.

Diffusion thus expells tracer gradients from steady state regions bounded by closed tracer
contours, thus leaving a homogenous interior. We proved this same result from a different
perspective in Section 69.8. It is satisfying to see this result follow from the present formalism
based on Leibniz-Reynolds.

73.10.2 Region with C ≥ C̃

As a second example of the formalism, consider the tracer budget for a region where the tracer
concentration is greater than or equal to a particular tracer value, such as depicted in Figure
73.15. In contrast to the domain in Figure 73.12, here there is no inner boundary. To develop
the seawater mass budget and the tracer substance budget, we introduce the seawater mass and
tracer mass for the region with C ≥ C̃

M̃ =

ˆ
C≥C̃

ρdV (73.134a)

M̃C̃ =

ˆ
C≥C̃

C ρ dV = M̃ ⟨C⟩; (73.134b)

the terms arising from water mass transformation across the C̃ interface

G̃ = −
ˆ
C=C̃

ρ (v − v(b)) · n̂dS = −
ˆ
C=C̃

ρwdia dS (73.135a)

G̃C̃ = −
ˆ
C=C̃

C ρ (v − v(b)) · n̂dS = −
ˆ
C=C̃

C ρwdia dS; (73.135b)

terms arising from ocean surface boundary mass transport

W̃ = −
ˆ
∂Ωsurf(C̃)

ρ (v − v(b)) · n̂dS =

ˆ
∂Ωsurf(C̃)

Qm dA (73.136a)

W̃C̃ = −
ˆ
∂Ωsurf(C̃)

C ρ (v − v(b)) · n̂dS =

ˆ
∂Ωsurf(C̃)

C Qm dA; (73.136b)
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and finally, terms arising from subgrid scale transport across the C̃ interface, ocean surface, and
ocean bottom

Ẽ int

C̃
= −
ˆ
C=C̃

J · n̂dS (73.137a)

Ẽsurf

C̃
= −
ˆ
∂Ωsurf(C̃)

J · n̂dS (73.137b)

Ẽbot

C̃
= −

ˆ
∂Ωbot(C̃)

J · n̂dS. (73.137c)

Recall that n̂ is the outward normal on a boundary so that positive values for the above
transports increase the tracer mass within the region. For equations (73.135a) and (73.135b),
we introduced the dia-surface transport velocity according to equation (73.38) for flow across
the C = C̃ layer interface. Likewise, for equations (73.136a) and (73.136b) we made use of the
surface kinematic boundary condition (19.88c)

ρ (v − v(s)) · n̂dS = −Qm dA, (73.138)

where Qm is the mass transport across the free surface, with Qm > 0 adding mass to the ocean,
and dA is the horizontal projection of the surface area element. By inspection of Figure 73.15,
the seawater mass and tracer mass budgets for this region are given by

dM̃

dt
= G̃+ W̃ (73.139a)

d[M̃ ⟨C⟩]
dt

= C̃ G̃+ W̃C̃ + Ẽsurf

C̃
+ Ẽbot

C̃
+ Ẽ int

C̃
, (73.139b)

where we assumed that no mass crosses through the solid earth. Furthermore, along the
C̃-boundary we pulled the tracer concentration outside of the surface integral to write G̃C̃ = C̃ G̃.

Just as we did in Section 73.10.1, the tracer budget (73.139b) can be simplified by making use
of the seawater mass budget (73.139a) to eliminate the water mass transformation contribution
G̃, thus rendering

dM̃IC̃

dt
= [W̃C̃ − W̃ C̃] + Ẽsurf

C̃
+ Ẽbot

C̃
+ Ẽ int

C̃
. (73.140)

In this equation we introduced the internal tracer mass according to

M̃IC̃ ≡ M̃ (⟨C⟩ − C̃) =
ˆ
C≥C̃

(C − C̃) ρ dV. (73.141)

For completeness we express the internal tracer mass budget (73.140) in its integral form

dM̃IC̃

dt
=

ˆ
∂Ωout

[
Qm (C − C̃) dA− J · n̂dS

]
−
ˆ
∂Ωbot

J · n̂dS −
ˆ
C=C̃

J · n̂dS. (73.142)

73.10.3 Comments and further study

Elimination of the water mass transformation, G̃, from the internal tracer mass budget equations
(73.140) and (73.142) offers a practical advantage since G̃ can be rather noisy in applications.
Furthermore, for some applications (e.g., see Holmes et al. (2019)) it is sufficient to consider the
simpler budget (73.140) for internal tracer mass, rather than the budget (73.139b) for the total
tracer mass.
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Appendix A

GLOSSARY OF CONCEPTS AND TERMS

elements pillar The elements pillar of geophysical fluid mechanics comprises the physical and
mathematical formulation of conceptual models used to garner insight into rotating and
stratified fluid motion. This pillar is concerned with setting the stage by deductively and
descriptively exposing how physical concepts are mathematically expressed to describe
geophysical fluid flows. x

emergent phenomena pillar The emergent phenomena pillar of geophysical fluid mechanics
studies solutions to equations that describe phenomena, such as waves, instabilities,
turbulence, and general circulation, all of which emerge from the fundamental equations
based on first principles. These phenomena can emerge in manners that are far from
simple to understand deductively, particularly when considering nonlinear behavior such
as turbulence. xi

geophysical fluid mechanics A branch of theoretical physics concerned with natural fluid motion
on a rotating and gravitating body such as a planet or star, making use of concepts and
methods from classical continuum mechanics and thermodynamics. ix

hydrodynamics A branch of fluid mechanics concerned with the flow of a homogeneous (constant
density) incompressible fluid. ix

internal gravity waves An internal gravity wave is a transverse wave that is comprised of
fluid particles undergoing a simple harmonic oscillation within a continuously and stably
stratified buoyancy field. The angular frequency of the oscillation is determined by the
buoyancy stratification and the sine of the angle the wave’s group velocity makes with
respect to the vertical (equivalently, the cosine of the angle the wave’s phase velocity makes
with horizontal). 1601

irreversible process A physical process that results in the increase of entropy. Processes that
increase the entropy of a fluid particle include the mixing of momentum such as through
viscous friction; the mixing of matter such as through the diffusion of constituents in
a multi-component fluid; and the mixing of enthalpy (diffusion of heat) in a fluid with
variable temperature. ix

perfect fluid A fluid that flows in the absence of irreversible processes so that the motion is
reversible and the specific ntropy remains constant following a fluid particle. Some authors
use the term ideal fluid, but we eschew that term to avoid confusion with ideal gas. ix
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real fluid A fluid whose flow is affected by irreversible processes arising from momentum mixing
(nonzero viscous friction); enthalpy mixing (nonzero diffusivity for temperature); matter
mixing (nonzero diffusivity of matter constituents); and through sources such as radiation
and chemical reactions. The specific entropy increases following a fluid particle moving in
a real fluid. ix

specular reflection Wave packets, in the geometrical optics approximation, exhibit specular
reflection if the angle the incident wave packet makes with the reflecting surface is preserved
upon reflection. Rossby waves, electromagnetic waves, and acoustic waves exhibit specular
reflection, whereas internal gravity waves and inertial waves exhibit non-specular reflection.
1624
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LIST OF ACRONYMS

GFM geophysical fluid mechanics ix
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Appendix C

LIST OF SYMBOLS

Many symbols encountered in this book are defined local to their usage and are not used far
outside of that location. Many other symbols appear in a variety of places and are included in
the tables given below. Additionally, we generally aim to respect the following conventions.

• Many symbols are adorned with extra labels. One usage exposes tensor indices, with tensor
indices written using the slanted math font, such as F i for the component i of the vector
F. Another usage expresses part of the name for the symbol, with the label written with
the upright sans serif. Examples include the “b” in ηb for the position of the bottom solid
boundary of a fluid domain, and the “b” in ∇h for the horizontal gradient operator.

• We strive for unique symbols to represent distinct mathematical and/or physical objects.
Yet that goal must confront the multitude of mathematical expressions appearing in this
book. We have chosen, on rare occasions, to allow some symbols to carry multiple meanings.
In such cases we emphasize the particular meaning of the symbol to help avoid confusion
with its alternative meaning.

non-dimensional numbers

symbol name meaning
Bu Burger Bu = (deformation radius/horizontal length scale of flow)2 = (Ld/L)

2

Db Deborah Db = relaxation time/observation time
Ek Ekman Ek = vertical frictional acceleration/planetary Coriolis acceleration
Fr Froude Fr = fluid particle speed/fluid wave speed = U/c
Ge Geostrophic Ge = horizontal accelerations from Coriolis/pressure acceleration =

f U Lρo/p
Kn Knudsen Kn = molecular mean free path/macroscopic length scale
Ma Mach Ma = fluid particle speed/sound wave speed = U/cs
Re Reynolds Re = inertial acceleration/frictional acceleration = U L/ν
Ri Richardson Ri = squared buoyancy frequency/squared vertical shear
Ro Rossby Ro = horizontal inertial acceleration/planetary Coriolis acceleration =

U/(f L)
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latin symbols and their meaning

symbol meaning
A wave action
AL(a, T ) Lagrangian representation of a fluid property as a function of material

coordinates and time
a coordinate position for a fluid particle using arbitrary

material/Lagrangian coordinates
A,A second order skew symmetric tensor with elements satisfying

Amn = −Anm

Av Avogadro’s number: Av = 6.0222× 1023 mole−1

B baroclinicity vector: B = ∇ρ× (−ρ−1 ∇p) = (∇ρ×∇p)/ρ2
B base (or reference) manifold for describing the space of continuum

matter
b Archimidean buoyancy with b > 0 for relatively light fluid:

b = −g (ρ− ρo)/ρo
C tracer concentration = mass of tracer per mass of fluid = tracer mass

fraction
Cd dimensionless bottom drag coefficient: Cd > 0
C circulation of velocity around the boundary of a surface C ≡


∂S

v · dr
cgrav shallow water gravity wave speed: cgrav =

√
g H

cg wave group velocity, given by wavevector gradient of dispersion
relation: cg = ∇kϖ(k)

cp wave phase velocity: cp = Cp k̂
Cp wave phase speed
cs sound speed: c−2

s = [∂ρ/∂p]Θ,S

cp heat capacity at constant pressure: cp = [∂H/∂T ]p,C
E,E second order eddy transport tensor for tracers, and with elements Emn

E1,E2,E3 one (line), two (plane), and three dimensional Euclidean space
E total energy per mass of a fluid element = sum of internal plus

mechanical energies
ea basis vectors for a chosen coordinate system, with index a = 1, 2, 3 for

3-dimensional space
ea basis one-forms for a chosen coordinate system, with index a = 1, 2, 3

for 3-dimensional space
f Coriolis parameter, also the planetary vorticity: f = 2Ω sinϕ
fo Coriolis parameter at a particular latitude: fo = 2Ω sinϕ0

F frictional acceleration vector
F i

I deformation matrix, which transforms between x-space (Eulerian) and
a-space (Lagrangian)

G = Ggrv Newton’s gravitational constant:
G = 6.674× 10−11 N m2 kg−2 = 6.674× 10−11 m3 kg−1 s−2

G(x|x0) Green’s function with x the observation point (or field point) and x0

the source point

G̃(x|x0) modified Green’s function for Laplace’s operator with Neumann
boundary conditions

G‡(x|x0) adjoint Green’s function for non-self adjoint operators such as the
diffusion operator

G(x|x0) free space Green’s function; i.e., the Green’s function without
boundaries

G velocity gradient tensor with elements Gi
j

G Gibbs potential per mass of a fluid element
ge gravitational acceleration from central gravity due to just the mass of

the planet
g effective gravitational acceleration from central gravity + planetary

centrifugal: g ≈ 9.8 m s−2

gr reduced gravity defined between to shallow water layers:
gr
k+1/2 = g (ρk+1 − ρk)/ρref ≪ g
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symbol meaning
g metric tensor (symmetric positive definite second order tensor) with

components gab

g square root of the metric tensor determinant: g =
√

det(gmn)
gE square root of the metric tensor determinant using Eulerian

coordinates: gE =
√

det(g(x)
gL square root of the metric tensor determinant using Lagrangian

coordinates: gL =
√

det(g(a, T )
hk layer thickness for a shallow water fluid:

hk = ηk−1/2 − ηk+1/2 = δkηk−1/2

h layer thickness for a continuously stratified fluid: h = h δσ
h specific thickness for a generalized vertical coordinate:

h = ∂z/∂σ = 1/(∂σ/∂z)
H(x) Heaviside step function: H(x) = 0 for x < 0 whereas H(x) = 1 for

x > 0
H vertical length scale of the flow under consideration
H sometimes used as depth of the ocean bottom: z = −H(x, y) = ηb(x, y)
H Hamiltonian energy function
H Hamiltonian density used in field theory; dimensions energy per volume

(when in 3d space)
H enthalpy per mass of a fluid element
I unit tensor or Kronecker tensor:

I = δab ea ⊗ eb = δab ea ⊗ eb = δa
b ea ⊗ eb = δab e

a ⊗ eb

I internal energy per mass of a fluid element
i i =

√
−1 used for imaginary numbers

i, j, k tensor indices/labels for Eulerian coordinates
I, J,K tensor indices/labels for Lagrangian coordinates
Im[ ] imaginary part of a complex number; e.g., Im[e−iω t] = − sin(ω t)
J tracer flux; for material tracers the dimensions are mass per time per

area
k wavevector (dimensions inverse length) for a wave of wavelength

Λ = 2π/|k|
k̂ unit vector in the direction of a wave: k = k̂ |k| (as distinct from the

vertical unit vector, ẑ)
|k| wavenumber: |k| = 2π/Λ
K kinetic energy for a particle of mass m: K = mV · V /2
K kinetic energy for a system of N particles,

∑N
n=1m

n V n · V n

K kinetic energy per mass of a fluid element arising from macroscopic
motion: K = v · v/2

Khyd kinetic energy per mass for an approximate hydrostatic flow:
Khyd = u · u/2

Ksw kinetic energy per horizontal area for a shallow water layer:
Ksw = ρ hu · u/2

K,K positive and symmetric second order tensor parameterizing diffusive
mixing

k integer index to label a layer in a shallow water model with k = 1, N
layers (k = 1 is top layer)

kB Boltzmann constant: kB = 1.3806× 10−23 m2 kg s−2 K−1

kR Rossby height/depth: kR = |k|N/f0 with horizontal wavenumber
|k| =

√
k2x + k2y

L Lagrangian used in Lagrangian mechanics: kinetic minus potential
energies: L = K − P

L length scale for a particular physical feature and commonly used in
scale analysis
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symbol meaning
L Lagrangian density used in field theory; dimensions energy per volume

(when in 3d space)
Ld deformation radius: (a) shallow water Ld =

√
g H/f ; (b) continuous

internal Ld = H N/f
M mechanical energy per mass of a fluid element arising from macroscopic

motion
Msw mechanical energy per area of a shallow water fluid column:

Msw = Ksw +Psw

M moment of inertia tensor
M potential momentum vector: M = u+ 2Ω×X
M Montgomergy potential for continuously stratified fluid M = φ− b z

Mdyn
k Montgomergy potential for a shallow water layer:

Mdyn
k =

∑k−1
j=0 g

r
j+1/2 ηj+1/2

M air mass per mole of air: M air = 28.8× 10−3 kg mole−1

N buoyancy frequency
O order of magnitude
P potential energy of a physical system, with corresponding force

F = −∇P
Psw

k potential energy per horizontal area for a shallow water fluid:
Psw

k = g ρk

´ ηk−1/2

ηk+1/2
z dz

P phase of a wave

Pσ generalized momentum for discrete particle system: Pσ = ∂L/∂ξ̇σ

P generalized momentum density for continuous media: P = ∂L/∂(∂tψ)
P linear momentum of a physical system
p pressure at a point in the fluid
pa pressure applied to the ocean surface from the atmosphere or

cryosphere
pb pressure at the bottom of a fluid column, at the fluid-solid earth

interface
pslp sea level pressure with an area average, ⟨pslp⟩ = 101.325× 103 N m−2

pk−1/2 hydrostatic pressure at the layer interface with vertical position
z = ηk−1/2

pdynk dynamic pressure in a shallow water layer:
pdynk = ρref

∑k−1
j=0 g

r
j+1/2 ηj+1/2

Pk pressure integrated over a shallow water layer:
Pk ≡

´ ηk−1/2

ηk+1/2
pk(z) dz = hk (g ρk hk/2 + pk−1/2)

Q potential vorticity for continuously stratified (Ertel PV) or shallow
water (Rossby PV)

q quasi-geostrophic potential vorticity either for a continuous fluid or
shallow water fluid

Qm mass flux (mass per horizontal area per time) across ocean surface:
Qm > 0 enters ocean

Qm mass flux (mass per surface area per time) across ocean surface:
Qm dS = Qm dA

QC turbulent tracer flux (tracer per horiz area per time) across ocean
surface: QC > 0 enters ocean

QC turbulent tracer flux (tracer per surface area per time) across ocean
surface: QCcal dS = QC dA

r radial distance of a point relative to an origin
R rotation tensor: 2Rmn = ∂nvm − ∂mvn = −2Rnm

R1 real number line
R2 two-dimensional space of real numbers
R3 three-dimensional space of real numbers
R radius of a sphere
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latin symbols and their meaning

symbol meaning
Re radius of sphere whose volume approximates that of the earth:

Re = 6.371× 106 m
Rg universal gas constant:

Rg = 8.314 J mole−1 K−1 = 8.314 kg m2 s−2 mole−1 K−1

Rair specific gas constant for air: Rair = Rg/M air = 2.938× 102 m2 s−2 K−1

R arbitrary region or manifold
Ra

b orthogonal rotation matrix
Re[ ] real part of a complex number; e.g., Re[e−iω t] = cos(ω t)
S spatial manifold
S entropy per mass of a fluid element

S = Sact action: time integral of the Lagrangian: S =
´ tB
tA

Ldt

S strain rate tensor: 2Smn = ∂nvm + ∂mvn
Sdev deviatoric strain rate tensor: Sdev

mn = Smn − δmn Sqq/3
S salt concentration = mass of salt in a fluid element per mass of seawater
S Absolute Salinity, generically referred to as salinity: S = 1000 S
s expression for a generic surface: s = s(x, y, z, t).
s arc-length along a curve x(s) with infinitesimal increment

ds =
√
dx · dx

ŝ unit tangent to a curve, also written as ŝ = t̂ (see below)
sgn sign function related to Heaviside step function via sgn(x) = 2H(x)− 1
T absolute thermodynamic in situ temperature (Kelvin if in a

thermodynamic equation)
T time scale for a particular physical process and commonly used in scale

analysis
T time (universal Newtonian time) measured in the Lagrangian reference

frame
t time (universal Newtonian time) measured in the Eulerian reference

frame
τ general symbol for time as considered in the tensor analysis chapters
T stress tensor with natural elements Tmn

Tkinetic kinetic stress tensor: Tkinetic = −ρv ⊗ v

Tsw kinetic kinetic stress tensor for shallow water fluid: Tsw kinetic = −ρu⊗ u

t̂ unit tangent to a curve: t̂ = dx/ds, where s is the arc-length so that
ds =

√
dx · dx

u horizontal velocity of a fluid particle, with Cartesian representation:
u = x̂u+ ŷ v

U horizontal velocity scale of the flow under consideration
U depth integrated horizontal velocity: U =

´ η

ηb
udz

v velocity of a fluid particle: v = Dx/Dt, with Cartesian components
v = x̂u+ ŷ v + ẑw

v∗ eddy-induced velocity

v† residual velocity of a fluid particle: v† = v + v∗

v(b) velocity of a point on a region boundary
vL(a, T ) Lagrangian velocity of a fluid particle so that

vL(a, T ) = v[x = φ(a, T ), t = T ]
vI velocity of a fluid particle measured in the inertial/absolute reference

frame: vI = v +Ω× x
W vertical velocity scale of the flow under consideration
w vertical component to the velocity: w = Dz/Dt

wdia dia-surface flux = volume per horizontal area per time crossing a
σ-surface: wdia = (1/|∇σ|) σ̇

w(σ̇) dia-surface velocity = volume per horizontal area per time crossing
σ-surface: w(σ̇) = σ̇ ∂z/∂σ
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latin symbols and their meaning

symbol meaning
(x, y, z) triplet of Cartesian coordinates
x spatial position
x spatial position represented by either general coordinates or Cartesian

coordinates
x̊ initial position for a fluid particle using arbitrary coordinates
(x̂, ŷ, ẑ) triplet of Cartesian unit vectors oriented in a righthand sense
X(t) position for a point particle defining a trajectory through space-time
X(a, T ) position of a material fluid particle expressed using material coordinates
zσ specific thickness for a generalized vertical coordinate: zσ = ∂z/∂σ = h
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greek symbols and their meaning

symbol meaning
α thermal expansion: α = −ρ−1 ∂ρ/∂θ or α = −ρ−1 ∂ρ/∂Θ or

α = −ρ−1 ∂ρ/∂T
αT thermal expansion in terms of in situ temp: α = −ρ−1 ∂ρ/∂T

α(Θ) thermal expansion in terms of Conservative Temperature:
α(Θ) = −ρ−1 ∂ρ/∂Θ

αaspect aspect ratio; ratio of vertical to horizonal scales of the flow:
αaspect = H/L

β, β(S) saline contraction coefficient: β = β(S) = ρ−1 ∂ρ/∂S
β meridional derivative of planetary vorticity: β = ∂yf
γ̂ dianeutral unit direction perpendicular to the neutral tangent plane
δab components to the Kronecker tensor in Cartesian coordinates
δab components to the Kronecker tensor in general coordinates
ϵ kinetic energy dissipation from viscosity (energy per time per mass)
ϵab components to the permutation symbol in two space dimensions
ϵabc components to the permutation symbol in three space dimensions
εabc components to the Levi-Civita symbol in three space dimensions:

εabc =
√

det(gab) ϵabc
ζ vertical component to the relative vorticity; e.g., ζ = ∂xv − ∂yu
ζa vertical component to the absolute vorticity; e.g., ζa = f + ζ
η vertical position of the free upper surface of a fluid domain:

z = η(x, y, t)
ηk−1/2 vertical position of the top interface of the shallow water layer k

ηk+1/2 vertical position of the lower interface of the shallow water layer k

ηb = −H vertical position of static solid-earth boundary: z = ηb(x, y) = −H(x, y)
θ potential temperature
Θ Conservative Temperature
κ molecular kinematic diffusivity
κT molecular diffusivity for in situ temperature in water:

κT = 1.4× 10−7 m2 s−1

κS molecular diffusivity for salt in water: κS = 1.5× 10−9 m2 s−1

κeddy kinematic eddy diffusivity: κeddy ≫ κ
Λ wavelength of a wave: Λ = 2π/|k|, where k is the wavevector and |k|

the wavenumber.
λ– reduced wavelength of a wave: λ– = Λ/(2π) = 1/|k|.
λ longitude on the sphere: 0 ≤ λ ≤ 2π
µn chemical potential for constituent n within a fluid (energy per mass)
µ̃n chemical potential for constituent n within a fluid (energy per mole

number)
µ relative chemical potential for a binary fluid
µ chemical potential for seawater: µ = µsalt − µwater

µvsc dynamic viscosity = ρ ν
νs specific volume: νs = ρ−1

ν molecular kinematic viscosity
νair molecular kinematic viscosity of air: νair ≈ 1.3× 10−5 m2 s−1

νwater molecular kinematic viscosity of fresh water: νwater ≈ 10−6 m2 s−1

νeddy eddy viscosity: νeddy ≫ ν
ξa a’th component to a generalized coordinate
Π Exner function
Π Boussinesq dynamic enthalpy
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greek symbols and their meaning

symbol meaning
ρ Eulerian in situ density (mass per volume) of a fluid element:

ρ = ρ(x, t)
ρL mass density following a fluid particle trajectory (Lagrangian mass

density): ρL = ρL(a, T )
ρ̊L initial mass density in Lagrangian space-time: ρ̊L = ρL(a, T = t0)
ρo constant reference density used for the Boussinesq ocean
ρref constant reference density used for the shallow water fluid
ϱ potential density referenced to a specified pressure
σ generalized vertical coordinate surface with σ(x, y, z, t) = constant
τ stress vector such as from winds or bottom stresses acting on the ocean
τ frictional stress tensor
φ pressure divided by the Boussinesq reference density: φ = p/ρo
φ sometimes used as the variable for parameteriing a curve
ϕ latitude on the sphere: −π/2 ≤ ϕ ≤ ϕ/2
Φe gravitational potential from a spherical and homogeneous earth
Φ geopotential from central gravity plus planetary centrifugal; also,

potential energy per mass
Φ inverse flow map that generates an inverse mapping of the fluid

continuum: a = Φ(x, t)
φ motion field that maps the fluid continuum as time evolves:

x = φ(a, T )
ψ streamfunction for two-dimensional non-divergent flow: u = ẑ ×∇ψ
Ψ vector streamfunction for three-dimensional non-divergent flow:

v = ∇×Ψ
ω relative vorticity: ω = ∇× v
ω angular frequency for a wave so that the wave period is 2π/|ω|
ϖ dispersion relation for linear waves, relating angular frequency to the

wavevector: ω = ϖ(k)
Ω angular velocity for a rotating reference frame
Ω earth’s angular velocity oriented through the north pole:

|Ω| = 7.2921× 10−5 s−1
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mathematical operations and relations

symbol meaning
[≡] “has dimensions” for use in referring to the physical dimensions
× vector cross product
∇ gradient operator
∇h horizontal gradient operator on constant z surface:

∇h = x̂ (∂/∂x)z + ŷ (∂/∂y)z = x̂ ∂x + ŷ ∂y
∇· covariant divergence operator that acts on a vector to produce a scalar
∇× curl operator
∇hσ horizontal gradient on constant σ-surface: ∇hσ = x̂ (∂/∂x)σ + ŷ (∂/∂y)σ
∂/∂σ vertical partial derivative with general vertical coordinate:

∂σ = ∂/∂σ = ∂/∂σ = (∂z/∂σ) ∂/∂z
∂/∂t Eulerian time derivative acting at a fixed spatial position, x, also

written as ∂t
[∂/∂t]σ time derivative computed on constant σ-surface
D/Dt material, Lagrangian, or substantial time derivative following a fluid

particle
Dr/Dt time derivative following a ray (integral lines of the group velocity):

Dr/Dt = ∂/∂t+ cg · ∇
Dg/Dt time derivative following the horizontal geostrophic flow

Dg/Dt = ∂/∂t+ ug · ∇h

d̄ inexact differential operator commonly found in thermodynamics
δ virtual displacement (also the variation) for Lagrangian mechanics and

Hamilton’s principle
δ differential increment that signals an object following the fluid flow
δ(x) one-dimensional Dirac delta with dimensions of inverse length

δ(2)(x) two-dimensional Dirac delta with dimensions of inverse area
δ(x) three-dimensional Dirac delta with dimensions of inverse volume
δ(t) temporal Dirac delta with dimensions of inverse time
∆ finite difference increment in space: ∆x,∆y,∆z,∆σ

dA infinitesimal horizontal area element: dA = dxdy
d3a infinitesimal region of material space: d3a = dadb dc
dS infinitesimal area element on a surface
dV infinitesimal volume element, sometimes written dV = dx
dx infinitesimal volume element, with Cartesian expression

dx = dV = dxdy dz
δV infinitesimal volume for a region moving with the fluid (Lagrangian

region)´
R
dV volume integral over an arbitrary region, R´

R(v)
dV volume integral over a region following the fluid flow (Lagrangian

integral)´
S
dS surface integral over an arbitrary surface S¸

∂R
dS surface integral over a closed surface ∂R that bounds the volume R¸

dℓ closed line integral over a periodic domain
∂S

dℓ counter-clockwise closed line integral over the boundary of a surface,
∂S

∼ “similar to” or “scales as”
≈ approximately equal to

Ψ̇ time derivative following a trajectory; for fluid particle trajectories
then, Ψ̇ = DΨ/Dt
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velocity
Eulerian, 1339

AABW, 2041
absolute circulation, 1148
absolute momentum, 353, 1678
absolute salinity, 573, 825, 2026
absolute simultaneity, 262
absolute temperature, 409
absolute vorticity, 1056, 1085

impermeability, 1207
absolute vorticity invariance, 1067
acceleration, 265

centrifugal, 331, 332, 335, 336
centripetal, 331, 332
Coriolis, 331, 332, 335
inertial, 274, 332
inertial frame, 327
planetary Cartesian, 331
reference frame induced, 273
spherical, 333
spherical metric, 335

acoustic wave
density, 1434
pressure, 1433
temperature, 1434
velocity, 1433

acoustic waves, 131, 707, 1319, 1425, 1432
Boussinesq ocean, 776
density, 1435
energetics, 1437
Eulerian, 1430
Lagrangian, 1427
piston wavemaker, 1442
pressure, 1435
radiation, 1442
speed, 1429, 1432
velocity, 1435

action, xiii, 249, 299, 1414

phase averaged, 1415

variation, 1334

action/reaction law, 627

active tracer, 126, 1936

active transformation, 1330, 1352

adiabatic, 557

adiabatic flow, 1936

adiabatic invariant, 381, 383, 1415

adiabatic lapse rate, 589, 836, 1434

adjoint diffusion equation, 216

adjoint operator, 217, 219

advection, 1924

maths, 1920

reversible, 687

advection equation, 126, 949, 1373, 1919

geometric, 1920

advection of velocity vector identity, 45

advection operator, 428

advection-diffusion equation, 525, 1940

advective boundary transport, 2031

advective flux, 2027

advective time, 654

advective time scale, 1229

advective tracer flux, 511, 512, 1922, 1995

affine tensor algebra, 7

ageostrophic components, 1286

ageostrophic overturning, 1698

ageostrophic secondary circulation, 1694,
1698

ageostrophic velocity, 902, 1237

ageostrophic vertical velocity, 1293

air-water interface, 661

analytical mechanics, 286

anelastic approximation, 532, 776

angular momentum, 272, 350, 356, 635, 1039,
1041, 1087, 1093, 1138, 1670

and strain, 1039, 1042

and vorticity, 1039, 1042
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axial, 366
barotropic model, 1080
conservation, 357
free vortex, 1030
shalllow water, 1014

angular velocity, 269, 320
anisotropic Gent-McWilliams, 2013
anisotropic neutral diffusion, 2009
ansatz, 141, 1371, 1380
anti-cyclonic, 354, 864
anticipated potential vorticity, 1081
antiderivative, 141
arc length, 46, 116, 121, 534
Archimedean buoyancy, 770, 821, 823
Archimedes’ Principle, 823
area

evolution, 472, 474, 541
of a surface, 120

arrested Ekman layer, 921
aspect ratio, 723, 778, 779, 861, 1229, 1230
association versus causation, xii, 784
asymptotic methods, 1236
atmospheric form stress, 744, 747
atmospheric pressure torque, 1108, 1159,

1164
atomic bomb, 2036
available potential energy, 807, 1606, 1622,

1996
approximate, 813
exact, 811
QG fluid, 1306

averaging, 1877
Reynolds, 1877
thickness equation, 1879
thickness weighted, 1878
thickness weighted tracer, 1880

Avogadro’s number, 409
axial angular momentum, 272, 330, 621

atmosphere, 623
depth integrated, 761
ocean, 760
ring of air, 622
steady state, 763
zonal acceleration, 362

axial vector, 20, 359
axisymmetric flow, 1669

back-reaction, 821
backward diffusion equation, 216
balanced model, 1283
balances, xii

baroclinic, 724, 871, 1138
pressure gradient, 726

baroclinic instability, 879, 1763, 1782
heat transport, 1792
necessary condition, 1787

baroclinic mode, 1565, 1601, 1770, 1771
baroclinic Rossby waves, 1770
baroclinic velocity, 754, 992, 1569
baroclinicity, 807, 865, 874, 1055, 1129, 1138,

1160, 1183
Boussinesq, 1156
generalized vertical coordinates, 1855
ideal gas, 1131, 1173
seawater, 1186
solenoid, 1139

barodiffusion, 699
barometric law, 599
barotropic, 724, 1138

pressure gradient, 726
barotropic instability, 1723
barotropic mode, 1565, 1601, 1770, 1771
barotropic model, 1049, 1522
barotropic Rossby waves, 1770
barotropic velocity, 754, 874, 992, 1131, 1569
barotropization, 868
barycenter, 510
barycentric velocity, 422, 424, 507, 509, 512,

520, 630, 1129, 1919, 2027
barystatic sea level changes, 2037
base manifold, 451, 486
basis one-forms, 81, 324
basis vectors, 70, 80, 324

operator notation, 70
rotation, 322

Batchelor scale, 1987
Beltrami flow, 59
Bernoulli

equation of motion, 1460
function, 1209
head, 696
potential, 691, 1459, 1862
potential for Boussinesq hydrostatic,

1197
principle, 692
theorem, 692, 693, 1719
theorem for hydraulic control, 695
theorem for pipe flow, 693

Bernoulli theorem
shallow water, 998

Bessel-Parseval relation, 172
beta
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effective, 1560
beta drift, 1070
beta effect, 336, 359, 1055, 1068, 1089, 1102,

1106, 1149, 1164, 1267
topographic, 1096, 1240
two-dimensional example, 1151

beta gyre, 1071
beta plume, 1075, 1107
beta-plane approximation, 617, 619, 1055
bi-orthogonality relation, 81
Bianchi identities, 1352
Bianchi identity, 1333
Biot-Savart law, 1060
Bjerknes circulation theorem, 1149
body forces, xviii, 556, 557, 610, 627

homogeneous layer, 1101
boldface notation, 72
Boltzmann constant, 596
bolus velocity, 1873, 1876, 1880, 1881, 1980
bottom

drag, 796
following coordinates, 1804
geostrophic velocity, 1164
kinematic boundary condition, 946
pressure torque, 1108, 1140, 1159, 1160,

1164, 1268
vertical velocity, 1268, 1269
water mass transformation, 2057

bottom drag
shallow water, 969

boundary
conditions, 131, 1941
Green’s function, 200, 202
layers, 660, 901, 902, 909
propagator, 202, 225, 227, 1950
stress, 796
velocity, 520
water mass transformation, 2062

boundary condition
natural, 1910
Neumann, 1910

Boussinesq approximation, 532
traditional, 776

Boussinesq ocean, 531, 767, 769, 837, 860,
1427

density evolution, 776
dynamic enthalpy, 801, 802
energetics, 791, 816
equations, 773
generalized, 815
Hamilton, 1361

internal energy, 806
mass, 775
mass continuity, 772
momentum equation, 770
non-dimensional, 1250, 1257
reference density, 533, 772
weight, 775

brachistochrone, 255
Brownian motion, 1900, 1989
Buckingham-Π theorem, 1226
budget analysis, xi, 515
bulk viscosity, 646, 648
buoyancy, 727, 821, 1012, 2017, 2031

boundary condition, 2031
coordinates, 68, 1804
effective, 850, 851
force, 825
frequency, 834, 956
frequency for ideal gas, 836
globally referenced, 830, 953
helium balloon, 846
homogeneous fluid, 776
relation to height, 810
sorting, 813
stratification, 830
surface ocean budget, 2032
work, 792

buoyancy oscillations, 1606
buoyancy work

shallow water, 996
Burger function, 1285
Burger number, 1232, 1254, 1285, 1307

slope, 1254

cabbeling, 773, 2021, 2023, 2024
cabbeling parameter, 2024
calculus of variations, 249
caloric equation of state, 580
canonical momentum density, 1325
capillary

capillary-gravity waves, 656
pressure, 662, 664
tube, 660
waves, 660, 1455, 1491

carrier wave, 1380
Cartesian coordinates, 7, 68, 99

summary, 100
Cartesian tensor algebra, 7
Cartesian tensors, 7, 75
Cartesian unit vectors

rotation, 322

INDEX page 2131 of 2158



INDEX

catenary, 258
catenoid, 258
Cauchy

equation of motion, 613
fundamental lemma, 630
solution, 461, 462
stress principle, 629
theorem, 633

Cauchy problem
hyperbolic, 138
parabolic, 135

Cauchy stress tensor, 627
Cauchy stress vector, 627
Cauchy-Green deformation tensor, 459
Cauchy-Green strain tensor, 459
Cauchy-Stokes decomposition, 242, 469
causal free space Green’s function, 214
causal Green’s function, 214, 234
causal relations, xi
causality, 1589
causality condition, 214
causation versus association, 784
center of mass motion, 502
center of mass velocity, 510, 2027
central forces, 279
centrifugal acceleration, 276, 277, 343, 392,

736, 849, 886–888, 1064
Cartesian, 332
particle, 337
particle motion, 354
planetary, 332, 336, 337
planetary orbital, 930
planetary rotation, 930
spherical, 336

centrifugal instability, 1665, 1667, 1669, 1671
centrifugal oscillations, 1675
centrifuge, 849
centripetal acceleration, 343, 886–888
centripital acceleration

planetary, 332
channel, 1005
channel flow, 877
Chapman-Kolmogorov relation, 219, 221
characteristic curve, 126
characteristic curves, 128

advection equation, 129
wave equation, 138

chemical energy flux, 686
chemical potential, 567, 573, 579
chemical reactions, 507
chemical work, 569

Christoffel symbols, 30, 93, 431
metric connection, 94
related to metric, 95

circuit, 48, 114
reducible, 114

circulation, 48, 57, 1027
absolute, 1148
around a streamline, 1101
free vortex, 1030
friction effects, 1100
Kelvin’s theorem and work, 1130
Rayleigh drag, 1101
rigid-body rotation, 1032
rotating fluids, 1147
shallow water, 1100
tornado, 1034
wind stress, 1101

circulation induction, 1150
circulation theorem, 1100
classical field theory, 1313, 1316, 1468
co-tangent space, 81
coarse graining, 1961
cofactor, 87
cold core eddy, 979
column vorticity, 1112
compatibility

total mass + tracer mass, 512, 1920
complex numbers

absolute value, 164
modulus, 164
phase, 164

composition property
Green’s function, 219, 1947

compression, 478, 1432
concentration equation, 216
configuration space, 297
conjugate anti-symmetry, 1383
conjugate symmetry, 171, 174, 175, 1383,

1489
connection coefficients, 94
conservation

global, 1358
local, 1358

conservation equation
flux-form, 516
material form, 516

conservation law, 516
material, 707
non-material, 707

conservation laws, 265, 349, 350, 372, 417,
706
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conservation of indices, 71
conservation of wave crests, 1408
conservative force, 267
conservative forces, 297
Conservative Temperature, 592, 702, 704,

826, 2017
conservative tracers, 507, 1892, 1896, 1917,

1918
conservative vector field, 59
constitutive relation, 644, 645
constrained motion, 288
constraint

dynamic, 287, 349
forces, 288
reactive forces, 287, 288

constraints
dynamical, 288, 289
holonomic, 288
integrable, 289

contact forces, xviii, 557, 610, 627
contact pressure force, 631, 982, 985
continuity, 532
continuity equation, 484, 507
continuum approximation, 403, 405, 420
continuum hypothesis, 403
continuum limit, 1314
continuum mechanics, 403
contour, 114
contraction, 15, 20, 32
contrapositive proposition, 838
contravariant, 13, 71
contravariant index placement, 7, 8, 10
contravariant tensor index, 17, 67, 324
convective time derivative, 428
converging flow

PV constraints, 1099
converse proposition, 838
coordinate

buoyancy, 68
Cartesian, 68, 99
cylindrical, 68
cylindrical-polar, 101
general vertical, 427
geopotential, 343
invariance, 64
isopycnal, 68
Lagrangian, 69
material, 69, 425–427, 452
non-orthogonal, 69
oblique, 83
planetary Cartesian, 328

position, 425
quasi-Lagrangian, 69
representation, 9
spatial, 452
spherical, 68, 105, 328
time, 67
tracer, 69

coordinate covariance, 1333
coordinate representation, 9
Coriolis acceleration, 276, 277, 331, 358

Cartesian, 332
large-scale motion, 337
planetary, 332
shallow atmosphere, 337
spherical, 336

Coriolis parameter, 337
Couette flow, 644, 658
Coulomb electrostatic force, 279
Coulomb gauge, 240, 1925
couplet, 640
covariance, 64, 1352

coordinate, 1333
covariant, 13, 64, 71
covariant curl, 98
covariant derivative, 66, 92

metric tensor, 95
one-form, 95
scalar, 92
vector, 92, 431

covariant divergence, 96, 1898
second order tensor, 97

covariant index placement, 7, 8, 10
covariant Laplacian, 97
covariant tensor index, 17, 67, 324
critical height theorem, 1754, 1755
critical latitude theorem, 1734
critical levels, 1643
critical reflection, 1626
Crocco’s theorem, 713
cross product, 19
cross-diffusion, 515, 1990
curl integrated over a closed surface, 53
curl of a curl, 44
curl of cross product, 44
curl of vector, 41
curl-free vector, 42
current, 1334
curvature, 663

circle, 118
curve, 118
Gaussian, 121
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surface, 120
curves on a surface, 121
cyclic coordinates, 315, 317, 1327
cyclonic, 354, 864
cyclonic eddy, 979
cyclostrophic balance, 896, 1667, 1669
cylindrical-polar coordinates, 68, 101

D’Alembert
paradox, 645
theorem, 645
wave solution, 139, 1591

d’Alembert’s principle, 288, 291, 381
Deborah number, 408
decibel scale, 1436
deformation matrix, 447, 454, 461, 1338

discrete algorithm, 456
deformation radius, 1255, 1307, 1598, 1771

internal, 1285
shallow water, 1231, 1242, 1558, 1574,

1596
deformation rate, 478
deformation rate tensor, 447, 466
deformational flow, 477
degrees of freedom, 288
delta sheets, 1300
delta sheets of potential vorticity, 808
density, 826

evolution, 1990, 2018
depth of no motion, 872
determinant, 96
developing flow, 428
deviator, 32, 647
deviatoric friction tensor, 647
deviatoric strain rate tensor, 647, 677
deviatoric stress, 611, 645
dia-surface flow, 1936
dia-surface transport, 526, 1821, 1825

non-divergent, 1829
shallow water, 964

dia-surface velocity, 1828
compared to vertical, 1832

diabatic process, 557, 1936
diagnostic equation, xii, 432
dianeutral direction, 833, 1992
diapycnal transport velocity, 499
diapycnal velocity component, 1860
diffeomorphism, 1338
differentiable manifold, 558, 2044
differential forms, 75
diffusion, 1900, 2020, 2027

dissipation functional, 1910
Fick’s law, 1901
fine scale, 1990
horizontal, 1907
isotropic, 1907
molecular, 1900, 1990
momentum, 1903
neutral, 1907, 1911, 2022
operator, 1904, 1906, 1909
skew, 1923
temperature, 1903
tensor, 1906
tracer moments, 1908, 1909
tracer powers, 1907
tracer variance, 1909
turbulent, 1901

diffusion equation, 135, 213
diffusion operator, 2004
diffusion tensor, 1974, 1991, 2027
diffusion tensor transformation, 2010
diffusive tracer flux, 511, 512, 520
diffusively driven flow, 1264
diffusivity, 2027

air, 1901
dynamic, 1901
eddy, 794
kinematic, 1901
molecular, 1901
temperature, 1903
turbulent, 1901

dilatation, 263, 475
dilation, 469
dimensional analysis, xiv
dimensionless numbers, 1226
Dirac delta, 149, 150, 183, 187, 1299, 1300,

1911, 2057, 2068
Cartesian, 159
cylindrical, 159
Fourier transform, 183
normalization property, 150
sifting property, 150, 151
spherical, 159

Dirac delta sheet, 210, 225
direct stress, 645
direction cosine matrix, 27
Dirichlet boundary condition, 133, 134, 195,

783, 1942
dispersion, 1386
dispersion relation, 1366, 1369, 1373

acoustic, 1435
inertia-gravity waves, 1574
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inertial waves, 1508
interacting Eady waves, 1783
shallow water gravity wave, 1562
variational principle, 1418

dispersion tensor, 1387
dissipation, 611, 677
distance, 14
distance to polar axis, 330
distribution, 150
divergence, 650
divergence of cross product, 44
divergence of curl, 43
divergence operator

Cartesian, 39
divergence theorem, 51, 483

scalar fields, 52
diverging flow, 477
domain of influence, 140, 1384
Doppler shift, 1530, 1591, 1643

Rossby waves, 1529
Doppler-shifted frequency, 1531
dot product, 13, 15
double integral identity, 146
downscale cascade, 1987
drag coefficient, 796
dual form stress, 747, 755, 764, 985, 990
dual pressure form stress, 1884
duality

Eulerian and Lagrangian, 460
one-form and vector, 80, 81

duality condition, 13, 81
Dufour effect, 699
Duhamel’s integral

heat equation, 136
wave equation, 141

dynamic enthalpy, 801
dynamic topography, 724
dynamic viscosity, 646
dynamical constraints, 288, 350, 372, 417
dynamical pressure, 727, 891, 963
dynamical pressure gradient, 615
dynamics, 263

Eötvös correction, 337
Eady edge waves, 1763
Eady growth rate, 1785
Eady model, 1763
Eady waves, 1767, 1776
earth

angular rotation, 320
angular velocity, 320

equatorial radius, 343
geopotential, 341
gravitational acceleration, 340
gravitational potential, 340
mass, 339, 340
planetary centrifugal, 341
polar radius, 343
radius, 320, 339, 340, 926
rigid-body speed, 320

eddy diffusivity, 794
eddy kinetic energy, 1726
eddy tracer fluxes, 1969
eddy viscosity, 795, 902

Ekman layer, 909
eddy-induced

mass flux, 1922
mass streamfunction, 1922
velocity, 794, 818, 1922, 1991

edge waves, 1521, 1529, 1539, 1723, 1763,
1767

edge waves interactions, 1737
effective beta, 1097, 1241, 1560
effective buoyancy, 821, 829, 850, 851, 1607
effective free surface height, 942
effective gravity, 618
effective sea level, 942
eikonal approximation, 1405
eikonal equation, 1410
eikonal wave ansatz, 1405, 1445, 1448
Einstein summation convention, 10, 71
Ekman

arrested, 921
balance, 902
bottom layer, 916
boundary layers, 660, 901, 902
downwelling, 914
generalized Ekman velocity, 1220
horizontal transport, 910
layer thickness, 909
mass transport, 909
mechanics, 901
natural coordinates, 904
number, 908
ocean surface layer, 909
pumping, 913, 914
Rayleigh drag, 905
spiral motion, 906
suction, 913, 914
transport, 912
upwelling, 914
velocity, 1269
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velocity profile, 916
Eliassen-Palm

flux, 990, 992, 1873, 1884, 1886
flux tensor, 984, 1884, 1886

elliptic PDE
classification, 130
geostrophic adjustment, 1596
properties, 131

emergent scales, xiv
energetic stability analysis, 1665, 1680
energetics

shallow water, 993
shallow water kinetic, 995–997
shallow water mechanical, 998
shallow water potential, 994

energy
dissipation of kinetic, 677
dissipation of mechanical, 677
gravitational potential, 671–674
internal, 687
internal budget, 688
mechanical, 675, 678
mechanical energy flux, 678
total, 687
total energy conservation, 700

energy equipartition
acoustic, 1439
oscillator, 399, 1439

ensemble average, 1877, 1961
ensemble averaging

ensemble, 1877
enthalpy, 576, 702

budget, 685, 688, 700
capacity, 580

entrain, 499
entropy, 560, 563, 565, 576

budget, 697
flux, 698
maximum, 566
perfect fluid, 687
source, 698, 700

epineutral diffusion, 2003
epsilon product identity, 25, 44
equation of motion, 612

Cartesian, 342
particle, 341
rotating, 613
spherical, 342, 614

equation of state, 575–578, 595, 825, 2021
Boussinesq ocean, 774
linear, 773

equilibrium tide, 927
equipartition of energy, 307
equivalent barotropic depth, 1060
equivalent barotropic flow, 1060
Ertel potential vorticity, 1179, 1181, 1203,

1357
Euclidean

isomorphism to R3, 7
metric, 7, 14
norm, 7
space, 63
space E3, 7

Euclidean space, 4
Euler equation, 249, 613, 649, 1430

time symmetry, 652
Euler form, 568
Euler identity, 164, 1374
Euler’s equation, 253

second form, 254
Euler’s theorem, 143, 305
Euler-Lagrange equation, 253, 287
Euler-Lagrange equations, 302, 1319, 1343

continum, 1315
Euler-Lagrange field equation, 1414
Euler-Lagrange field equations, 1310, 1313
Eulerian

duality with Lagrangian, 460
mean, 1962
reference frame, 416, 421
region, 517
time derivative, 67, 428

Eulerian average, 1961
Eulerian velocity, 1339
evanescence, 1517, 1657
evanescent gravity waves, 1649
evanescent waves, 1654
evolution equation, 143
evolving flow, 428
exact differential, 55, 267, 535, 563, 569

hiker analogy, 57
exact geostrophic balance, 891
exact hydrostatic balance, 619
Exner function, 600, 602, 1131
extensive property, 507, 515, 558, 563
exterior calculus, 75
exterior derivative, 826
exterior moment of λ, 2053
external

moment, 2053
pressure, 750
pressure gradient, 726
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tracer mass, 2077
velocity, 754, 992

external forces, 627
external scales, xiv, 1226
extrinsic frequency, 1531

f-plane approximation, 353, 385, 395, 617,
618

Ferrel Cell, 546
fetch, 1010
Feynman’s trick, 193
Fick’s law, 1901
Fick’s law of diffusion, 699
field point, 187, 190
field theory, 1316

local, 1311
fine scale mixing, 1989, 1990
first kinematic viscosity, 646
first law of thermodynamics, 57, 560, 561,

573, 688
moving fluid, 684
potential temperature, 686

Fjørtoft’s theorem, 1733
flat space, 63
flow lines, 439
flow map, 439, 447, 449, 486, 1338
flow versus fluid property, 531, 767
fluid

dynamics, xviii
element, 424, 508, 509, 512, 821
kinematics, xviii
material region, 424
parcel, 422, 508
particle, 422
particle trajectory, 425, 439
region, 424

fluid versus flow property, 531, 767
flux, 60
flux-form conservation law, 482, 706, 1189
force

inertial, 274
reference frame induced, 273

force couplet, 640
force potential, 267
forces

body, 556, 557, 610
central, 279
contact, 610
external, 278
internal, 278

forces of constraint, 287, 288, 307

form stress, 631, 755, 764, 982, 985, 987, 988,
997, 1999

dual, 985, 990
geostrophic eddies, 877
isopycnal layer, 880
isopycnal surface, 878
mathematical expression, 745

formation, 2061
Foucault pendulum, 384
Fourier

complementarity, 183
conjugate symmetry, 171, 174, 175
cosine transform, 176
Dirac delta, 183
exponential series, 171
Gaussian, 184
integral theorem, 173
integrals, 173
inverse transform, 174
Parseval’s identity, 172, 178
position space, 163
reality condition series, 171
reduced wavenumber, 178
series, 168
sine transform, 177
sine/cosine series, 168
time domain, 181
transform, 174
transform pairs, 174
transforms, 173
wavenumber, 168
wavevector space, 163

Fourier analysis, 1366, 1379, 1476
fourier analysis, 163
Fourier’s heat law, 526
Fourier’s law, 686, 1903
Fourier’s law of conduction, 699
Fréchet derivative, 252, 1911
free

falling particle, 369
space Green’s function, 189
vortex, 1028, 1044

free particle, 372
f -plane, 353

free particle motion, 288, 310
planetary scale, 390

free shear layer, 1738
free surface patterns, 1117
frequency, 181

extrinsic, 1531
ground-based, 1531
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intrinsic, 1531
freshwater

boundary condition, 2027, 2029
budget, 2026
velocity, 2027

Fresnal integral, 1401
friction

dissipation, 677, 688
driven velocity, 902
force, 648
shallow water, 968
torque, 1272
vertical shear, 651

frictional
stress tensor, 645

frontal equations, 1698
Froude number, 778, 779, 1228, 1229, 1232,

1563, 1590, 1644, 1646
functional degrees of freedom, 532
functional derivative, 252, 1911
functional variations, 1910
functionals, 249
fundamental

solution for Laplace operator, 189
theorem of calculus, 48
thermodyanamic relation, 563

Galilean
boost, 266
invariance, 266, 268, 432, 646, 1081
invariance of kinetic energy, 365
relativity, 266
space-time, 4
transformation, 4, 266, 433, 434, 516,

1587, 1642
Galilean relativity, 7, 262, 324
Galilean space-time, 7, 64, 422
gauge

freedom, 1191, 1194, 1221, 1246, 1291
function, 689, 1096, 1191, 1433, 1459
invariance, 240, 1925
symmetry, 535, 537, 612, 689, 1922
transformation, 1460

gauge function, 1147
gauge theory, 1336
Gauss’s divergence theorem, 51, 98, 1850
Gaussian

Fourier transform, 184
Gaussian curvature, 121
general covariance, 64
general orthogonal coordinates, 111

general vertical coordinates, 427, 521
basis one-forms, 1806
basis vectors, 1804
circulation, 1819
common confusion, 1803
contravariant velocity, 1811
covariant velocity, 1811
diffusion operator, 1817
divergence, 1816
divergence theorem, 1816
examples, 1822
Jacobian, 1812
layer integrated diffusion, 1818
Levi-Civita tensor, 1813
material time derivative, 1816
metric tensor, 1812
partial derivatives, 1814
position vector, 1808
related to Cartesian, 1802
specific thickness, 1812
triple product identity, 1807
vector, 1810
vector cross product, 1814
velocity, 1810
volume element, 1813
vorticity, 1819

generalized coordinate, 67
generalized coordinates, 287, 290, 325
generalized force, 294
generalized function, 150
generalized Lagrangian mean, 1959, 1965

isopycnal, 1976
kinematics, 1962
tracers, 1967

generalized momenta, 315
generalized momentum density, 1325, 1414
generalized vertical coordinates, 4, 69, 1798
Gent-McWilliams

anisotropic, 2013
available potential energy, 1996
boundary value problems, 2002
effect, 1996
form stress, 1999
parameterization, 1994
secondary circulation, 1996
thickness diffusion, 2000, 2001

geometric optics, 1405, 1410
geopotential, 267, 341, 392, 774

coordinates, 343
height, 598
height in ideal gas, 725
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reference, 672
thickness, 598

geostrophic
adjustment, 1594, 1596
advection, 1302
balance, xii, 859, 862
contours, 1097, 1937, 1956
eddies, 877, 979
exact balance, 891
momentum, 1123
number, 1253
streamfunction, 1237, 1240
Sverdrup balance, 870, 1274
transport, 978

geostrophic coordinates, 1700
geostrophic eddies, 879
geostrophic flow, 732
geostrophic momentum approximation, 1698
geostrophic streamfunction, 864
geostrophy

isopycnal models, 1862
pressure coordinates, 865
shallow water, 976

geothermal heating, 526
Gibbs potential, 570, 578, 586, 684
Gibbs relation, 563
Gibbs-Duhem, 569
global conservation, 707, 1358
global conservation law, 1189
global instability, xx, 1662, 1668
global mean sea level, 2034
Godfrey’s island rule, 1115
gradient

generalized vertical, 1815
horizontal, 100
notation, 100

gradient operator, 36
Cartesian, 1814
general vertical coordinate, 1814

gradient Richardson number, 1722, 1723,
1752, 1753

gradient tensor theorem, 55
gradient wind balance, 897

barotropic flow, 1062
regular high, 899

gravest mode, 1488
gravest vertical mode, 868
gravitational acceleration, 338, 928

approximate, 340
effective, 341

gravitational force, 267

gravitational mass, 775

gravitational potential, 926

earth-moon, 931

general case, 926

gravitational potential energy, 340, 671, 1342

finite volume, 679

mixing, 674

regional, 672

stratification, 673

gravitational stability, 834

gravitational work, 586, 694

gravity waves, 1026, 1554

non-rotating, 1595

polarized, 1577

speed, 1562

two layers, 1564

Green’s function, 239

advection-diffusion equation, 1943

causal, 214

composition, 219, 1947

diffusion, 214

diffusion adjoint, 216

diffusion equation, 213

diffusion free space, 214

for wave equation, 227, 1384

free space, 188

free space for Laplace, 189

method, 187, 1075

modified, 207

non-closed reciprocity, 1946

one-dimensional Poisson, 204, 212

passive tracers, 1940

pressure equation, 783

reciprocity, 198, 217, 1944

wave free space, 230

Green’s identities, 53

group velocity, 1410

growth rate, 1697, 1714, 1729

Eady waves, 1784

gyre circulation, 1105

gyres and channels, 1012

Hadley circulation, 623

haline, 826

contraction coefficient, 581, 826, 828

halosteric sea level, 2037

Hamilton’s equations for rays, 1410, 1413

Hamilton’s equations of motion, 316

Hamilton’s Principle, 1310

fluid mechanics, 1310
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Hamilton’s principle, xiii, 249, 285, 287, 299,
606, 1313, 1337, 1342, 1361, 1414,
1468

continuum, 1316
Hamiltonian, 313, 314, 398
Hamiltonian continuity equation, 1326
Hamiltonian density, 1325, 1414
Hamiltonian mechanics, 285, 286, 314
Hankel function, 1076
harmonic function, 40, 42, 131, 241, 536,

1027, 1459
mean value property, 132
mean-value property, 203

harmonic oscillator
simple, 131, 396

Haynes-McIntyre PV flux, 1205
heat capacity, 580
heat equation, 135, 213
heat flow direction, 566
heat function, 576
heating, 561
Heaviside step function, 153, 214, 230, 1300,

1594
height and buoyancy relation, 810
Heisenberg uncertainty principle, 1393
helicity, 1175
Helmholtz

decomposition, 239, 536, 786
decomposition of Coriolis, 147
equation, 141, 233, 1442
first theorem, 1034
free energy, 577
second theorem, 1035
third theorem, 1035

Helmholtz-Hodge decomposition, 239, 242
heuristics, 149
holonomic constraints, 288
homentropic fluid, 687
homogeneous

fluid, 558
function, 143, 304
solution, 130
tensor, 30

homogeneous function, 567
Euler’s theorem, 567
thermodynamics, 567

Hooke’s Law, 646
Hooke’s law, 396
Howard’s semi-circle theorem, 1754, 1756
Hughes gyre model, 1111
hydraulic control, 1564, 1590

hydraulic jump, 695, 1564, 1590
hydrodynamics, ix, 767
hydrostatic, 364

approximate balance, 619, 715, 716, 720,
774, 844, 950

approximate balance for ocean, 773
background state, 724
exact balance, 619, 638
exact versus approximate, 620
number, 1252
pressure, 720, 824, 940
pressure evolution, 721, 781
pressure forces, 638
primitive equations, 715, 716
scaling, 723, 777
torque balance, 640
vertical motion, 716, 725

hyperbolic PDE, 138, 1373
classification, 130
domain of influence, 140, 1384

hypsometric equation, 598

ice skater, 1087
ideal fluid, 422
ideal gas, 594

adiabatic lapse rate, 598
baroclinicity, 1131
buoyancy frequency, 836
compressibility, 597
enthalpy, 597
equation of state, 595
geopotential thickness, 598
heat capacity, 596
internal energy, 595
lapse rate, 836
law, 409
potential temperature, 600
sound speed, 598
thermal expansion coefficient, 597

ignorable coordinates, 317
impermeability

compare to material invariance, 1208
impermeability theorem, 1095, 1203, 1205,

1217, 1304
absolute vorticity components, 1207
confusions, 1208
kinematics, 1207
planetary geostrophy, 1265
seawater, 1208

impulse, 160
impulse response function, 160, 234, 1951
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in situ density, 828
in situ temperature, 591, 702

evolution, 702
incompressible, 531
incompressible flow, 532
incropping, 962
incropping buoyancy, 808
induction vector, 1304
inertia-gravity waves, 1554, 1557, 1573, 1574,

1586
inertia-vorticity oscillations, 1693
inertial

frequency, 861
motion, 893
near inertial waves, 1513
oscillation, 894
oscillation in ocean, 355
oscillations, 1255
reference frame, 265, 273, 416
velocity, 333
waves dispersion relation, 1508
waves group velocity, 1510

inertial frame
acceleration, 327
velocity, 326

inertial instability, 1665, 1668, 1679
inertial mass, 775
inertial oscillations, 355
inertial period, 1598
inertial waves, 1632
inexact differential, 56, 561, 563, 569

integrating factor, 57
information entropy, 1914
initial value problem, 234, 1594
injection work, 691
inner product, 13, 15, 245
instabilities

normal modes, 1662, 1707
instability

baroclinic, 1763, 1782
barotropic, 1723
centrifugal, 1665, 1667, 1669
critical height, 1754, 1755
critical latitude, 1734
Fjørtoft’s theorem, 1733
global, xx, 1662, 1668
inertial, 1665, 1668, 1679
interfaces, 1707
isentropic inertial, 1685
Kelvin-Helmholtz, 1707
local, 1665, 1667

necessary conditions, 1732
phase tilt, 1731
Rayleigh-Kuo theorem, 1732
Rayleigh-Taylor, 1707, 1712
stratified shear, 1723
sufficient conditions, 1732
symmetric, 1665, 1668, 1685, 1689, 1692
wave, xx, 1662, 1668

integral curve, 422, 439
integral surface, 128
integrating factor, 57, 563, 569
integration in λ-space, 2048
intensive property, 507, 515, 558, 563, 680
interfacial form stress, 744, 750, 985, 987,

1882
interior moment of λ, 2053
interior water mass transformation, 2057
intermolecular forces, 661
internal

energy, 554, 559, 575, 687
energy and Boussinesq, 806
energy budget, 688
energy capacity, 580
forces, 610, 627
moment, 2053
pressure, 750
pressure gradient, 726
tracer mass, 2077
velocity, 754, 992

internal energy, 1343
internal gravity waves, 834, 1601, 1639

stationary, 1640
internal scales, 1226
internal symmetry, 1330, 1336
internal tides, 1640
intrinsic coordinates, 885
intrinsic frequency, 1531, 1780
inverse barometer sea level, 731, 942
inverse energy cascade, 1061
inverse proposition, 838
inversion, 1594
invertibility, 1283
irreducible tensorial parts, 32
irreversible process, ix, 558, 565
irreversible thermodynamics, 680
irrotational, 1025, 1459

flow, 537, 1026, 1037
vector, 42

island rule, 1115
isobar, 620
isolated system, 557
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isopycnal, 499

coordinates, 68, 1804

ensemble, 1975

layer transport, 1975

mean, 1975

primitive equations, 1858

isotropic tensor, 30

Jacobian

evolution, 476

of transformation, 79, 85

on a curve, 122, 1956

operator, 122, 1302, 1956

Jacobian operator, 1057

JEBAR, 1279

jets, 1070

Joule heating, 688

Joule unit of energy, 410

Kelvin waves, 1570

Kelvin’s circulation theorem, 1129, 1140,
1180, 1184

Kelvin’s minimum kinetic energy, 1466

Kelvin-Helmholtz instability, 1253, 1707

Kepler’s third law, 306

kinematic

free surface equation, 500, 547

two-dimensional flow, 476

viscosity, 646

water mass transformation, 2056

kinematic boundary condition, 492, 946,
2027

buoyancy surface, 499

geometric derivation, 495

material interface, 494

moving material, 493

non-divergent flow, 533

ocean free surface, 499

permeable surface, 496

static material, 492

surface waves, 1472

kinematically admissable, 292

kinematics, 263

Eulerian, 419

Lagrangian, 419

motion field, 449, 1338

reference manifold, 451

referential description, 447, 451

relative description, 447

spatial manifold, 451

kinetic energy, 266, 365, 398, 675, 1342

axial angular momentum, 366
Boussinesq, 791
cartesian coordinates, 366
dissipation, 677
geopotential coordinates, 367
hydrostatic Boussinesq, 816
spherical coordinates, 366

kinetic stress, 642, 753, 981, 1881
kinetic stress tensor, 1054
kinetic theory, 409
Klein Gordon equation, 1320
Knudsen number, 406, 602
Kronecker tensor, 11, 14, 77, 81, 324, 1897

L2 inner product, 245
laboratory reference frame, 273, 421
Lagrange multipliers, 288, 307
Lagrange’s equation of motion, 293
Lagrangian, 249

coordinates, 69
density, 1344
mean, 1963
phase averaged, 1415
reference frame, 416, 421
region, 512
time derivative, 67, 428

Lagrangian acoustic wave equation, 1431
Lagrangian density, 1315, 1317, 1344, 1414
Lagrangian function, 297
Lagrangian mechanics, 285, 286

continuum, 1316
Lagrangian velocity, 1339
laminar subregion, 660
LaPlace transform, 193
Laplace’s equation, 131, 1027

properties, 131
Laplace-Beltrami operator, 1899
Laplacian friction, 907
Laplacian operator, 40, 131
law of atmospheres, 599
law of cosines, 931
law of inertia, 263, 265, 310
layer mass continuity, 1837

compressible, 1838
pressure coordinates, 1840

lee waves, 1654
Legendre transformation, 315, 574, 576–578
Leibniz’s rule, 500, 517, 1158
Leibniz-Reynolds transport theorem, 420,

517, 523, 1216
length scale

page 2142 of 2158 geophysical fluid mechanics



INDEX

gradient, 408
macroscopic, 405
mean free path, 405, 410
measurement, 407
molecular, 405
simulation, 407

level of no motion, 729–732, 950
Levi-Civita tensor, 20, 25, 86, 1063

general coordinates, 88
volume element, 89

lid pressure, 961, 1049, 1061
linear equation of state, 828
linear momentum, 265, 1040

conservation, 265
finite volume, 643
Lagrangian volume, 643

linear momentum conservation, 311
local conservation, 706, 1358
local instability, 1665, 1667
local Rossby number, 890
local thermodynamic equilibrium, 404, 408,

559, 669, 680, 682
locally referenced potential density, 835
long range forces, 610
long waves, 1547, 1585
longitudinal waves, 1315, 1319, 1425, 1426,

1432, 1435, 1561
longwave radiation, 2031
Lorentz force, 263
Lorentzian, 1653
Lorenz convention, 808
Luke’s variational principle, 1468

Möbius strip, 49
MacDonald’s function, 1076
Mach number, 767, 1425, 1426, 1430, 1436
macro-turbulence, 979
macroscopically small, 404
macrostate, 554
macrostates, 556
Magnus acceleration, 616, 891, 963
mapping the continuum, 449
Margules’ relation, 959, 977, 980
Marshall potential vorticity flux, 1209
mass

λ-layer, 2048
gravitational, 775
inertial, 775

mass budget, 520
λ-layer, 2061
fluid column, 501, 502

weak formulation, 509
mass conservation, 416, 486, 507

arbitrary Eulerian region, 483
Eulerian, 482
finite Eulerian region, 482
Jacobian derivation, 488
Lagrangian, 484, 1427
Lagrangian derivation, 489
multi-components, 509

mass continuity
generalized vertical coordinates, 1836
layer integrated, 1837

mass density, 825
mass distribution function, 2049
mass equation

general vertical coordinates, 1848
mass flux, 482
mass flux through a surface, 496
mass-labeling coordinates, 1342
mass-Sverdrup, 2045
material

area evolution, 471
closed system, 557, 561
constant, 430, 516
coordinate choices, 427
coordinates, 69, 426, 452
curve, 460
curve evolution, 462
fluid parcel, 422, 557
invariance, 430, 432, 1089
invariant, 516
invariant volume, 532
line elements, 1142
open system, 557
surface, 430
thickness evolution, 475
volume evolution, 474

material time derivative, 67, 428
general vertical coordinates, 1831
invariance, 435, 436
isopycnal models, 1860
space-time, 438

material tracers, 507, 1917
mathematically rigorous, 149, 150
matrices, 29
matter

concentration, 573
conservation, 706
flow direction, 572

Maxwell relations, 570, 581
mean free path, 405, 1901
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mean tracer equation, 1983
mean value property, 132
mean value theorem, 1427
mean-value property, 203
mechanical

pressure, 644, 647
stress, 642
work, 266, 365, 398, 562
work from geopotential, 586

mechanical energy, 267, 314, 675, 678
Boussinesq, 791, 792, 801, 802
conservation, 367
dissipation, 655, 677
finite volume, 679
particle, 365

mechanical equivalence, 1324, 1329
mechanical similarity, 305
membranes, 660
meridional

overturning circulation, 543, 1843
overturning transport, 1998
transport, 1267

mesoscale eddies, 1987, 1991
mesoscale eddy mixing, 1989
mesoscale ocean, 1763
method of characteristics, 128
method of images, 1444
metric acceleration, 327, 335, 615
metric tensor, 14, 77, 457, 458, 1897

Cartesian coordinates, 77
coordinate representation, 78
coordinate transformation, 78
determinant, 85
general, 78
inverse, 81, 82
relating vectors and one-forms, 81

metricity condition, 95
microscopically large, 404
microstates, 556
mixed boundary condition, 1942
mixing, 1991

surface boundary, 2029
tensor, 1991

mixing length, 1901
modal stability analysis, 1665
modified mean, 1976
modulation function, 1380
molar mass, 569
mole, 409
molecular

composition of air, 409

composition of water, 409
diffusion, 1989, 1990
viscosity, 655

moment arm, 330, 621
moment of inertia, 272, 1043, 1045, 1087
moment-arm, 356, 364
moments of λ, 2053
momentum

absolute, 1678
angular, 272
approximate axial angular, 364
axial angular, 330, 356, 373, 621, 739
axial angular and Coriolis, 358
geostrophic, 1678
linear, 372
potential, 342, 352, 373, 1668, 1676

momentum argument, 1527
momentum equation, 980

flux form, 642, 1849
general vertical coordinates, 1848
horizontal, 1848
natural coordinates, 889
spherical, 614
vertical, 1849

momentum flux, 482
momentum-based, xii
Monge gauge, 113
monochromatic patterns, 1374
monochromatic waves, 1374
Montgomery potential, 880, 1859

shallow water, 958
motion field, 422, 447, 449, 486, 1338
motional forces, 850
mountain drag, 1648
mountain waves, 1639, 1640, 1644
Munk gyre model, 1111

NADW, 2041
natural boundary condition, 1910
natural boundary conditions, 1322, 1344,

1468
natural coordinates, 885, 886

isobars, 903
vorticity, 1036

Navier-Stokes equation, 613, 649, 654
non-dimensional, 654
time asymmetric, 652

near inertial wave, 1632
near inertial waves, 1513
nearly horizontal motion, 364
net stress tensor, 651
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Neumann boundary condition, 133, 135, 205,
526, 782, 1910, 1942

neutral
anisotropic neutral diffusion, 2009
density, 2045
diffusion, 2003
directions, 829, 831, 2003
helicity, 838
slope, 1992
surface, 839
tangent plane, 2003
tangent plane coordinates, 2010

neutral diffusion, 842, 1911, 2022
neutral direction, 843
neutral directions, 830
neutral trajectories, 841
neutral trajectory velocity, 841
neutrality condition, 833, 2006, 2011
neutrally buoyant, 821, 825
Newton’s

equation of motion, 612
first law, 263, 310
gravitational constant, 338
gravitational law, 338
second law, 263, 265
third law, 263, 627, 630, 656, 744, 988,

1610
third law and pressure, 630
third law strong form, 279
third law weak form, 279

Newtonian
fluid, 645, 646
gravity, 150
gravity field, 931
time, 63, 67
universal time, 7

Newtonian friction, 1903
Newtonian relativity, 266
Newtonian time, 7, 262
no normal flow boundary condition, 492
no-flux boundary condition, 526, 921
no-slip boundary condition, 650, 658
Noether’s first theorem, 1330, 1352
Noether’s second theorem, 1333, 1352
Noether’s Theorem, 417
Noether’s theorem, 287, 310, 349, 350, 352,

398, 1310, 1313, 1325–1327, 1352
non-advective

flux, 2027
transport, 2031

non-advective tracer flux, 511, 512

non-Boussinesq, 767, 837
non-Boussinesq steric effect, 501
non-conservative

forces, 268
process, 706

non-dimensionalization, xiv, 1232
Ekman balance, 908
hydrostatic approximation, 778

non-dispersive waves, 1562
non-divergent

barotropic model, 1049, 1051, 1522
velocity field, 532

non-hydrostatic
pressure, 943
primitive equations, 720

non-inertial acceleration, 847
non-inertial force, 847
non-inertial reference frame, 273
non-Newtonian constitutive relations, 653
non-orthogonal coordinates, 69
normal

derivative, 38
direction, 38, 114, 492
evolution equation, 473
solid-earth bottom, 493
stress, 645
vector, 534

normal direction, 21
normal mode method, 1662, 1707
normal one-form, 98
normal stress, 627
notation

slanted, 9, 1896
upright, 9, 1896

nuclear reactions, 507

obduction, 1835
oblate spheroid, 343
oblique coordinates, 83
obliquity, 320
observation point, 190
ocean

buoyancy, 2017
free surface, 1822
gyres, 1102
gyres and topographic form stress, 1107
mesoscale eddy, 979
mixed layer base, 1823
mixing processes, 1989

ocean submesoscale, 1698
oceanic form stress, 744
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omega equation, 1293
one-form, 13
one-forms, 17, 80

basis, 81
coordinate representation, 80

one-way wave equation, 138
orbital motion, 930
orientation, 19, 20, 48, 49, 114
orthogonal curvilinear coordinates, 111
oscillator equation, 354, 397
outcropping, 962
outcropping buoyancy, 808
outer product, 18, 642, 981
overturning

Southern Ocean, 546
overturning circulation, 1694
overturning streamfunction, 543, 1843

parabolic PDE, 135
classification, 130
smoothing property, 135

parameterizations, 407, 1987
parcel method, 1607
parcel stability analysis, 1665
parity, 168, 169
Parseval-Plancherel formula, 178
partial

entropy, 570
internal energy, 570
volumes, 570

partial derivatives
transformation, 92

particle displacement, 1969
particle mechanics, 265
particle relabeling, 1352
particle trajectory

fall to equatorial plane, 370
free fall to center, 369
freely falling, 371
geopotential motion, 371
spherical motion, 369

particular solution, 130
passive

tracer, 126, 512, 1917, 1940
tracer source, 1942

passive transformation, 1330, 1333, 1352
path, 114

orientable, 114
simple, 114

path integral
arc length, 46

path dependent, 561
scalar function, 45
vector function, 47

pathlines, 439
analog to car flow, 439

pendulum
adiabatic invariant, 381
Foucault, 384
simple, 376
variable length, 381

perfect fluid, ix, 422, 557, 1919
periodic channel, 1005
periodic function, 168
permutation symbol, 20, 86, 1063

product identity, 25
phase

averaging, 1961
phase averaged action, 383, 1415
phase averaged Lagrangian, 1415
phase averaging, 166
phase locked, 1738
phase space, 315
phase speed, 1408, 1728
phase velocity, 1728
Phillip’s layering instability, 1914
physical dimensions, 9, 72
physically formal, 149, 150
physics as geometry, 64
Pitot tube, 615
planar curves, 116
plane wave, 1375, 1376
planetary

beta effect, 869
Cartesian coordinates, 328
centrifugal acceleration, 331, 343
centripetal acceleration, 331
induction, 1150
spherical coordinates, 328
vorticity, xix, 869

planetary geostrophy, 866, 1166, 1234
continuously stratified, 1261
energetics, 1263
equations, 1262
potential vorticity, 1097, 1103, 1104,

1234, 1264
vorticity equation, 867

planetary Rossby waves, 1522, 1558, 1763,
1770

planetary vorticity, 869
planetary waves

dispersion relation, 1529
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plumb line, 346, 371
Poincaré waves, 1573
point, 9

mass, 150
point jet, 1541
point vortex, 1059
Poiseuille flow, 1735
Poisson equation, 131, 133, 189, 240, 338,

1058, 1062
Dirichlet boundaries, 200
Green’s function, 195, 205
max-min principle, 134
Neumann boundaries, 209
pressure, 850

polar coordinates, 101
polar materials, 635
polar unit vectors

rotation, 322
poleward buoyancy transport, 879
poleward heat transport, 1792
Pontryagin duality, 163
position, 9, 265
position vector, 12

Cartesian representation, 328
spherical representation, 328

postulate of total energy conservation, 700
potential

enthalpy, 592, 704
momentum, 342, 373
property, 591, 592, 825
scalar properties, 708

potential density, 827
locally referenced, 835

potential energy, 267, 297
Boussinesq, 792
shallow water layer, 1884

potential enstrophy, 1183
potential flow, 1026, 1455, 1457
potential momentum, 1668, 1676
potential temperature, 590, 591, 600, 702,

826
evolution, 703
specific entropy, 593

potential vorticity, 1819
substance, 1190
baroclinic fluid, 1183
barotropic fluid, 1180
Bernoulli potential, 1197
Boussinesq, 1856
concentration, 1211
cylinder, 1086

delta sheet, 808
derivation, 1194
dynamical tracer, 1185
Ertel, 1056, 1083, 1179, 1181, 1203, 1295,

1357
flux, 1095, 1190, 1194, 1197, 1203, 1205,

1209
flux-form budget, 1189
flux-form equation, 1095
gauge choice, 1197
generalized vertical coordinates, 1853
Haynes-McIntyre PV flux, 1205
hydrostatic Boussinesq, 1193
impermeability, 1203, 1265
impermeability kinematics, 1207
induction vector, 1304
inertia-gravity waves, 1630
integrated substance, 1211
inversion, 1224, 1594
isopycnal coordinates, 1864
iterated, 1184
Kelvin circulation theorem, 1091
kinematic derivation, 1195
layer budget, 1216
Marshall PV flux, 1209
material invariance, 1203
name, 1090, 1184
non-conservative processes, 1094, 1188
non-divergent barotropic flow, 1056,

1185
ocean layer, 1215
pancake, 1198
perfect fluid, 1180
planetary geostrophy, 1097, 1103, 1104,

1234, 1242, 1264
potential density, 1186
preferred flux forms, 1221
quasi-geostrophy, 1239, 1240, 1242, 1295
relative, 1241
Rossby, 1056, 1083, 1089, 1090
seawater, 1208
seawater equation of state, 1186
shallow water, 1089
stuff, 1095
substance, 1203, 1205
symmetric instability, 1221, 1697
thickness weighted average, 1887
two-dimensional non-divergent, 1056

potential vorticity flux
air-sea boundary, 1219
land-sea boundary, 1218
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steady state constraints, 1210
potential vorticity inversion, 1243
power, 365
practical salinity, 2026
Prandtl number, 1903
Prandtl ratio, 1255, 1303
precession, 387
pressure

boundary conditions, 782
contact force, 982, 985, 1852
contact stress, 629, 1850
coordinates, 1803
driven velocity, 902
dynamical pressure, 769
external, 750
gradient force, 1850
internal, 750
Lagrange multiplier, xi, 1362
lid, 961, 1049, 1061
mechanical, 644, 647
non-hydrostatic, 1504
Pascal unit, 410
Poisson equation, 781, 1062
shallow water dynamic, 958
stagnation, 692
standard atmosphere, 409
thermodynamic, 644
thermodynamical, 647
time derivative, 2019
total, 692
total head, 615
transport, 707
two-dimensional flow, 1064
work, 562, 694

pressure form stress, 631, 982, 985, 997
dual, 1884
interfacial stress, 1852
shallow water, 987

pressure gradient
baroclinic, 726
barotropic, 726
bottom, 730
external, 726, 727, 730, 1012
hydrostatic, 727, 730, 780, 864
ideal gas, 725
internal, 726, 727, 730, 780, 1012

pressure gradient work
shallow water, 995

pressure scale
dynamical, 654, 778
geostrophy, 1253

pressure source, 784

Coriolis, 1066

friction, 1067

irrotational flow, 1066

rigid-body flow, 1064

rotation, 1063

self-advection, 1063

strain, 1063

pressure torque, 991, 1163, 1268

atmosphere, 1272

bottom, 1272

primitive equations, 715, 716, 860

nomenclature, 720

principle of equivalence, 775, 848, 1361

process water mass transformation, 2056

prognostic equation, xi, 143, 432

projection operator, 33

pseudo angular momentum, 353

pseudo vector, 20, 1024

pseudo-westward phase, 1532, 1543

pulling back, 45

pycnocline, 979

Pythagoras’ theorem, 7, 14, 255

quasi-equilibrium thermodynamics, 680

quasi-geostrophy, 1235, 1283, 1558

potential vorticity, 1239, 1240

quasi-Lagrangian coordinates, 69

quasi-static process, 559, 565

quasi-Stokes transport, 1978, 1981, 1983

quotient rule, 635

radius of curvature, 118, 120, 887, 894, 1036

rarefaction, 1432

rarefied gas, 406

ray equations, 1413

ray theory, 1405

Rayleigh drag, 268, 646, 904, 1101, 1119,
1161

Rayleigh equation, 1723, 1729, 1738

Rayleigh inflection-point theorem, 1732

Rayleigh waves, 1539

Rayleigh-Kuo equation, 1540, 1729, 1730

Rayleigh-Kuo theorem, 1732

Rayleigh-Taylor instability, 1707, 1712, 1714

re-entrant channel, 1005

reactive forces, 288

real fluid, ix

real numbers R3, 7

reciprocity, 1944

reciprocity condition
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diffusion equation, 217
Poisson equation, 198

rectification, 1874, 1959
reduced gravity, 950, 952, 953, 956, 977, 1713

model, 724, 950, 972, 979, 1567
reduced variational principle, 1415
reductio ad absurdum, 1938
reference

density, 533
geopotential, 672
pressure, 828
shallow water density, 956

reference frames, 266
inertial, 266
non-inertial, 273

reference manifold, 451
referential description, 449
reflection

non-specular, 1624
specular, 1624

refraction, 1411, 1486
region following the flow, 485
relative chemical potential, 573
representation, 9
rescaled geopotential coordinate, 1841
residual mean

transport, 1992
velocity, 1992

resonance, 1738
response function, 160, 234, 580
reversibility, 351
reversible process, 558, 565
Reynolds

average, 1877
decomposition, 1961
stress, 642, 1881

Reynolds number, 407, 654, 908, 923
atmosphere, 655
Gulf Stream rings, 655
turbulence, 655

Reynolds transport theorem, 485, 490, 1908
linear momentum, 643
multi-component fluid, 521

Richardson number, 779, 1253, 1722, 1723,
1752, 1753

balanced, 1785
Riemann-Legesque lemma, 1400
Riemannian differential geometry, 64, 75
right hand rule, 20
rigid body, 291
rigid body motion, 263

rigid body rotation, 469
rigid lid, 783, 1049, 1061

approximation, 870, 961, 1279
rigid lid ocean models, 1067
rigid-body

rotation, 58, 270, 1030, 1044
spherical velocity, 330

rigid-body motion, 1671
rigid-body rotations, 268
rigid-body velocity, 269
Robin boundary condition, 1942
Rossby

deformation radius, 1255
effect, 625, 1070
potential vorticity, 1094

Rossby height, 1775
Rossby number, 860, 923, 1229, 1231, 1252

Gulf Stream ring, 862
kitchen sink, 862
local, 890

Rossby waves, 619, 1522, 1554
baroclinic, 1771
barotropic, 1771
dispersion circle, 1534, 1581
dispersion relation, 1529
group velocity, 1533
stationary, 1533
topographic, 1773

rotating hydraulics, 1564
rotating tank, 736, 849, 870, 1014, 1065

parabolic free surface, 738
rigid-body motion, 738

rotation, 447
rotation matrix, 27, 2010
rotation tensor, 466, 468, 478, 646, 785, 1025,

1042, 1063, 1142, 1431
rotational

flow, 478
fluxes, 1970
tracer flux, 1922, 1995

row vector, 29

salinity, 573, 825, 2017
salt

boundary condition, 2027, 2029
budget, 2026
concentration, 2026
velocity, 2027

scalar
field, 17
general tensor scalar product, 82
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mechanics, 1892
potential, 42, 1459
potential harmonic, 1459
product, 13–15
scalar product invariance, 28
streamfunction, 538

scalar field theory, 1457
scalar product, 13
scale analysis, xiv, 777, 1226
scale height, 598, 767
scale selectivity, 1904
scales

emergent, xiv
external, xiv, 1226
internal, 1226

screened Poisson equation, 194
sea breeze, 1173
sea level, 2034

thermal expansion, 548
Boussinesq ocean, 2037
budget, 2035
steric, 2036
thermosteric, 2036

sea level pressure, 744
seawater

chemical potential, 573, 579
equation of state, 1186
mass distribution, 2049

second kinematic viscosity, 646, 648
second law of thermodynamics, 561, 563, 565
secondary circulation, 1071, 1698
seiche mode, 1488
self-adjoint operator, 198, 217, 232, 1909,

1944
self-advection, 1063
self-attraction and loading (SAL), 935
semi-geostrophy, 1235, 1665, 1698
separation of variables, 1476
sgn function, 153
shallow fluid approximation, 112, 361, 364,

717
shallow water

N -layer equations, 985
columns, 950
cross-layer flow, 964
deformation radius, 1558
gravity wave dispersion, 1574
gravity wave speed, 1560
gravity waves, 1560
hydrostatic approximation, 950
inertia-gravity waves, 1573

linearized equations, 1550
model formulation, 940
momentum, 944
momentum equation, 980
non-dimensional, 1232
planetary geostrophy, 1234
potential vorticity, 1089
potential vorticity invariance, 1090
pressure, 940
quasi-geostrophy, 1235, 1558
reference density, 952
stacked model, 954
subgrid scale, 964
Sverdrup balance, 1103
thickness, 944
two-layer, 954
vertical velocity, 948
vorticity, 1084, 1146
wave equation, 1553
waves, 1548

shear
flow, 815
strain, 478
stress, 645

shear instability, 1723
stratified, 1748

shear production, 1791, 1792
shearing stress, 627
shortwave radiation, 2031
sign-function, 1594
simple ideal gas, 594, 595
simple pendulum, 376
simply closed volume, 52
simply connected, 239
sine-Gordon equation, 1320
singular limit, 909
skew

diffusion, 1923, 1991, 2020
diffusion tensor, 1923
skew diffusion and skewsion, 1924
symmetric stiring tensor, 1974
symmetric tracer fluxes, 1969
tracer flux, 1922, 1995

slippery Ekman layer, 921
slope Burger number, 1254
slope of a surface, 498
smooth velocity field, 439
Snell’s law, 1486
solenoid, 1139
solenoidal velocity, 531
soliton, 1484
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Sorret effect, 699
sorting buoyancy, 813
sound pressure level, 1436
sound speed, 581, 804, 826, 1429, 1432

ideal gas, 598
ocean, 1187

sound waves, 1425
source point, 187, 190
Southern Ocean, 1012

channel, 1005
Southern Ocean overturning, 546
space

Euclidean, 4
space homogeneity, 310
space increments

Eulerian, 460
Lagrangian, 460

space isotropy, 310
space-time symmetry, 1335
space-time tensors, 73, 438
spatial coordinates, 452
spatial homogeneity, 311
spatial manifold, 451, 486
specific

entropy, 593
gas constant for air, 595, 598
thickness, 1824, 1977, 1979
volume, 684

specific volume, 573
spectral decomposition, 158, 163
specular reflection, 1538
spherical coordinates, 68, 105, 325

basis one-forms, 108
basis vectors, 107
differential operators, 110
Levi-Civita tensor, 109
metric, 108
position, 108
summary, 110
transformation from Cartesian, 106
vector components, 109
vector cross product, 109
velocity, 108
volume element, 109

spherical unit vectors
rotation, 322

spin, 785
splat, 785, 1063
Squire’s theorem, 1725, 1749, 1794
St. Andrew’s cross, 1620
stability analysis

energetic, 1665, 1672, 1680
modal, 1665, 1692
parcel, 1665, 1673, 1682, 1686

stagnation pressure, 615
standard

atmosphere, 409
pressure, 405
temperature, 405, 409

state function, 561
static

equilibrium sea level, 926, 927
forces, 821, 850
pressure, 724

static stability, 834
stationary phase, 1399
stationary waves, 1589, 1644
steady flow, 428, 429
steady state, 131, 428, 432, 516, 556, 1011
steepest descent, 37
step response function, 235
steric sea level, 724

changes, 2036
steric setup, 733
stirring, 1991

reversible, 687
Stokes

correction, 1494
drift, 1481, 1494, 1873, 1874, 1962, 1965,

1967, 1973
drift and surfing, 1495
drift for surface prototypical waves, 1497
mean, 1962, 1965
theorem, 49, 99, 537, 838, 1028

Stokes drift, 1366
Stokesian fluid, 645
Stommel gyre model, 1111
Stommel model, 1105
storage, 2061
strain rate tensor, 447, 466, 467, 477, 646,

677, 785, 1025, 1042, 1063, 1431
vorticity source, 1142

stratification, 830
stratified shear instability, 1748
streaklines, 439, 441
streamfunction, 535, 1051

meridional-σ, 1843
meridional-depth, 543
quasi-geostrophy, 1240
streamlines, 534
transport, 534, 537, 538, 540
two-dimensional flow, 533
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vector, 537
vertical gauge, 540

streamlines, 439, 440, 492, 534
compared to pathlines, 441

streamtubes, 440
stress

boundary, 796
contact, 610
deviatoric, 611, 645
direct, 645
friction, 611
local equilibrium, 630, 656
normal, 403, 627, 645
on an interface, 656
pressure, 611
shallow water, 968
shear, 403, 627, 645

stress boundary condition
Lagrangian interface, 658
permeable interface, 659
solid boundary, 657

stress tensor, 610, 627, 633
net, 651
symmetry, 635

stress-energy-momentum, 1415
acoustic, 1447

stress-energy-momentum tensor, 1327
stress-strain relation, 644
stretched vertical coordinate, 1303
stretching, 1143, 1507

material lines, 467
strong formulation, 420, 523, 638, 641
Sturm-Liouville, 1771
sub-inertial wave, 1530, 1558
subduction, 1835
subgrid scale transport, 965
subgrid scales, 1987
subgrid-scale parameterizations, 867
subharmonic function, 134
substantial time derivative, 428
super-inertial waves, 1557
superposition principle, 187, 202, 209, 1366,

1375, 1379, 1435, 1476
surface

derivative operator, 472
gravity waves, 943, 1455, 1471
orientable, 114
velocity, 493

surface area, 120
horizontal projection, 497, 498, 524

surface gravity waves, 1374

dispersion relation, 1478
kinematic boundary condition, 1472
longwave limit, 1484
shortwave limit, 1484
wave breaking, 1484

surface quasi-geostrophy, 1299
surface tension, 563, 627, 630, 656, 660, 1491,

1710
gas bubbles, 665

surface water mass transformation, 2057,
2066

buoyancy, 2068
circulation, 2066

Sverdrup, 2045
Sverdrup balance, xii, 870, 1103, 1167, 1272,

1274
geostrophic, 1274
topographic, 1167, 1276

symmetric
mixing tensor, 1974
tracer fluxes, 1969

symmetric instability, 1665, 1668, 1685, 1689,
1692

symmetry, 266, 310, 349, 350, 417
condition, 2007
internal, 1336
particle relabeling, 1352
space-time, 1335
spatial, 372

synoptic scale atmosphere, 1763

tangent
bundle, 71
Cartesian for tangent plane, 328
direction, 37, 114
plane approximation, 323, 617
space, 71, 81, 94
vector, 46, 534

tangential stress, 627
Taylor

columns, 868, 950
curtains, 870

Taylor-Bretherton identity, 1057, 1873, 1887
Taylor-Goldstein, 1723, 1760
Taylor-Goldstein equation, 1751
Taylor-Proudman effect, 868, 870, 1104, 1503,

1515
teleological, 304
temperature, 591, 826
tensile force, 662
tension strain, 478
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tensor, 10, 72
(1, 1) representation, 19, 30, 1897
(2, 0) representation, 19, 1897
0, 2) representation, 19, 1897
anti-symmetric, 32
deviatoric, 32
first order, 12
flat representation, 19, 1897
homogeneous, 30
index, 69
irreducible parts, 32
isotropic, 30
musical nomenclature, 19, 1897
natural representation, 19, 30, 1897
sharp representation, 19, 1897
skew symmetric, 32
symmetric, 32
trace, 31, 32

tensor analysis
algebra summarized, 323
contraction of indices, 66
contravariant, 324
covariant, 324
covariant differentiation, 66
operations, 65, 66
outer product, 66
permissible operations, 65
quotient rule, 65, 66
tensor fields, 17
tensor product, 66
tensors, 17
tensors and matrices, 29
uses for GFM, 3

tensor field, 17
tensor index

contravariant, 17, 67
convention, 10
covariant, 17, 67
gymnastics, 25, 71
raising and lowering, 81

tensor product, 18, 19, 55, 981
tensors, 2, 7, 11

contraction, 32
terminology

inertial forces, 274
terrain following coordinates, 1804
test

charges, 422
fluid element, 424, 821, 829, 846, 1607,

1617
paddle wheel, 1024

particles, 422
tetrahedron fluid region, 633
theorem of stress means, 625
thermal

energy, 559
equation of state, 595, 825
expansion coefficient, 581, 826, 828

thermal wind balance, 859, 865, 871, 980,
1287

Antarctic Circumpolar Current, 872
atmosphere, 873
diagnostics, 872
ocean, 875
potential density, 875
shallow water, 959, 977

thermal wind shear production, 1792
thermobaricity, 773, 2021, 2023, 2025
thermobaricity parameter, 2024
thermodynamic

configuration space, 558, 802
integrating factor, 57
laws, 560
moving fluid, 682
postulates, 560
potential, 561, 574
pressure, 644
pressure in non-divergent flow, 644
specific relations, 573
state, 556
systems exchanges, 557
temperature, 560

thermodynamic equilibrium, 556, 560, 566,
571, 588, 591, 689

fluid elements, 690
macroscopic motion, 690
salinity, 588, 699
with geopotential, 586

thermodynamical
pressure, 647

thermohaline circulation, 769, 776
thermosteric sea level, 2039
thickness, 1979

diffusion, 881
equation, 1841
isopycnal thickness equation, 1860
specific, 1824, 1848
specific thickness, 1860
weighted average, 1878, 1983
weighted velocity, 1862
weighting, 1977

third law of thermodynamics, 560
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tidal acceleration, 928
tides

earth-moon system, 928
realistic effects, 934
semi-diurnal, 928

tilting, 1143, 1507
material lines, 467

time
averages, 143
coordinate, 67
mean, 1961
Newtonian, 2–4, 63, 64, 66, 90, 92, 265,

422, 425
notation for derivative, 491
parameter, 67
proper, 66
reversal symmetry, 351, 652
scale for molecular collisions, 411
tendency, xi, 143, 428
variety of derivatives, 523

time homogeneity, 310, 313
topographic beta, 1096, 1240, 1241, 1776
topographic form stress, 744, 747, 1108

components, 750
gravity waves, 1648
gyres, 1107
zonal ridge, 748

topographic nonlinear balance, 1167
topographic Rossby waves, 1554, 1558, 1763,

1773
topographic Sverdrup balance, 1167
topographic waves, 1554
topography forcing, 1640
tornado, 897, 1034
torque, 272, 1138, 1266

density, 637
torsion, 95
total

energy, 559, 687
pressure, 615
time derivative, 428

trace of a tensor, 31
tracer

active, 1936
budget, 520, 525
concentration, 510, 573
mass flux, 510
material, 1917
mechanics, xx, 416
parameterization, 1987
passive, 512, 1917

transport tensor, 1984
variance, 1909

tracer boundary condition, 525
air-sea boundary, 527
bottom, 526
no-normal derivative, 526

tracer equation, 507, 508, 510
derived, 510
Eulerian and Lagrangian forms, 511
general vertical coordinates, 1848
layer integrated, 1842
mean, 1983
shallow water, 949

tracer fluxes
rotational, 1970
skew symmetric, 1969
symmetric, 1969

tracer mass
external, 2077
internal, 2077

tracer mass analysis, 2041, 2071
external, 2077
internal, 2077
special cases, 2075

tracer moments, 1908, 1957
tracers

conservative, 507, 1892, 1896, 1917, 1918
material, 507

traction, 610
traditional approximation, 618, 717
trajectory, 66, 263, 265, 425, 439

fluid particle, 1339
generalized vertical coordinates, 1834

transformation
active, 1330, 1352
between material and spatial, 452
Cartesian, 28
Cartesian coordinates, 26
geometric, 27
inverse, 26
Jacobian, 454
of vectors, 325
orthogonal, 27
passive, 1330, 1333, 1352
rotation, 27
tensor, 29

transformation matrix, 79, 325, 454
Cartesian, 26
determinant, 86, 91
general vertical coordinates, 1802
inverse, 91
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Jacobian, 79, 85

space-time components, 90

transformed residual mean, 1977

velocity, 1979

transforming Cartesian to spherical, 330, 334

transition to turbulence, 655

translation, 469

translation motion, 1030

transport, 60

streamfunction, 534, 759

theorem for mechanical energy, 679

theorem for scalar fields, 520

transpose operation, 19

transverse waves, 1319, 1432, 1508

trapped gravity waves, 1649

traveling wave, 1376

turbulence, 649, 655

turbulence closure, 407

turbulent

cascade, 655

turbulent cascade, 1147

vortex stretching, 1147

vorticity, 1027

turbulent transport, 1991, 2031

turning level, 1658

two-dimensional

flow, 1049

flow kinematics, 476

non-divergent flow, 1151

turbulence, 1061

ultraviolet catastrophe, 655

uncertainty relation, 1369, 1391, 1393, 1398

unimodular coordinates, 1342

uniqueness

diffusion equation, 224

Dirichlet problem, 196

Neumann problem, 206

unit normal one-form, 21

unit tensor, 11

unit vector, 14

rotation, 38

universal gas constant, 409, 595

upwind tracer flux, 966

vanishing layers, 1863

variation, 292, 1467

action, 1318, 1468

field, 1317

of the action, 300

of the trajectory, 300

total, 1334
variation operator, 251
variational calculus, 249
vector

general coordinate product, 90
geometry of product, 21
invariant velocity equation, 891, 962,

1134
product, 19
rotation, 270
streamfunction, 537

vector calculus, 35
vectors, 12
velocity, 265

angular, 269
basis vectors, 327
circulation, 1027
coordinate, 326
external, 754
gradient tensor, 466, 1042
harmonic potential, 539
internal, 754
Lagrangian, 1339
molecular rms speed, 411
particle motion, 326
potential, 536, 539
rigid-body, 269
self-advection, 1064, 1134
spherical, 333
surface, 493
tensorially Lagrangian, 1339

velocity equation, 615
vector-invariant, 615, 1169, 1849, 1862

velocity potential, 1433
velocity vector, 70

generalized vertical coordinates, 1834
planetary Cartesian, 328
spherical, 329

vertical
Ekman transport, 912
energetics with stratification, 673
flow induced acceleration, 852
gauge, 540, 1925
shear, 467
stiffness, 868, 870, 1104, 1503
stratification, 834

vertical velocity, 1832, 1880
decomposed, 1832
shallow water, 948
two-dimensional non-divergent, 1053

Virial theorem, 143
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virial theorem, 306, 399, 1439
virtual displacement, 292
viscosity, 645, 1903

air, 407
bulk, 646, 648
dynamic, 407, 646
eddy, 795
first, 646
kinematic, 407, 646
molecular, 1903
second, 646, 648
water, 407

viscosity tensor, 645, 647
viscous

dissipation, 677
flux, 677
stress tensor, 645

volume
n-space, 24
between isosurfaces, 1181
defined by vectors, 23
element for integration, 24
evolution, 474

volume budget
column of water, 500
material region, 485

volume element
covariant, 86
general coordinates, 89
invariant, 86

volume evolution, 485, 520, 541
volume-Sverdrup, 2045
vortex

filament, 1032
force, 616
line, 1032, 1143
lines, 467
point, 1059
sheet, 1718
stretching, 1090, 1267
tilting, 1090
tube, 1032, 1143

vortex line, 1142
vortex tubes

shallow water, 1090
vortical flow, 536, 1224
vortical mode, 1521
vortical waves, 1527
vorticity, 57, 468, 476, 478, 650, 693, 1024,

1042, 1055
absolute, 1031, 1056, 1085

acoustic waves, 1433

baroclinicity, 1129

barotropic flow, 1131

beta effect, 1267

bottom boundary, 1160

Boussinesq, 1153

curvature, 1037, 1067

depth averaged velocity, 1278

depth integrated, 1158

depth integrated velocity, 1275

dynamics, 1084, 1133

flux vector, 1158

free vortex, 1028, 1037

frozen-in, 1143

Gaussian jet, 1038

general vertical coordinate, 1849, 1853

hydrostatic, 1153

isopycnal coordinates, 1864

isopycnal models, 1862

line element rotation, 1025

meridional transport, 1271

natural coordinates, 1036

non-divergent, 1026

of a column, 1112

orbital, 1037, 1067

planetary, 1031

planetary geostrophic, 867

quasi-geostrophy, 1239

relative, 1031, 1849

rigid-body, 1037

rigid-body rotation, 1032

rotating fluids, 1147

rotating reference frame, 1025

shallow water, 1084, 1146

shear, 1037, 1067

stretching, 1143, 1267, 1507

surface boundary, 1162

thickness weighted average, 1887

tilting, 1143, 1507

torques, 1138

turbulent cascade, 1027

two-dimensional non-divergent, 1055

vertical component, 1157

vorticity budget

depth integrated, 1266

flux-form, 1135

normal component, 1137

vorticity equation, 1134

hydrostatic, 1154

planetary geostrophy, 1158
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warm core eddy, 979
water mass, 591, 2041
water mass analysis

mathematics, 2048
tracers, 2071

water mass configuration space, 2043
water mass formation, 2044, 2061

buoyancy, 2045
water mass transformation, 2041, 2043, 2044,

2054
boundary, 2062
buoyancy, 2045, 2068
dia-surface flux, 2055
interior, 2055
kinematic, 2056
kinematic method, 2056, 2057
process, 2056
process method, 2056, 2057
processes, 2046, 2065
surface, 2066

wave
acoustic, 776, 1425, 1432
action, 1405, 1415, 1420, 1452
amplitude, 1376
angular frequency, 1375
anisotropic, 1532
baroclinic mode, 1565, 1601
barotropic mode, 1565, 1601
barotropic vorticity, 1521
capillary, 1455, 1491
carrier, 1380
deep water waves, 1479
discrete wavenumber, 168
dispersion relation, 1366, 1369, 1373,

1380, 1434
dispersive, 142
dispersive packet, 1396
Eady, 1767, 1776
edge, 1521, 1529, 1539, 1723, 1737, 1763,

1767
eikonal ansatz, 1405
energy, 1405
equation, 1373
evanescent, 1657
function, 1374
gravity, 1557
gravity wave critical reflection, 1625,

1626
group velocity, 1380
guide, 1658
harmonic, 1371, 1372

inertia-gravity, 1631
inertia-gravity dispersion, 1631
inertial, 1503, 1632
inertial polarization, 1511
inertial radial, 1514
interfacial, 1455
interference, 1366
internal gravity, 834, 1601
internal gravity energetics, 1622
internal gravity polarization, 1612
internal gravity reflection, 1624
internal inertia-gravity, 1628
Kelvin, 1570
kinematics, 1369
length, 1376
longitudinal, 1315, 1425, 1426, 1561
maker, 1380
mathematics, 1369
mechanics, 1366
monochromatic, 1371, 1372, 1374
narrow band packet, 1391
near inertial, 1632
non-dispersive, 142, 1435, 1562
non-dispersive packet, 1395
nonlinear, 1484
number, 1369, 1376
packet, 1379, 1380
period, 1376
phase, 1369, 1376, 1406
phase averaging, 166
phase distance, 1378
phase speed, 1377, 1408
phase velocity, 1373, 1377, 1408
plane, 1375, 1376
planetary Rossby, 1763, 1770
polarization relation, 1577
pseudo-west phase, 1532, 1543
ray, 1410
reduced wavelength, 1378
reduced wavenumber, 178, 1378
refraction, 1486
resonance, 1662, 1723, 1738, 1763
Rossby, 1521, 1558
Rossby phase velocity, 1531
Rossby reflection, 1536
Rossby shallow water, 1580
seiche, 1488
shallow water, 1548
shallow water gravity, 1554
shallow water inertia-gravity, 1554
shallow water Rossby, 1554
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shallow water topographic, 1554

shallow water waves, 1479

sound, 1425

spatial frequency, 1378

standard phase, 1376

standing, 1371, 1372, 1487

standing packet, 1389

stationary, 1371, 1372, 1640

stationary phase, 1399

sub-inertial, 1508, 1558, 1574

super-inertial, 1557, 1574

superposition, 1379

surface, 1455

topographic Rossby, 1763, 1773

trains, 1380

transverse, 1523

traveling, 1371, 1372, 1376, 1476

turning level, 1658

uncertainty, 1391

uncertainty relation, 1393, 1398

vector, 1369, 1376

vortical and divergent motions, 1630

vorticity, 1521

wave packet, 1391, 1488

wavenumber, 1375, 1378

wavevector, 1375

WKBJ ansatz, 1405

wave equation, 138, 1315

domain of influence, 140, 1384

Lagrangian, 1431

wave instability, xx, 1662, 1668

wave packet

surface gravity waves, 1488

waves

capillary, 660

polarized, 1970

Rayleigh, 1539
stationary, 1517, 1589, 1644

weak formulation, 420, 509, 523, 638, 641
wedge of instability, 1794

symmetric, 1668, 1688–1690
weir, 1563
well-defined surface, 838
western boundary layer, 1069
western intensification, 1102, 1105
Whitham’s variational principle, 1405, 1415,

1445, 1452
wind driven circulation, 914
wind stress

homogeneous layer, 1101
shallow water, 969

wing flow, 692
WKBJ approximation, 1405, 1656

gravity waves, 1654
WKBJ asymptotic method, 1445
WKBJ wave ansatz, 1405, 1656
work, 365

by gravity, 267
on circulation, 1130

work-energy theorem, 266, 398, 693
working, 561
world line, 422

Young-Laplace formula, 662, 664, 1491, 1710
derivation, 663

zero buoyancy layer thickness, 808
zeroth law of thermodynamics, 560
zonal

mean, 1961
re-entrant, 1005
ridge and topographic form stress, 748
vorticity constraints on zonal flow, 1067
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